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PREFACE 

It is indeed our pleasure to welcome all participants of the Fifth International 

Conference on Computational Methods for Thermal Problems (ThermaComp2018) to 

Bangalore. This meeting is the continuation of the successful computational thermal problems 

conference, founded by Professor Roland Lewis in 1979. The aim of the ThermaComp is to 

bridge the gap between fundamental and applied research in all areas of thermal problems 

including fluid flow, heat transfer and energy research. The ThermaComp series started in 

Napoli, Italy in 2009. The conference was then organized in Dalian, China (2011), Lake Bled, 

Slovenia (2013), and Atlanta, USA (2016).  The fifth ThermaComp is hosted by Indian 

Institute of Science Bangalore (IISc), India. We are indeed grateful that a premier institute in 

India stepped forward to organize this prestigious meeting. We thank all the organisers and 

participants and wish them a fruitful ThermaComp2018. 

 

Professor Nicola Massarotti, Co-Chair, University of Naples ‘Parthenope’, Italy 

Professor Perumal Nithiarasu, Co-Chair, Swansea University, UK 

Professor Pradip Dutta, Co-Chair, Indian Institute of Science, India 

Dr C. Ranganayakulu, Co-Chair, Aeronautical Development Agency, Bangalore, India 
 

 

MESSAGE FROM THE LOCAL ORGANIZING COMMITTEE 

We are pleased to welcome you to the Fifth International Conference on Computational 

Methods for Thermal Problems (ThermaComp2018) at the Indian Institute of Science, 

Bangalore. 

Over the years ThermaComp has evolved to become surely one of the most important 

and well attended conference dedicated to numerical techniques in thermal-fluid problems. As 

in previous years, ThermaComp2018 provides an excellent forum for exchanging information 

and discussion on the most recent developments and challenges in this field. This meeting 

represents an interdisciplinary forum of scientists with expertise ranging from heat 

conduction, convection and radiation to CFD, micro and nano-scale heat transfer.  

In order to provide an outstanding technical level for the presentations at the 

conference, we have invited distinguished experts in thermal-fluid field to deliver 5 keynote 

and 3 plenary talks. With more than 200 participants from various countries coming together 

at such a conference, we can once again expect to achieve excellent exchange of knowledge 

and ideas. 

The conference venue is the Indian Institute of Science, a premier institution in India 

and internationally well known for science and technology research. It is located in 

Bengaluru, which has always been a major contributor to science and technology at the 

international stage. In addition to its recent fame as Silicon Valley of India, the city has also 

emerged as the Research and Development hub of the country, as its hosts several institutions 

such as the Indian Space Research Organization (ISRO), Defence Research and Development 

Organisation (DRDO) laboratories, several Indian and multinational corporate R&D 

organizations, and premier academic institutions.    

We are looking forward to meet you in Bangalore during ThermaComp2018 and to 

sharing a most pleasant, interesting and fruitful conference. 

 

Pradip Dutta, Conference Co-Chair  

C.Ranganyakalu, Conference Co-Chair  

Gaurav Tomar, Convener, Local Organizing Committee 
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Bubble Dynamics in Various Regimes of Boiling 

Gautam Biswas 

Department of Mechanical Engineering 

Indian Institute of technology Guwahati 

Guwahati – 781039, India 

 

Abstract 

The dynamics of vapor bubbles during boiling is a topic of significance considering influence on 

the heat transfer rate associated with various applications. Depending on the heat flux, the mode 

of boiling transforms from the nucleate boiling regime to the film boiling regime. In the present 

investigation, we performed a CLSVOF based direct numerical simulation to predict the bubble 

generation, growth and its departure during pool boiling. In the film boiling regime, the bubble 

growth is governed by the instabilities at the liquid-vapor interface instigated by the combined 

influence of surface tension, buoyancy, heat flux, vapor thrust or any other applied external field 

(electric field in the present investigation). The dynamical disturbances destabilize the interface 

which results in bubble formation with the passage of time. The instability mode transforms from 

Rayleigh-Taylor at the low wall-superheat temperature to Taylor-Helmholtz at the higher 

superheat values, governing the separation distances between the sites of bubble generation. 

The bubble morphology is also observed to be highly dependent on the degree of superheat. 

The discrete bubbles are seen at the lower range of superheat values while continuous vapor 

columns are discerned in the case of high superheat values. Bubble growth and departure from the 

interface follows a regular periodic pattern (both in space and time).  

Electric field results in destabilizing the interface and enhancing the bubble growth rate. 

Through the applied electric force, it was found that the application of electric field normal to the 

heating surface results in increase of both spatial and temporal frequency of bubble-formation 

along the heated surface. The dominant wavelength of disturbance decreases which in its turn 

decreases the separation-distance between adjacent bubbles.  

 As buoyancy is one of the dominant factors influencing the growth-dynamics of bubbles 

during boiling, changes in the gravity-level result in a significant variation in boiling 

characteristics. Analyses have been performed at different levels of gravity to determine the 

changes in bubble morphology and heat-transfer rate.  

 The application of electric field compensates for this reduction in the heat transfer rate and 

recovers the same rate of heat transfer as in normal gravity. The dominance of electric field force 
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also increases in case of reduced gravity conditions. Both the length and time scales increase 

appreciably as a result of reduction in the level of gravity. During the initial stage of bubble growth, 

the interfaces exhibit self-similar profiles, i.e. the bubble interface at different instants of time can 

be converged on a single profile defined by a fitting function in which the variables are normalized 

using proper scaling parameters.  

 Unlike in the film boiling regime, the bubble generation and growth in nucleate boiling is 

rather intricate. In nucleate boiling, the bubble generation is not instability-dependent but a random 

process which depends on the heat flux from the surface and the surface-properties. The nucleation 

starts at cavities as a result of existence of pre-occupied gaseous or vapor phase or due to extreme 

heat-flux. In this investigation simulations have been performed by incorporating a microlayer 

model to account for its contribution in the growth of a single bubble. The growth rate is found to 

be affected by the surface-superheat, the wettability of the surface and the degree of subcooling of 

the ambient liquid. 
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Rib Shape Effects on Heat Transfer Performance in Internal Cooling 

Passages 

 

Y. Dai, J. C. Tyacke and P. G. Tucker 

Cambridge University, Trumpington St, Cambridge, UK. E-mail: pgt23@cam.ac.uk 

 

ABSTRACT 

Numerical studies of the flow field and heat transfer in a fully developed ribbed channel have been 

performed using Large Eddy Simulation (LES). Ten different rib shapes are investigated aiming to 

improve the heat transfer performance. The triangular rib with increasing height in the flow 

direction, with the largest recirculation bubble, was found to provide the best heat transfer 

performance, giving approximately 5% greater heat transfer than the basic square profile. Ribs with 

larger recirculating zones tend to provide better heat transfer performances. The rounded-corners 

with the shortest recirculation zones deteriorated the heat transfer performance. Thus when adding 

round edges to the triangular_up ribs to fit the manufacturing conditions, the heat transfer 

performance can be reduced by around 12%. An immersed boundary method (IBM) has been 

implemented for use with LES to solve the challenge of varying complex rigid geometries. 

Key Words: Heat Transfer, LES, Turbine, SGS, IBM. 

1. INTRODUCTION 

Gas turbines have been used extensively to provide power in modern aircrafts and other industrial 

applications. The high temperature arising in turbines is one of the most critical parameters 

impacting engine performance, efficiency and blade life. Internal passages with ribs are typically 

cast into turbine blades to decrease the metal temperature and further, to prevent premature wear. 

Numerous experiments have been conducted to investigate the effect rib geometries [2-4]. From 

these experimental results, there is still no certain relation between different rib shapes and heat 

transfer characteristics. Thus investigations should be further pursued by numerical methods with 

high fidelity turbulence modelling. However, computational cost has limited most applications of 

CFD to using the Reynolds averaged Navier-Stokes (RANS) models, which are not reliable for all 

flow regimes and can lead to poor flow and heat transfer predictions in complex geometries with 

separated flow [8-10]. In some cases, the differences in heat transfer between RANS models can 

vary by approximately 100% [10]. Therefore, more reliable turbulence model is required for 

unsteady flows with high streamline curvature. For this type of flow that is governed by large scales 

of turbulence, LES is more accurate than RANS [11] and allows greater insight into the physical 

processes involved. However, when it is used with complex geometries and curved shapes, a 

complicated grid system needs to be built to fit the computational mesh exactly to the body. Thus, 

an approach called the immersed boundary method (IBM) has been developed to use with LES in 

complex rigid geometries. Hence, LES is used in this study to investigate the effects of rib geometry 

on heat transfer in internal cooling passages. Different rib shapes are investigated with aim being to 

improve the heat transfer performance. IBM will be used to eliminate the effort for complex grid 

generation and the overhead of unstructured grids -- this being especially significant for LES.  
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2. NUMERICAL METHODS 

2.1 Governing equations 

The incompressible governing equations for LES are written in the following form: 
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The governing equations are solved using the NEAT code as presented by Tucker [7]. This is a 

structured, finite volume, parallel CFD solver. In this work, the Yoshizawa model is used in 

conjunction with the LANS-ɑ model, creating a mixed nonlinear SGS model [12]. 

2.2 Computational Setup 

The computational domain is a straight channel with fully-developed flow over the rib surfaces. The 

ribs are placed perpendicular to the flow direction at the center of the bottom wall. The settings for 

the flow parameters were chosen to be consistent with the experiments of Acharya et al. [1]. The 

baseline geometry and general case set up is similar to that of Tafti [6] and Liu et al. [5]. No slip 

conditions are imposed at the walls. The solid surface of the rib and the upper wall are assumed to 

be adiabatic. Fully developed turbulent channel flow is homogeneous in the streamwise and 

spanwise directions, and periodic boundary conditions are imposed in these directions. A constant 

heat flux q'' boundary condition is applied to the rest of the lower wall.  

3. RESULTS 

The Nusselt number is normally used to measure the convective heat transfer effect. In order to 

better reflect heat transfer improvement of the ribbed passage, Webb et al. [14] pointed out that the 

heat transfer performance can be used to evaluate the behavior of an 'enhanced' surface, which 

considers the heat transfer value as well as the friction factor. The heat transfer performance (ƞ) for 

evaluating the increased heat transfer is expressed as: 

3/1

0

0

)/(

/

ff

NuNu
=  

where Nu0 and f0 stand for the Nusselt number and friction factor for a smooth duct, respectively. 

 

Although the increased performance of the triangular_up case is not obvious in the Nusselt number 

profiles, it becomes quite significant when the pressure drop is also taken into consideration, as 

presented in Figure 1. This finding is consistent with Ahn [2], who proposed that triangular-shaped 

rib geometry is more efficient for heat transfer than the square-shaped one. The main parameters of 

the heat transfer results are compared in Table 1.  
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FIGURE 1. Local heat transfer performance distributions 

 

Case A B C D E F G H I J 

Nu 91.41 91.75 94.50 94.54 84.92 88.70 65.58 87.80 82.47 84.88 

Numax 139.99 139.87 149.23 125.38 106.55 113.69 77.90 114.28 103.53 117.49 

ƞ 0.81 0.81 0.85 0.81 0.78 0.81 0.60 0.80 0.75 0.77 

ƞmax 1.33 1.33 1.41 1.16 1.01 1.08 0.75 1.09 0.99 1.12 

TABLE 1. Comparison of main heat transfer parameters 

Observation of Figure 1 shows that the local maxima near the backward- and forward-facing 

corners for the semi-circle and arc rib are also not as sharp as those for the square rib. This 

illustrates that ribs with round shapes have a low heat transfer rate. This can be expected from the 

Q-criterion iso-surface. As shown in Table 1, the triangular_up rib provides the best overall 

performance with a value of ƞ = 0.85, this being 5% higher than the basic square rib. The increase 

in performance would allow, for example, less fluid to be bled from the compressor in an 

aeroengine, increasing overall efficiency, or improving durability. 

4. CONCLUSIONS 

Numerical studies of a fully developed channel with ribs have been performed using LES. The 

square rib was first carried out to validate the accuracy of this LES model -- a nonlinear LANS-α 

model. Through the velocity field and heat transfer results, LES was found to be able to predict the 

velocity distribution with good accuracy and obtain the correct Nusselt number trend. IBM is 

implemented with LES to save the effort of grid generation and enhance speed of CFD solution 

allowing the rapid exploration of different rib geometries. 
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The thermal characteristics in terms of heat transfer and friction factor of ten different rib shapes 

have been investigated. The heat transfer performance was found to strongly depend on the cross-

sectional rib shapes. The triangular rib with increasing height in the flow direction, with the largest 

recirculation bubble, was found to provide the best heat transfer performance, at 5% more than the 

basic square rib. Ribs with larger recirculating zones tend to provide better heat transfer 

performances (Case C, Case D, Case F, Case H). Thus, the size of the recirculating zone proved to 

be a critical factor to determining the heat transfer performance.  
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ABSTRACT 

As the dimensional scaling of Silicon microprocessor devices slows, the emergence of 

heterogeneous integration of multiple functionality chips on 2.5D and 3D platforms is a rapidly 

emerging trend.  This allows for the continued growth of ultra-compact and highly functional 

microsystems in mobile, and high performance applications.  The close placement of multiple chips 

in such systems poses increasing thermal management challenges, driven by spatially non-uniform 

heat generation rates and differing allowable temperature limits.  The thermal cross-talk via the 

substrate, and multiple interconnected tiers result in further complexity.  We will examine three 

aspects of microfluidic cooling of 2.5D and 3D systems.  The challenges of multi-chip cooling will 

be illustrated by the thermal design of a 2.5D high performance computing architecture. The need 

for compact thermal models for thermal-electrical co-design in 3D architectures will be illustrated.  

Finally, the characteristics of flow boiling in multi-chip architectures will be explored. 

Key Words: 3D Electronics, 2.5D Electronics, Thermal Management, Hot Spots, Heterogeneous 

Integration, Microfluidic Cooling. 

1. INTRODUCTION 

The prediction by Gordon Moore in 1965 about continued reduction in feature sizes and 

improved performance, known as the Moore’s Law, has driven the progress of the microprocessor 

technology for nearly five decades [1].  In the last decade, this scaling has slowed, and the focus of 

future microsystems development is shifting to system level performance, instead of just the 

microprocessor.  To enable such More-than-Moore capabilities, new packaging architectures that 

enable the integration of multiple capabilities such as logic, memory, radio frequency (RF), and 

micro-electrical-mechanical systems (MEMS) are being developed [2].  Two examples of such 

approaches, 2.5D and 3D heterogeneous integration, are shown in Fig. 1 [3-5].  Fig. 1(a) shows the 

2.5D approach, where an interposer is used to connect multiple laterally and closely placed chips 

with various functionalities.  The reduced length of electrical interconnections permits faster signal 

transmission for improved performance, and reduced ohmic losses.  The interposer material, 

commonly silicon, is chosen based on multiple requirements, including the ability to allow ultra-

fine pitch interconnects.  Through silicon vias (TSVs) are used to provide electrical 

interconnections with the underlying substrate, with larger pitches.  Packages based on the 2.5D 

integration approach are already available commercially. Fig. 1(b) illustrates the 3D stacking of 

multiple functional chips, e.g. logic and memory.  Individual chips can be thinned, and connected 

vertically using TSVs.  This configuration can yield further reduction in interconnection lengths, 

and even higher performance than 2.5D packaging. 
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Fig. 1 Emerging 2.5D and 3D Architectures  

 Both 2.5D and 3D architectures pose significant thermal management challenges. 

Close placement of chips with multiple functionalities results in thermal cross-talk, either 

via a conducting substrate in 2.5D systems, or directly through contact between the chips 

in 3D systems.  Such integration also results in larger volumetric heat generation rates, 

and reduced heat transfer surface area per unit volume.  

2. MAIN BODY 

We illustrate the thermal management challenges in 2.5D and 3D systems through the 

consideration of three examples, illustrated in Fig. 2.  Fig. 2(a) shows the 2.5D architecture 

followed in field programmable gate array (FPGA) based applications in high bandwidth 

applications, such as 5G networks [6].  Multiple smaller transceiver chips with heat fluxes 10x or 

larger communicate via a Si interposer with a larger centrally placed FPGA chip. The thermal 

management of this heterogeneous chip array via single phase microfluidic cooling [7] brings out 

the need for thermal design parametric studies. Compact thermal modelling of microfluidic cooling 

in 2.5D and 3D systems is required to perform electrical/thermal co-design.   

Fig. 2 Simulated Geometries: (a) 2.5D System with Single FPGA and Four Transceiver Chips, (b) 

3D System For Thermal-Electrical C-Design, (c) Flow Boiling in 3D Architecture  
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Fig. 2(b) illustrates the 3D configuration with pin fins for enhanced thermal management, and 

electrical interconnections, considered by Hu [8].  The requirement for the use of dielectric fluids, 

with inferior thermophysical properties than water has prompted the use of phase change 

approaches. Fig. 2(c) illustrates the use of flow boiling in pin fin enhanced microgaps, as a possible 

configuration for 2.5D and 3D microsystems. 

3. RESULTS 

The important role of multi-scale, multi-mode heat transfer modelling in the development 

of future heterogeneous microsystems is illustrated through three examples.   

3.1 Interposer Based Single Phase Cooling for 2.5D Integration: For the configuration in Fig. 2(a) 

we consider a number of cases for a numerical parametric study, as summarized in Tables 1-3. 

Model number 1 2 

Transceiver cooling enhancement  Only fins on top  Bridge-wing structures with fins 

Max T of transceivers (⁰C) 179.6 105.4 

Max T of FPGA (⁰C) 89.3 93.0 

Pumping power (W) 0.05 0.22 

TABLE 1. Parametric Studies of Bridge-wing Structure Cooling Performance in 2.5D System [8]    

Model number 3 4 5 6 7 8 

Fin thickness and pitch on 

transceivers (mm) 

0.18; 

0.18 

0.15; 

0.15 

0.14; 

0.14 

0.12; 

0.12 

0.11; 

0.11 

0.1; 

0.1 

Transceivers Max T (⁰C) 101.4 96.2 96.2 90.9 89.7 89.3 

Max T of FPGA (⁰C) 92.8 93.0 93.0 93.1 93.3 93.9 

Pumping Power (W) 0.22 0.25 0.25 0.31 0.33 0.35 

TABLE 2. Parametric Studies of Fin Configurations in 2.5D System [8] 

Model number 9 10 11 12 

Outlet numbers, location 2 at sides 2 in the center 1 in the center 1 in the center 

Outlet area 6 x 6 mm 6 x 6 mm 6x 6 m 2 x 2 mm 

Transceivers max T (⁰C) 89.4 89.3 89.3 89.1 

Max T of FPGA (⁰C) 99.2 93.9 90.4 89.2 

Pumping power (W) 0.34 0.35 0.36 0.47 

TABLE 3. Parametric Studies of Outlet Configurations in 2.5D System [8] 

Surface temperature simulations for Models 1 and 12, which display the baseline conditions, and a 

single flow outlet configuration respectively, are shown in Fig. 3.  From these, the temperature non-

uniformity due to the varying heat fluxes on the transceiver and FPGA chips is evident. 
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Fig. 3 Cooling Performance of heterogeneous pin-fin enhanced liquid manifold in 2.5D system [8] 

 

3.2 Compact Modeling for 3D Electrical-Thermal Co-Design:  

The compact model utilized in the configuration in Fig. 2(b) considers in-plane heat 

conduction within each chip layer, vertical heat conduction between layers through pin-fins, and 

forced convection of coolant within micro-gaps [8-10].  Based on the spatially and temporally 

varying power distribution, the model simulates temperature distribution for each layer under both 

steady state and transient conditions. Based on this distribution, and leakage power and temperature 

correlation, electrical co-design function provides a more accurate power map by simulating and 

deducting over-estimated leakage power. This updated power map is applied in the thermal model 

again to simulate an updated temperature field. These iterative simulations incorporating both 

electrical and thermal functions, are used to compute the final converged temperatures. Leakage 

power under these conditions has been obtained.   

3.3  Flow Boiling for Multiple Heat Sources:   

The effects of placing multiple heat sources as hotspots in a microgap cooling layer, 

illustrated in Fig. 2(c), are assessed by two-phase numerical simulations of flow boiling. The 

Coupled Level Set and Volume of Fluid (CLSVOF) method is coupled with a mechanistic phase 

change model, while also simultaneously solving the heat conduction in the solid domain. Fig. 4 

shows the computational domain for the simulations, consisting of a strip taken from a microgap 

design with three hotspots of 500 µm by 500 µm localized at the inlet, center, and outlet of the 

domain. The microgap has a height of 200 µm, and the pin fin density is doubled at the hotspot 

zones in order to allow the dissipation of higher heat fluxes by increasing the surface area. The 

simulation results will show effects of spreading, temperature field, two-phase flow regimes and 

pressure drop estimations for different heating ratios, using dielectric fluid HFE-7200 as the 

coolant. 

4. CONCLUSIONS 

Emerging 2.5D and 2D architectures enabling heterogeneous microsystems pose numerous 

thermal management challenges.  Computational fluid dynamics/heat transfer (CFD/HT) techniques 

are key to enable the optimized design of these systems.  Parametric studies allow for understanding 

the effects of interactions between multiple non-uniform power density heat sources via conducting 

substrates. Due to the computationally intensive nature of CFD/HT techniques, compact modelling 

is needed to enable coupled electrical/thermal co-design.  Significant challenges remain in assessing 

the trade-offs between modelling accuracy and computational effort.  Application requirements may 

require the use of dielectric coolants, which suffer from poorer thermos-physical properties 

compared to water.  To achieve acceptable performance from such fluids, the cooling systems may 

need to be operated under two-phase conditions.  While multiple challenges remain, recent progress 

in the numerical modelling of such flows presents unique opportunities to design high heat flux 

cooling solutions for microsystems. 

 

(a) (b) 

Model 1 Model 12 

outlet  

selection 
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Fig. 4 Computational domain for the simulation of flow boiling in a silicon microgap with multiple 

hotspots and variable fin density.  
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Abstract 

 
Phase-field method is a diffuse interface approach which has far-reaching applications in 

modeling of fluid-fluid interfaces. Not merely restricted to the modelling of simple fluid-fluid 

interfaces present in multiphase flows, the phase-field method is an important tool for modelling 

of complex fluid-fluid interfaces such as vesicles and red blood cells. Modelling of fluid-fluid 

interfaces is challenging due to the moving and deforming nature of the interfaces. The fluid-fluid 

interfaces can be handled simultaneously with ease and thermodynamic rigour in the paradigm of 

phase-field method.  

 

Phase-field method replaces the sharp interfaces separating the fluids by a diffuse transition layer 

where the interfacial forces are smoothly distributed. The diffuse layer in phase-field field method 

is different from the diffuse layer in VOF or level set method as in the later cases the diffuse layer 

is an artificial (numerical) transition layer, while the phase-field method introduces diffuse layer 

from a physical perspective. In sharp contrast to moving mesh methods, the phase-field method 

automatically captures the fluid-fluid interfaces and thus the explicit tracking of the interfaces and 

calculation of interface curvature are no longer required. However, one has to solve an extra 

equation for order parameter. The order parameter is a measure of phase variation which gives the 

distribution of the participating phases. It is important to note that the order parameter is not 

arbitrary like the level-set function but can be linked to the physical situation encountered in 

different phenomena. In sharp contrast to other multiphase methods which uses surface tension 

forces, the phase-field method is based on free energy of fluids. Phase-field method represents the 

fluid-fluid interface in terms of a diffuse interface in which the two phases are mixed and store a 

mixing energy. Simplest form of free energy density for isothermal two-phase system can be 

constructed by a combination of bulk free energy and gradient free energy. The dynamic 

evolution of the system (equation for order parameter) can be described by Allen-Cahn or Cahn-

Hilliard formulations. Depending on the physical situation, Allen-Cahn or Cahn-Hilliard 

dynamics can be used to study the following two kinds of problems: (a) Problems related to 

moving boundary: Phase-field acts as a numerical tool to simulate multiphase flows e.g. Droplet 

or bubble dynamics. (b) Problems in which the interface profile is of great importance: Phase-

field captures microscopic physics on the interface e.g. solidification of alloys, near-critical 

systems, contact line dynamics. In the later caterogy, the phase-field method gives physically 

realistic description when the interface width is comparable to the the length scale of the 

phenomenon. As the phase-field method is based on free energy based formulation, by suitably 

incorporating different free energies, this method can be used to address biological systems which 

are inherently driven by gradients of free energies. So, the phase-field method can be effectively 

used to couple biological systems with transport phenomena. 

 

The lecture will first introduce the speakers to the broad motivation and the fundamental 

theoretical developments associated with phase field modelling in perspective of CFD 

applications. Finally, it will aim to outline some typical examples encountered in microfluidics, in 

order to demonstrate the efficacy of the method. 
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Abstract 

The talk will be on the experiences of Prof Eswaran's team in developing a 

numerical code to solve such problems. It will discuss the basic equations 

and approximations made in liquid metal MHD, the strategies that are used 

to handle complex geometries, and variable-directional magnetic fields of 

extremely high strength (Ha ~ 30,000), and finite-thickness walls of variable 

conductivity, in the context of the design of liquid metal blankets for fusion 

reactors, as being attempted in the ITER consortium. 
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ABSTRACT 

Inverse problems arise in many practical systems, where the desired result is known but the 

conditions needed for achieving it are not known. In materials processing, for instance, the 

temperature cycle to which a component must be subjected in order to obtain desired characteristics 

through heat treatment is prescribed. However, the boundary and initial conditions are not known 

and must be determined by solving the inverse problem. The solutions thus obtained are generally 

non-unique. This paper discusses inverse problems that arise in a variety of practical processes and 

presents some of the approaches that may be used to obtain results that lie within a small region of 

uncertainty. Optimization methods that may be used to select locations for experimental data and 

for reducing the error are presented. A few examples are given to illustrate the applicability of these 

methods and the challenges that must be addressed in solving inverse problems.  

Key Words: Inverse Problems, Unique Solutions, Uncertainty, Practical Systems, Optimization 

1. INTRODUCTION 

Thermal systems and processes are of considerable interest in a wide variety of important 

engineering applications, ranging from energy and environment to transportation, heating, cooling 

and manufacturing. In most problems, the boundary and initial conditions are well defined and the 

governing equations may be solved by analytical or numerical means to obtain the resulting flow, 

pressure and temperature distributions from which heat transfer rates may be determined. This is the 

forward or direct problem and the literature has extensive results from direct solutions of many 

different problems of basic or applied interest. However, in many practical situations, the boundary 

conditions may not be accurately known or defined and the experimental determination of the 

relevant boundary conditions may be prohibitive in terms of cost and effort. One such circumstance 

is the optical fiber drawing furnace, where the wall temperature distribution is a critical input to the 

process, see Figure 1 (a). But this distribution is not easily determined experimentally because of 

limited access to the furnace and modeling is complicated by the presence of many control and 

traverse subsystems in the draw furnace. An inverse calculation, using the limited temperature data 

obtained at certain locations may then be employed to determine the wall temperature distribution 

that gives rise to these data. However, such an inverse calculation generally does not yield unique 

results and strategies are needed to reduce the uncertainty in the results obtained (Ozisik, 2000). 

Similarly, in several thermal processes, the desired result or output is known, but the conditions 

needed for achieving this are to be determined. This circumstance again leads to an inverse 

problem. An example of this is the annealing process shown in Figure 1 (b), where the thermal 

cycle needed to obtain the desired product characteristics are known. But the time-dependent heat 

input and temperatures are not known and need to be determined by solving the inverse problem. 

Other processes, such as plastic thermoforming and thermal management of electronic systems, 

have similar considerations and require an inverse solution to obtain the transport rates that would 

lead to the desired temperatures within given constraints. The inverse solution is then used to design 

the appropriate thermal system. This paper discusses the strategies that may be adopted to obtain the 
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solution to inverse problems with a fairly small region of uncertainty by using optimization 

techniques. 

   

Figure 1. (a) Furnace for optical fiber drawing, indicating the important transport mechanisms; (b) 

Temperature variation needed for an annealing process 

2. ANALYSIS 

The solution of an inverse problem starts by solving the direct problem at differing parametric 

values  and thus obtaining inverse interpolation functions. These functions are employed to obtain 

estimates of the missing bounday conditions. Optimization is used to minimize the number of 

samples or data needed for accurate predictions (Prud'homme and Nguyen, 2001; Orlande, 2012). 

The optimization process is expected to narrow the domain of uncertainty and ultimately lead to an 

essentially unique solution of the inverse problem. The basic equations that are used to model the 

flow and thermal transport in thermal systems are based on the conservation of mass and energy and 

the force-momentum balance that give rise to the well-known equations for fluid flow and heat 

transfer. These may be written for a general three-dimensional process as (Burmeister, 1993): 
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where  is density, T is temperature, t is time, 
−

V is the velocity vector, 
−

F is body force, p is 

pressure,  is dynamic viscosity, pC is specific heat at constant pressure,  is coefficient of 

volumetric thermal expansion,  is viscous dissipation and 
.

Q is a volumetric heat source. The 

viscous dissipation and pressure work effects are included in the energy equation, Eq. (3), with the 

last two terms multiplied by T representing the pressure effect. The bulk viscosity is taken as zero, 

giving the second viscosity coefficient  as – (2/3)  and Stokes’ relationships are used for the 

viscous forces in the momentum equation, Eq. (2).  

These equations can be used to obtain the relevant equations for laminar natural convection induced 

by a finite heat source over a vertical or horizontal wall, for forced convection from a heat source in 

a channel and other cases. A turbulence model is required for turbulent flows, which are of interest 
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in many practical processes such as flow induced by a fire adjacent to a wall or for heat sources and 

buoyant jets in cross-flow. A wide range of numerical methods are available to solve these 

equations for different geometries and conditions. A predictor-corrector approach may be adopted 

to predict the desired conditions and then correct them using an optimization process. Response 

surfaces and search methods may be used to narrow the domain in which the solution lies.  

3. RESULTS 

Let us first consider the optical fiber drawing furnace shown in Figure 1 (a). An experimental 

procedure involving axially mounting graphite rods of various diameters and measuring the 

centerline temperatures is employed. The inverse solution is based on a numerical model for the 

flow and heat transfer in the furnace and is used to obtain the wall temperature (Issa et al., 1996). 

Figure 2 (a) shows a sketch of the experimental system. In Figure 2 (b), the measured temperature 

distribution along the axis of a graphite rod is shown, along with the wall temperature distribution 

obtained from the solution of the inverse problem. The dashed lines represent the water cooled 

portion of the furnace cavity. An optimization procedure, based on Lagrange multipliers, is used to 

narrow the uncertainty in the non-unique solutions and obtain an essentially unique wall 

temperature distribution. This wall temperature distribution is then used to calculate the graphite rod 

temperature and a good agreement with the experimental data is observed. The computed maximum 

heating element temperature was also in good agreement with the furnace control sensor 

temperature at the hot zone centerline, lending support to the model and the inverse solution. 

 

Figure 2. (a) Schematic of an experimental system for measuring the temperature distribution in a 

rod located axially in an optical fiber drawing furnace; (b) computed furnace wall temperature 

distributions (solid line) from graphite rod data. Experimental points are for a 1.27 cm diameter rod  

A predictor-corrector method is developed to solve the inverse convection problem of a plume or jet 

in a cross-flow (Vanderveer and Jaluria, 2013, 2015). The inverse problem involves prediction of 

the strength and location of the heat source by employing a few selected data points downstream. 

This is accomplished with the help of numerical simulations of the region at differing source 

strengths and thus obtaining inverse interpolation functions. These functions are employed in the 

predictor step to determine the source strength. Then, these interpolation functions are used, with 

adjustments based on the predictor, to determine the source location. Experimental data are then 

used to determine the strength and location of the source. Optimization of the location of the data 

points is used to minimize the number of samples needed for accurate predictions. The predictor-

corrector method is shown to result in fairly unique solution of the inverse problem.  The solution 

error is found to be less than a few percent. Figure 3 shows comparisons between predicted and 

actual values for source temperature and jet velocity, indicating good agreement. 
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Figure 3. Actual versus predicted source temperature and velocity. (a) heat source; (b) buoyant jet 

Similarly, the source and strength of a finite source located on a vertical surface are obtained by an 

inverse calculation, using data taken downstream of the source. A search based optimization 

method, particle swarm optimization (PSO), is applied to find the best pair of locations for input of 

data. The system of equations based on their respective relations is solved to obtain solution to the 

inverse problem. Figure 4 shows the error resulkting from this inverse calculation.The error in 

location is found to be greater than that in the source strength, as seen in other cases as well. 

 
Figure 4. Estimation error diagram for location and source strength, given in terms of the Rayleigh 

number, Ra 

4. CONCLUSIONS 

The solution of inverse problems, which frequently arise in thermal processes, is discussed. 

Different strategies to obtain the conditions that lead to a desired result are given. The goal of these 

approaches is to reduce the uncertainty and obtain essentially unique solutions for different 

circumstances. The error of the method can be checked against known conditions to see if it is 

acceptable for the given problem. Several examples are given to illustrate the use of these methods. 
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ABSTRACT 

The indigenous development of a general purpose robust computational fluid dynamics solver, AnuPravaha, 

has been described for simulations of three-dimensional multiphysics problems. The solver is capable of 

handling hybrid unstructured meshes in a collocated framework. The pressure-velocity decoupling is avoided 

using momentum interpolation. The convective terms are calculated using a blend of central and upwind 

schemes and bounded upwind-biased schemes while the diffusive terms are computed using Green–Gauss 

reconstruction. The SIMPLE–like algorithm is used to solve the Navier–Stokes equations with a face–based 

data structure and the momentum, energy and pressure equations are solved using implicit method. The 

features of the solver have an extensive range to solve complex fluid flows involving turbulence, conjugate 

heat transfer, species transport, multi-phase flows, electrically charged fluid flows, liquid metal magneto 

hydro-dynamic flows, radiation in participating medium. The comparison of all test cases with literature is 

found to be very good. The code with GUI and CGNS format built in has been developed in C++ object 

oriented language. 

The basic solver available with us has the following features. 

1. Solves incompressible steady/unsteady flows in two and three dimensions. 

2. Laminar and turbulent flows can be simulated. Reynolds-averaged Navier-Stokes equations (RANS) 

for turbulent flows with different two-equation models namely, κ-ε, κ-ω, Shear Stress Transport 

(SST) and Lam-Bremhorst models are implemented. 

3. Ability to handle arbitrary polyhedral meshes. The solver can handle four types of elements, namely 

tetrahedrons, pyramids, prisms and hexahedral cells.  

4. I/O (Input-Output) operations employ the nearly standardised CGNS file format. This is used both to 

input grid details into the solver and output the solution from the solver for visualization.  

5. Finite volume method with collocated grid arrangement is used to discretize the governing equations 

with momentum interpolation to avoid pressure-velocity decoupling.  

6. The user can solve for velocities, pressure, temperature and miscellaneous scalars. 

7. Spatially and temporally varying boundary conditions (Dirichlet, Neumann, Robin and Convective 

Outflow) with user defined functions are implemented. 

8. The user can choose one of the different convective discretization schemes: First order upwind 

(FOU), Blended scheme between FOU and CDS and bounded upwind-biased schemes (CUBISTA 

and CUI). 

9. Conjugate heat transfer for solving combined heat transfer and fluid flow problems. 

10. Natural convective flows at small and large temperature differences using a unified low Mach 

number algorithm. 

11. MHD module with robust approach for high Hartmann numbers. 

12. Multiphase flows (Gas-particle, Gas-Gas, Liquid-Liquid) can be simulated for a wide range of 

density ratios. 

13. Radiative heat transfer module with surface-to-surface radiation as well as participating media can be 

simulated. 
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14. Depending on the type of problems, the user can choose any one of the four basic algorithms namely, 

Segregated Fully Implicit Backward Time Central Space Scheme, Coupled Fully Implicit Backward 

Time Central Space Scheme, Segregated Semi-Implicit Backward Time Central Space Scheme and 

Coupled Semi-Implicit Backward Time Space Scheme. 

15. Efficient solution to linear systems arising from discretized momentum and pressure equations. The 

user can switch between Gauss-Seidel approach and Krylov solvers implemented via LiS library for 

this purpose. The latter offers several alternatives and is open source third-party software. 

16. User can couple one or more modules to accomplish genuinely multiphysics simulations of interest 

via UDFs. 

 

Interested readers may refer to the following international journal publications detailing the discussion of 

specific problems and their numerical simulations using the proposed flow solver.   
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ABSTRACT 

One of the most important ingredients in a numerical model of Additive Manufacturing (AM) is a 

heat transfer model. On its own this is challenging enough as conductive, convective and radiative 

heat transfer mechanisms are all important, coupled with liquid/solid phase changes. For metals and 

alloys the process is also inherently multiscale – a perennial problem in materials science. 

Furthermore, heat transfer is only the first step to predict different phenomena of interest including 

metallurgical microstructure, defects and thermal stresses to name. This paper briefly touches on 

several of these areas, all of which merit concerted effort by the modelling community. 

Key Words: Heat Transfer, Powder Bed Fusion, Additive Manufacturing. 

1. INTRODUCTION 

For metals both conventional casting and AM processes involve melting and solidification. They 

share some problems (e.g. porosity, thermal stress, multiscale) but AM brings a new set of problems 

(e.g. vaporization/keyholing, spatter, much smaller scale fluid flow, powder shape/size distribution 

or PSD effects). Furthermore, the technology of AM machines is constantly changing; probably 

more so than casting on top of which specific new alloys for AM will inevitably emerge. 

Commercial AM codes are still under development. As is the case for casting there is always a play 

off between accuracy and industrial usefulness. Heat transfer modelling is a key ingredient in these 

models for prediction of quantities of interest. 

2. KEY PHENOMENA IN BRIEF 

The principal heat transfer effects in AM include conductive (within the melt pool and into the 

surrounding powder) convective (within the melt pool but also protective gas flows over the bed) 

and radiative (laser heating of the powder and radiation effects within the powder [1]). Use of 

incorrect machine settings for laser speed and/or laser power can lead to ‘keyholing’ and 

vaporisation and spatter or alternatively insufficient melting (Figure 1) [2]. PSD effects, granular 

flow of powders (Figure 2), thermal stresses and distortion all conspire together to complicate the 

process further [3-5]. Some representative results are shown below based on Powder Bed Fusion 

(PBF) of metallic powders using Renishaw AM250, AM400 and AM500 machines. 

3. SOME RESULTS 

Modelling at the powder level can provide fine scale predictions of melting and solidification [3, 6]. 

Results from such models can then provide a basis for meso structural modelling (i.e. grains) [7]. 

Experimentation to validate such models can be provided by experiment e.g. a recent crucible 

experiment design [8] where several crucibles are built, varying powder depth and laser 
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speed/power (Figure 3), to construct process maps and investigate melting/defect effects (Figures 4 

and 5).  

  

FIGURE 1. Schematic showing Left) physical phenomena inherent within the laser powder bed 

fusion process and Right) the potential by-products in the PBF process [2]. 

  

 

 

FIGURE 2. Top) Powder layer spread on previously processed surface, Bottom left) laser hatch 

pattern processing strategy, Bottom right) final surface shape after processing [3]. 
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FIGURE 3. Left) CAD drawing of crucibles on base plate used during an experiment, Right) Three 

single track structures placed at the top of the crucibles [8]. 

 

FIGURE 4. Representative results for stainless steel (SS316L) - The three types of tracks formed 

for laser powers and speeds of Left) insufficient melting 200W, 700mms-1, Middle) optimal 

conduction mode 150W, 300 mms-1, Right) keyholing 175W, 200mms-1 [8]. 

 

FIGURE 5. (SS316L) – Typical keyhole porosity observed for stainless steel (SS316L) for laser 

powers and speeds of Left) 200W, 300mms-1, Right) 175W, 100mms-1 [8]. 

 

FIGURE 6. Three Prong Method Component Dimensions, Mesh and Stress Analysis [10]. 
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The likelihood of insufficient melting, optimal (conduction mode) melting and unwanted high 

penetration (keyhole) melting can be determined (Figure 4 left, middle, right respectively). Certain 

defects (e.g. porosity associated with keyholing) can also be identified (Figure 5) along with grain 

structures for meso scale grain model validation. However, powder scale models are less useful 

when dealing with component scale problems such as thermal stress. Simplified macro models are 

more likely to be useful which exploit continuum approximations to the powder bed [e.g. 2, 9]. 

Experimental measurement of thermal stresses arising in PBF is also a work in progress for 

researchers in this field (e.g. Figure 6) [10]. 

Finally, and returning to the very first sentence, the modelling of casting processes has evolved over 

several decades [e.g. 11] and yet still engages many researchers in further development. Modelling 

of AM processes has benefited from this related body of work but is yet to reach the same level of 

commercial applicability. A predictive capability for microstructure/defect evolution, macro scale 

thermal stress phenomena, all packaged into a closed-loop control system for AM machines to 

ensure process optimization and reproducibility, is the ultimate goal [12]. 

4. CONCLUSIONS 

There are significant opportunities for the development of new models for additively manufactured 

components. These components exhibit very different structures from conventionally cast materials 

and the side-effects of laser processing are many and varied. Numerical models to link processing 

parameters to material performance are at a fairly early stage of development and are highly 

dependent on sound thermal models. Realization of such models would significantly enhance future 

innovation in this rapidly developing field and as such represent a rich field of study for modellers. 
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ABSTRACT 

 The paper presents a numerical study to evaluate the cooling performance of Loop Heat Pipe 

(LHP) using nanofluid. The 3-D numerical model is developed and solved by Volume of Fluid 

(VOF) model by using commercial software ANSYS FLUENT 16.1. The computation simulation is 

performed at constant heat flux applied to the evaporator section. The main aim of the study is to 

predict thermal behaviour of waterOAl /
32

nanofluid in Loop Heat Pipe used as a coolant.  

Key Words: Cooling performance, Loop Heat Pipe, Nanofluids  

 

1. INTRODUCTION 

The heat load of modern electronic devices has increased in recent years, as it becomes small and 

denser. This induces thermal stresses in such devices, leading to failure in the components and thus 

require thermal management to improve reliability and prevent premature failure. Loop heat pipes 

(LHPs), which have exceptionally efficient heat-transfer features, are regarded as one of the 

promising solutions to this problem [1]. The loop heat pipe comprises a evaporator and a condenser, 

as in conventional heat pipes, but differ in having separate vapour and liquid lines. As the modern 

electronic devices are very compact now-a-days, and to dissipate heat from such devices we require 

a micro dimension heat pipe cooling system. Therefore, in our study we use micro loop heat pipe as 

a cooling system for such smaller, denser and compact devices. The objective of this work is to 

study the micro loop heat pipe using ANSYS 16.1. A model is produce for analysis of effect of 

aluminium oxide nanofluid on micro loop heat pipe regarding temperature and heat flux.  

 

2. MATHEMATICAL MODELLING 

The computational domain, which is used to simulate the Loop Heat Pipe is shown in Fig. 1.  
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FIGURE 1. Schematic of computational domain 

 

 

 
Specification                     Dimension (mm) 

Evaporator  60 

Liquid Line   110 

Vapour Line  110 

Condenser  60 

Diameter of LHP  2 

TABLE 1. Specification of Loop Heat Pipe  

 

3. RESULTS AND DISCUSSIONS 

The model is analysed by providing heat flux of 20 W at evaporator section. The motion of all 
phases is modelled by solving a single set of transport equations with appropriate jump 
boundary conditions at the Interface. The VOF model can model two or more immiscible 
fluids by solving a single set of momentum equations and tracking the volume fraction of 
each of the fluids throughout the domain. 
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                                                       FIGURE 2: A small section of geometry mesh 

 

A mesh is generated as shown in figure above, which is a very fine mesh , helps to analyse our 

cooling performance characterstics of our model. This is a pre-processing task among three 

modeling process in CFD software. 

After meshing sets up the equations and solves them to compute the flow field. This is the second 

modeling process which is called as solver, in which we defines the material properties, prescribed  

boundary conditions such as gives 50000 W/m2 heat flux at evaporator section and ambient 

temperature of 300 K at condenser section. Also initialize the operating conditions and to calculate 

our problem, number of time steps provide and iterate the solution at this time steps. 

The post-processor is the last part of CFD software, which helps to analyse the results and 

get useful data. Some of the result that we get as shown below. 

For water as working fluid,the below figure 3(a) shows the temperature contour at 50000 w/m2 

heat flux: 

              

                                                           Figure 3(a) 
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For nanofluid as working fluid,the below figure 3(b) shows the temperature contour at 50000 

w/m2 heat flux: 

                          

                                                              Figure 3(b) 

 

4. CONCLUSIONS 

From above results we conclude that temperature varies as we use different working 

fluids which effect the cooling performance of electronic devices.also nanofluid as 

working fluid gives best result for cooling performance as compare to water as working 

fluid. 
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ABSTRACT 

The automotive industry is gradually shifting towards electric and hybrid vehicles which calls 

for the need of research in Battery Thermal Management System(BTMS). The two main 

variants of batteries that are of prime importance are Li-ion and Lead-Acid. Former have a 

higher energy density, which makes them more suitable for portable applications. Furthermore, 

they offer a 40-50% weight reduction and 20-30% volume reduction. The major obstacle in 

their usage is large heat generation during operation. Hence, there is a need for an efficacious 

thermal management system. Present work targets on making the BTMS using air cooling more 

effective by optimizing the channel shape from which the coolant flows. The numerical 

simulations were performed using the commercial code Fluent®. The efficacy of different 

optimized channel shape was studied at different values of Reynolds Number (Re) based on 

channel inlet length. There was a reduction in maximum temperature of the battery by 1 °C 

when Reynolds number was increased from 169 to 338 The optimized channel shapes further 

brought down the maximum temperature by up to 3°C throughout the length of channel thereby 

bringing the battery in its favorable working condition. 

Key Words: Heat Transfer, PCM, Finite Volume 

1. INTRODUCTION 

The concern about global warming and its impact is rising. The burning of fossil fuels is 

responsible for global warming, which results in the emission of CO, NOx, SOx, CO2, and HC. 

We rely on coal, oil, and gas for over 80% of our current energy needs [1]. The tremendous risk 

of climate change associated with the use of fossil fuels makes supplying this energy 

increasingly difficult. These global energy crises drive the adoption of electric vehicle in 

market. Electric vehicles provide a sustainable solution to avoid the issue of global warming. 

But electric vehicle energy storage is quite immature due to poor performance and long energy 

conversion time. Growing demand for advance energy storage (AES) and power management 

system drives the Li-ion battery market today. The popularity of Li-ion battery has increased 

due to the fact that they possess higher volumetric and gravimetric energy density. Li-ion 

batteries have many advantages for electric vehicles but it is very sensitive to temperature. 

Much research has been done so for forced cooling using different Reynolds number. Xun et 
al.[2] did numerical modeling regarding cooling capability of cylindrical cell. Increasing 

Reynolds number lead to decrease of temperature on surface but at very high Reynolds number, 

a non-uniform temperature distribution was found. K.Yu et al.[3] designed two directional air 

flow system for enhancing air cooling efficiency in the middle cell. X.M. et al [4] studied heat 

dissipation performance by forced air. Fan et al. [5] used prismatic cell to study cooling 

capability using different channel size to optimize its width and they found that optimize 

channel size was 3mm. The present work uses the same optimized channel size with the use of 

various obstructions in the channel for the enhancement of the heat transfer. Various post-

processing analysis will be done to evaluate the possible mechanism behind the enhancement 

of heat transfer rate which shall be covered in the final paper. 
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2. VALIDATION AND PROBLEM FORMULATION 

To validate the numerical scheme used in the current solver, the three -dimensional domain 

similar to that used by Fan et al. was simulated under similar boundary conditions. The 

simulation results clearly showed that the present schemes yielded the solution in close 

approximation with that of Ref. 5. The same numerical methodology was later used to perform 

the simulations. 

In present study, we have used the rectangular domain whose dimensions are shown in Figure 

1. 

 

 

 

 

 

 

 

 

 

FIGURE 1. Computational domain and boundary conditions 

For the purpose of reducing the temperature of the cell, three different cases (where obstructions 
in the flow passage was introduced) was compared with that of uncontrolled case (Case-1). The 
cases have been shown as under: 

 

 

 

 

 

 

 

 

 

 

FIGURE 2. Various Case Setup for enhancement of Heat Transfer 

3. RESULTS 

Spatial variation in temperature 

Figure 3 depicts the variation of temperature of the cell along its axial location (Battery central aixs) at 

t=1500s for Re=169 and Re=338. 
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                         (a)                                                                             (b)        

FIGURE 3. Variation of temperature along axial length of central at (a) Re=169 and (b) Re=338 

Temporal variation of temperature 

   

(a)                                     (b) 

FIGURE 4. Variation of temperature at the central battery surface with time for (a) Re=169 and (b) 

Re=338  

Figure 4 shows that the comparison of temporal variation of maximum cell temperature at outlet. The 

plots clearly show that the effectiveness of the cases was in order Case 4>Case 3>Case 

2>Case1.Figure 4 clearly shows that the temporal difference of temperature was very nominal (<1.5 

°C) till the end of 400s. This difference increased to about 3 °C at the end of 1500s hinting at the 

efficacy of the control strategies for large period of operation. It can be seen that the steady state for 

the case 1 is achieved by t=1400s, while in case 4 it was already achieved near t=900s. 

 

 

FIGURE 5. Comparison of cell temperature for all cases studied at Re=169 in °C 
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FIGURE 6. Comparison of cell temperature for all cases studied at Re=338 in °C  

The temperature contour clearly shows that the maximum temperature attained near the outlet of the 

cell has reduced substantially with the use of modified passages. The maximum decrease of the peak 

temperature was in the case 4 as can be seen from figure for Re=169 and Re=338 after 1500s. 

4. CONCLUSIONS 

The present work is aimed at introducing cost effective thermal management systems for 

the battery of the electric vehicles. The strategy of increasing of Reynolds Number increase 

was effective but that method caused more of the power of the battery to be used in its 

cooling. The second strategy was to increase in mixing in flow channel where air as a 

coolant would flow which will increase convective heat transfer . The initial method used was 

that of semicircle shaped obstruction. This showed an enhancement of cooling performance. The 

average temperature of the battery was brought down from 35.14 °C to 33.8 °C and the high 

temperature regime of cell no 4 which was at central axial location of the channel shifted towards the 

outlet. 
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ABSTRACT 

Direct Numerical Simulations (DNS) coupled with detailed chemical kinetics are used for a 

comparative study on the autoignition characteristics of a laminar hydrogen-nitrogen (H2-N2) jet 

issued into i) co-flow of heated air ii) wake of heated air. Detailed analysis of the autoignition 

chemistry and the relative roles of certain radical species in the initiation of autoignition process in 

these non-premixed jets is investigated by tracking the evolution of important chain reactions using 

a Lagrangian particle tracking approach. The reaction H2 + O2 ⇄ HO2 + H is recognized to be the 

dominant chain initiation reaction during pre-ignition stage. The autoignition process is found to be 

marginally accelerated for higher jet velocity ratios in both the non-premixed configurations under 

the study.  

Key Words: Direct Numerical Simulations, Auto-ignition, Hydrogen. 

1. INTRODUCTION 

In high-speed combustion systems, where non-premixed flame configurations are adopted, the fuel 

jet mixes with the fast flow of hot oxidizer and auto-ignites forming lifted jet flames or stabilize 

adjacent to the recirculation zones containing combustion products, in the wake of a flame-holder. 

Over the past several years, these non-premixed jet flames have been studied towards understanding 

the inherent mechanisms of auto-ignition and flame stabilization, through experimental and 

computational approaches. However, the role of large-scale flow structures in imparting molecular 

level mixing and influencing auto-ignition process in these flames has not been understood effectively 

and requires further attention. Furthermore, the question of the dominant chain initiation reaction in 

the auto-ignition of non-premixed hydrogen-air mixtures has not been resolved completely. 

 

In the present work, a comparative study examining ignition dynamics has been conducted in two 

non-premixed flame configurations i) central fuel jet issued into a co-flowing heated oxidizer ii) 

central fuel jet injected from the bluff body base into a fully developed wake. Furthermore, to 

investigate the dominant chain initiation reaction/s in both the configurations, the reaction rate 

kinetics prior to auto-ignition are examined, using Lagrangian particle tracking approach. Given the 

importance of mixing triggered by large-scale flow structures, the influence of variation of jet velocity 

on scalar mixing and ignition behaviour is also studied for the jet in wake configuration. 

 

2. COMPUTATIONAL METHODOLOGY 

Two basic configurations were studied in a two-dimensional computational domain, extending to 

30Dj in the streamwise (x) and 10Dj in the spanwise (y) directions with a fuel jet width of Dj = 0.1cm. 

The fuel stream consisting of H2-N2 (30%-70% by volume), was issued from the central jet, with 
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velocity Uj = 60 m/s at temperature of Tj = 310 K into surrounding co-flow and into the wake of 

heated air flowing with velocity Uc = 20 m/s at 1000 K. Figure 1 shows the corresponding schematic 

of the problem configuration for both the cases. At the inlet boundary, ‘hyperbolic tangent’ profiles 

were provided for velocity and reactive scalars (temperature and species mass fractions) to mimic 

bluff body of dimension (D = 2Dj). Direct Numerical Simulations were performed using open source 

DNS solver PENCIL CODE [1]. Navier-Stokes characteristic boundary conditions were used in the 

streamwise direction and the Periodic boundary conditions were assigned in spanwise directions. The 

minimum spatial resolution of 34.7 µm was provided and a solution was advanced at a constant time 

step of 20 ns. The detailed hydrogen-air kinetic mechanism suggested by Li et al. [2] was used for 

combustion related computations and the important elementary reactions are specified in Table 1.  

3. RESULTS 

In Fig. 2, the auto-ignition of hydrogen jet injected into co-flow and into the fully developed wake of 

hot air is indicated by the development of temperature hotspots. The hot oxidizer mixes with the 

central fuel jet along the shear layers, and the auto-ignition reactions initiate outside the shear layer 

at a downstream location. After commencement of ignition, a diffusion flame propagates towards 

fuel-rich regions while moving upstream along the shear layers. In wake environment, a diffusion 

flame stabilizes in the close vicinity of the bluff body within the rolled up vortex regions due to strong 

shear layer interactions. Next, to understand the effects of variation of jet injection velocity on the 

auto-ignition characteristics, simulations were performed for three different jet velocity values, 

namely 20 m/s, 40 m/s and 60 m/s. The co-flowing wake velocity and temperature were maintained 

constant. From the instantaneous temperature contours, as shown in Fig 3, it is indicated that, with 

the increase in jet velocity, the auto-ignition initiates slightly earlier time. 

 

 

 

Reaction  

𝐻 + 𝑂2 ↔ 𝑂 + 𝑂𝐻                 (𝑅1) 

𝑂 +𝐻2 ↔ 𝐻 + 𝑂𝐻 (𝑅2) 

𝑂𝐻 + 𝐻2 ↔ 𝐻 +𝐻2𝑂            (𝑅3) 

𝑂𝐻 + 𝑂𝐻 ↔ 𝑂 +𝐻2𝑂           (𝑅4) 

𝐻2 +𝑀 ↔ 𝐻 +𝐻 +𝑀          (𝑅5) 

𝑂2 +𝑀 ↔ 𝑂 + 𝑂 +𝑀          (𝑅6) 

𝐻 + 𝑂2 +𝑀 ↔ 𝐻𝑂2 +𝑀      (𝑅9) 

𝐻 + 𝐻𝑂2 ↔ 𝐻2 + 𝑂2 (𝑅10) 

𝐻𝑂2 +𝐻 ↔ 𝑂𝐻 + 𝑂𝐻   (𝑅11) 

𝐻𝑂2 + 𝑂 ↔ 𝑂𝐻 + 𝑂2 (𝑅12) 

FIGURE 1. Problem configuration with relative dimensions. (a) Jet in a co-flow (b) Jet in a wake 

 

FIGURE 2. Instantaneous temperature contours for (a) Jet in a co-flow (b) Jet in a wake taken at 

interval t = 0.5 ms, 0.675 ms, 0.75 ms, 1.0 ms (from top to bottom respectively)  

(a) (b) 

TABLE 1. Important elementary 

chemical reactions from Li et al. [2] 
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To examine the behaviour of auto-ignition delay, in Fig. 4a, time series of maximum temperature in 

the domain is plotted for different cases. Results from one-dimensional unsteady unstrained diffusion 

flame simulation and from stoichiometric homogeneous mixture simulation are plotted for reference 

time scales. It is observed that the ignition delay for the jet in the wake is not significantly changed 

compared to jet in a co-flow and one-dimensional diffusion flame configurations. Also, from Fig. 4b 

it is observed that, with an increase in jet velocity, the time instants at which maximum temperature 

starts to rise are also lowered for both the configurations. It suggests that ignition, once initiated, 

progresses faster in higher jet velocities. However, after initiation of auto-ignition, temporal gradients 

of maximum temperature are observed to be increased for jet in wake configuration than jet in co-

flow. It implies that the ignition delay times are primarily governed by chemical kinetics rather than 

large-scale mixing characteristics during initial stages prior auto-ignition. 

 

 

A Lagrangian particle tracking approach was used to investigate the dominant chain reactions and 

their temporal statistics in commencing the auto-ignition process. An algorithm proposed by Yeung 

et al. [3] was used to obtain Lagrangian statistics. In this analysis, 5000 particles were initiated at the 

inlet boundary within y = ± 1.25 Dj at regular interval of 0.1 ms and the minimum crossover 

temperature of 1200 K was selected as the criteria for identifying ignition. In Fig. 5, as a representative 

FIGURE 3. Instantaneous temperature contours for variation of jet velocities (a) U
j 
= 20 m/s, (b) 

U
j
 = 40 m/s and (c) U

j
 = 60 m/s at t = 0.5 ms, 0.675 ms, 0.75 ms, 1.0 ms (from top to bottom)  

FIGURE 4. Time series of maximum temperature for jet in wake and jet in co-flow simulations a) 

with 1-D diffusion flame b) with variation in jet velocities. (JC- Jet in Co-flow and JW- Jet in wake) 

(a) (c) (b) 

(a) (b) 
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result, average statistics of temporal evolutions of the elementary reactions contributing to the 

production/consumption of important radicals is presented only for particles satisfying ignition 

criterion. From the particle tracking results, it can be observed that the reaction −R10 (refer Table 1) 

contributes to the production of H and HO2 radicals during initial induction period prior auto-ignition. 

Although the contribution of −R10 is not significant for the production of both the species, its initial 

contribution in production implies the importance of −R10 in chain initiation. Initially after formation 

through −R10 reaction, H gets consumed with prominent R1 and R9. After initiation, the build-up of 

HO2 occurs due to termination reaction R9. The H radicals required for R9 are mainly supplied from 

the R3 reaction. R3 consumes the earlier generated OH radicals from R1 and R2 during pre-ignition 

stages. In the course of auto-ignition, HO2 gets consumed immediately through chain branching 

reaction R11 and R12, which further generates a pool of OH radicals and boosts the ignition process.  

 

 

4. CONCLUSIONS  

In this work, simulations of one-dimensional diffusion flame, fuel jet in a heated co-flow and fuel jet 

in wake of heated air show that the initial stages of auto-ignition are primarily governed by chemical 

kinetics, and large-scale flow characteristics do not have a very significant influence on the overall 

ignition delay. However, once established, flame propagation and flame stabilization are observed to 

be highly influenced by the oxidizer flow characteristics. Changes in flow field characteristics, 

through variation of jet velocity, impact the auto-ignition delay for the jet in wake cases. Reaction 

rate studies using Lagrangian particle tracking analysis revealed that the reaction −R10 is dominant 

chain initiation reaction responsible for the generation of H radicals during pre-ignition stage. 
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FIGURE 5: Average temporal evolution of contribution of elementary reactions in production 

of important H and HO2 for particle tracking in Jet in a wake case  

Page 46 of 943



 

 

Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

EFFECT OF NON-UNIFORM HEATING ON ENTROPY 

GENERATION FOR THERMALLY DEVELOPING FLOW 

BETWEEN PARALLEL PLATES 

Abhijit Borah, Nabajit Deka, Sukumar Pati 

Department of Mechanical Engineering, National Institute of Technology, Silchar-788010, 

abhijit1d2@gmail.com, njit19@gmail.com, sukumarpati@gmail.com 

 

ABSTRACT 

In this paper, we analyze the effect of non-uniform heating on the entropy generation for thermally 

developing flow between parallel plates. Several cases of non-uniform heat flux on the walls are 

considered with a constraint of same rate of heat transfer to find the optimum case for which 

entropy generation is minimum. Numerical simulations are performed by using finite volume 

method. Results are presented in the form of temperature distribution, local and total entropy 

generation rate. The conclusion of this study will make it possible to compare and evaluate merit of 

non-uniform heating as compared to uniform heating in terms of entropy generation. 

Key Words: Entropy minimization, Peak temperature, Heat Transfer. 

1. INTRODUCTION 

Fundamental insight on minimisation of entropy generation and peak temperature is imperative due 

to its impact on heat transfer and design of thermal components and systems. The optimisation of 

thermal systems has been restricted by irreversibility of heat and fluid flow [1]. Other than 

geometrical factors or the type of fluid, types of thermal boundary conditions also affect the entropy 

generation. The works pertaining to the study of the effects of thermal boundary conditions on the 

entropy generation are small in number. Oztop [2] suggested that for laminar flow that the wall heat 

flux and cross sectional area have substantial effect on entropy generation. Effect of various cross 

sections of duct on entropy generation is available in the literature [3]. The effect of various wall 

heat flux boundary condition on entropy generation for a pipe are reported in [4]. Various 

techniques such as addition of heat source, separating heat source by calculated amount are used to 

control the peak temperature [5]. Hajmohammadi et al. [6] reported that studied the heat transfer by 

covering the source of heat generation with a plate of finite thickness. 

Study on effect of non-uniform wall heat flux on entropy generation in parallel plate channel is still 

not found in the literature. The objective of this work is to analyze the entropy generation and 

maximum temperature due to imposition of different thermal boundary conditions. The thermal 

boundary conditions for the minimum temperature and entropy generation are identified.  

2. THEORITICAL FORMULATION 

In this paper, laminar, steady and incompressible flow of a Newtonian fluid of high Prandtl number 

in a parallel plate channel of length 1 m and height 0.025 m is looked upon. Different wall heat flux 

boundary conditions are applied and analysed for achieving optimum condition which lead to 

minimization of peak temperature and entropy. The basic configuration i.e. case 1 considered here 

is uniform heat flux distribution of 5000 W/m
2
 at both the plates. The rest of the configurations 

include linearly increasing (case 2) and linearly decreasing (case 3) top wall heat flux keeping the 

total heat rate constant. The schematic of the three cases are shown in figure 1. 
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(a)         (b)              (c) 

FIGURE 1. Heat flux distribution on the physical model for (a) case 1, (b) case 2 and (c) case 3. 

The governing equations in two dimensional Cartesian co-ordinate system are as follows: 

Continuity equation 
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Momentum equation 
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To solve these governing equations, uniform axial inlet velocity, mu  and constant inlet temperature, aT  

is chosen. Moreover, heat flux at the walls is taken according to case 1, 2, 3. The total heat rate at the 

walls is kept constant for all the cases. 

The rate of local entropy equation can be found from the following equation 

2 2 22 2

2
2

gen

k T T u v u v
S

T x y T x y y x

     
      

     

             
            

             

    (4) 

3. RESULTS 

Temperature profiles for five transverse cross sections along the length of the parallel plate channel 

are shown in Figure 2. For uniform and increasing heat flux boundary condition, maximum 

temperature is obtained at the channel cross section of x=0.9 m and that for decreasing heat flux is 

at 0.3m because of high heat flux at respective positions. Another observation from the results is 

that, among the three cases, the maximum wall temperature is obtained for increasing heat flux 

condition whereas maximum heat penetration is obtained for decreasing heat flux condition. 

Figure 3 which depicts radial entropy generation profiles shows that for decreasing (figure 4(c)) and 

increasing (figure 4(b)) heat flux condition, maximum entropy generation occurs near the entrance 

and exit of the channel respectively. This is because of high heat transfer at the beginning for case 3 

and at the end for case 2. It is noteworthy that the major portion of entropy generation in flow field 

is owing to heat transfer. In case 1, entropy generation trend is similar for all the longitudinal 
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sections. For all sections entropy generation is minimum till the mid of half height and thereafter 

increases gradually. This is because of low heat penetration to the centre of the channel. 

  (a)      (b)          (c) 

FIGURE 2. Temperature profiles for (a) case 1, (b) case 2 and (c) case 3. 

 (a)    (b)          (c) 

FIGURE 3.Entropy generation profile for (a) case 1, (b) case 2 and (c) case 3. 

 (a)        (b) 

FIGURE 4. (a) Total entropy generation and (b) wall temperature for case 1, case 2 and case 3 

The total entropy generation is displayed in figure 4(a) which depicts lowest entropy for case 2. 

Increasing heat flux results in uniform temperature at the wall which prevents steep increase in 

entropy. Case 3 on the other hand facilitates steep increase in entropy due to high heat flux initially. 

In figure 4(b), wall temperature profile for the three cases shows lowest peak temperature for case 

3. Since decreasing heat flux condition shows maximum heat penetration (figure 2), so lower peak 

temperature is observed. 

Figure 5 shows the longitudinal entropy generation profile which shows sharp increase in entropy at 

the entrance followed by gradual decrease for case 1 and 3. This is because of the high heat transfer 

due to large temperature gradient. Same heat transfer argument attests the gradual increase of 

Page 49 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

entropy in case 2. At y/H=0.8 and -0.8, owing to the respective wall temperature profile, we see an 

increasing-decreasing entropy profile for case 3 and only increasing entropy profile for case 2. 

  (a)       (b)         (c) 

FIGURE 5.Longitudinal entropy generation profile for (a) case 1, (b) case 2 and (c) case 3 

4. CONCLUSIONS 

This paper examines the effect of non-uniform wall heat flux and asymmetric heating in a parallel 

plate channel. Two non-uniform heat flux boundary condition is compared with uniform wall heat 

flux condition. All three cases employ same amount of total heat at the walls. Results indicate the 

existence of a condition which furnishes minimum entropy and minimum peak temperature. In the 

mentioned physical domain, increasing wall heat flux displays minimum entropy generation for 

certain optimum set of parameters.  From hotspot minimization standpoint, this study signalize that 

decreasing heat flux boundary condition correspond to lower peak temperature.  
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ABSTRACT 

During Plasmonic photo-thermal therapy the intravenous nanoparticles injection is one of the prominent 

topographies for complete tumor necrosis. In this therapy the large blood vessels (LBV) performs as a 

heat sink and therefore takes a vital role. Targeting photo-thermal demolition of targeted tumor, in clinical 

interference a lot of the safety measures propose the laser irradiation as an alternate method and inclusion 

of gold nanoparticles to decrease the cooling effect of LBVs. A simulation technique based upon finite 

element method is applied to calculate the evolution of temperature by solving the equation of bio-heat 

transmission of Pennes. To replicate the laser heating a Beer-Lambert law based volumetric heat 

production is applied. In this article a comparative analysis was executed to examine the thermal tissue-

tumor history implanted with LBVs for nanoparticles of gold nanosphere and silica-gold nanoshell 

together with Single vessel transiting tumor (SVTT) and Countercurrent vessel transiting tumor (CVTT) 

configuration, in order to find out the efficacy of intravenous inoculation of nanoparticles. A surface 

temperature contour at tumor core is attained for various vascular and bare tissue-tumor replicas along 

with various types of nanoparticle injections. The computational results propose that the flow of blood 

through LBVs at the adjacent of the photo-thermally excited tissue can result an ineffective target heating. 

Also gold nanosphere type of nanoparticles dominates over silica-gold nanoshells in terms of efficacy in 

complete tumor protein denaturation. 

Key Words: Large blood vessels, Tumor necrosis, Nanoparticles, Hyperthermia treatment 

1. INTRODUCTION 

For a number of decades hyperthermia treatment of cancerous cell by laser heating of targeted tumor 

turned out to be a vital field of research. For certain kinds of cancers Laser-induced hyperthermia can lead 

an sovereign technique of treatment, also, it can be applied alongside conventional techniques of cancer 

therapy as camotherapy and radiotherapy (Niemz, 2007 ; Welch and Gemert, 2010). Such procedure’s 

numerical and simulation modelling helps us to know the biological system’s thermo-physical character. 

For an efficient treatment of laser induced hyperthermia the temperature prediction planning plays a 

significant role (Das et al., 2003). 

2. RESULTS 

For computational study, 3 dissimilar domains were built with tissue, tumor dimensions of 100 mm × 50 

mm × 15 mm and 33 mm × 17 mm × 5 mm in X, Y and Z directions respectively as shown in Fig. 1 

(Singh et al., 2014 and Paul et al., 2014). The three geometries were (a) bare tissue-tumor (Fig. 1(a)); (b) 
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SVTT, where blood vessel center lies at a depth of 2.5 mm from tissue top plane (Fig. 1(b)); and (c) 

CVTT, at a same depth with 2.5mm away from mid YZ-plane in either side (Fig. 1(c)). 

 

Fig.1 Illustration of Physical Model (a) Bare tissue with tumor, (b) SVTT, (c) CVTT 

The laser heat generation equation (Welch, 1984) and governing equations for various domains (Paul et 

al., 2014) can be written as 

𝑄𝑙𝑎𝑠𝑒𝑟(𝑟, 𝑧) = 𝛼𝐼0𝑒𝑥𝑝 {−
𝑟2

2𝜎2(0)exp (𝛽𝑧)
} 𝑒𝑥𝑝{−(𝛼 + 𝛽)𝑧}  (1) 

(𝜌𝐶)𝑡
𝜕𝑇𝑡

𝜕𝑡
= 𝛻. (𝑘𝑡𝛻𝑇𝑡) + 𝑄𝑙𝑎𝑠𝑒𝑟𝑡

     (2) 

(𝜌𝐶)𝑏𝑣
𝜕𝑇𝑏𝑣

𝜕𝑡
= 𝛻. (𝑘𝑏𝑣𝛻𝑇𝑏𝑣) + 𝑄𝑙𝑎𝑠𝑒𝑟𝑏𝑣

     (3) 

(𝜌𝐶)𝑏
𝜕𝑇𝑏

𝜕𝑡
+ (𝜌𝐶)𝑏(𝑉. ∇𝑇𝑏) = 𝛻. (𝑘𝑏𝛻𝑇𝑏) + 𝑄𝑙𝑎𝑠𝑒𝑟𝑏

   (4) 

where, 𝐼0 is laser intensity at tissue top surface , 𝜎 is Gaussian distribution of laser beam, 𝛼 and 𝛽 are 

absorption and scattering coefficients respectively. 𝜌, ∁, 𝑘, 𝑉, 𝑇 and t are density, specific heat, thermal 

conductivity, blood velocity, temperature and time respectively. Subscripts t, bv and b represent tissue, 

blood vessel and blood respectively. The present results show a good agreement with the experimental 

and numerical outcomes of (Paul.et al, 2014) as depicted in Fig.2 (a). The Maximum surface temperature, 

beneath the laser spot, variation over time has been considered here for validation purpose. 

(a) (b)  
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Fig.2 (a) Comparison of maximum tissue-tumor surface temperature over time for SVTT 

(power=558mW, spot size=5mm, time=5min) (b) Temperature variation at mid XY plane, z=1.4 mm 

(time=5min, power=558 mW, spot size=5mm, V=0.1m/s) 

To understand the thermal effect of laser heating of tumor infused with nanoparticles, the Pennes bio-heat 

transfer equation was solved for the approximated computational domain (Fig.1). During hyperthermia 

treatment the improvement in laser heating of bio-tissues by intravenous nanoparticle injection to the 

targeted tumor is clearly depicted from present study (as Fig.2 (b)) due to the increase in effective domain 

optical properties. Also the insignificant heating of the targeted cell due to the heat sink effect of LBV is 

explored from the study (as Fig. 2(b)). The following figure shows the distribution of temperature at mid 

XY plane along Y axis at Z =1.4mm. for SVTT. The effective absorption coefficient of tumor with 

uniform distribution of nanoparticles increases by 3177.2 and 2181.2 for gold nanosphere and silica-gold 

nanoshell respectively. The resonance wavelength for nanosphere and nanoshell were considered as 521 

nm and 843 nm respectively. The maximum temperature observed at the tumor core has been increased 

with the inclusion of nanoparticles, reaching around 660C from 510C (Fig.3 (a) to (c)) for bare tissue-

tumor configuration, suggesting the efficacy of complete tumor necrosis. Also the insignificant heating of 

targeted tumor due to heat sink effect of LBV is depicted clearly from Fig.3 (d) to (i) as the maximum 

tumor core temperature reaching to 510C for SVTT and 480C for CVTT, in spite of nanoparticle 

inclusion. The temperature isotherms analysis justifies the fact that nanoparticles type of gold nanosphere 

dominates over silica-gold nanoshells regarding complete tumor necrosis (Fig.3) for a certain volumetric 

concentration (η). 
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Fig.3 Temperature isotherms in 0C at XY-plane (Power=558 mW, η=4.31×10-5,time=300s) at tumor core 

for (a),(b),(c) bare tumor and tissue; (d),(e),(f) SVTT; (g),(h),(i) CVTT; (a),(d),(g) without nanoparticles 

(b),(e),(h) Gold nanosphere; (c),(f),(i) Silica-gold nanoshell 

3. CONCLUSIONS 

A numerical analysis was executed to inspect the efficacy of laser initiated hyperthermia of a vascular 

tisssue-tumor infusing gold nanoparticles. A continuous wave type of laser having wavelength of 521 nm 

and 843 nm was irradiated at the top surface of a 3-D tissue-tumor domain considered. Consequences of 

usage of different types of nanoparticles having a particular resonance wavelength and different LBV 

configuration on distribution of temperature contour were examined. The attained results were 

authenticated with the formerly executed (Paul et al., 2014) simulation and experimental results on 

replicated tissue-tumor phantom containing LBVs. Study reveals that gold nanosphere dominates over 

silica-gold nanoshells in terms of efficacy in complete tumor necrosis, as the effective tumor optical 

properties are comparatively higher in case of gold nanospheres. Result also justifies the fact of 

insignificant targeted tumor heating due to heat sink effect of LBVs. During hyperthermia treatment the 

above presented computational analysis plays a key role to understand the mechanism of nanoparticle 

infused tumor necrosis embedding large blood vessels.  

Acknowledgements: Authors would like to acknowledge SERB (DST) sponsored project for supporting 
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ABSTRACT 

In this paper the performance of a three-fluid cross-flow heat exchanger, considering the effects of 

longitudinal wall heat conduction and ambient heat-in-leak is analysed. The governing equations are 

derived by applying principles of energy conservation and solved for temperature distribution using 

finite element method. Validation of the present scheme is carried out by comparing its results with 

results obtained from literature. The objective is identified as cooling of the hot fluid and hence the 

hot fluid effectiveness is defined to analyse the performance. Several non-dimensional parameters are 

defined such as heat capacity ratios (C12, C32), heat conductance ratios (R1, R2, Ht, Hb) and heat 

conduction parameters (λx and λy) and parametric studies are carried out. 

Key Words: Heat Transfer, Finite Elements, Cross Flow Heat Exchangers. 

1. INTRODUCTION 

The performance of multi-fluid heat exchangers is strongly affected by various factors such as inlet 

flow maldistribution, longitudinal wall heat conduction, heat-in-leak from surroundings and so on. 

Thermal interaction of a heat exchanger with the surrounding is an unavoidable circumstance. The 

thermal performance analysis of a multi-fluid cross-flow heat exchanger without considering ambient 

effect leads to significant error [5]. Yuan [2-3] has investigated the effect of longitudinal wall 

conduction on the performance of a three-fluid cross-flow heat exchanger while Jyothiprakash [4] 

has examined the effect of heat-in-leak for the same arrangement. However, the combined effect of 

heat-in-leak and longitudinal wall conduction on a three-fluid cross-flow heat exchanger’s 

performance has not been examined yet. In this paper the deviation of the heat exchanger performance 

due to this combined effect is investigated. Principle of energy conservation is used to derive 

governing equations and solved using finite element method.  

 

FIGURE 1. Three-Fluid Cross-Flow Heat Exchanger Element 
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2. MATHEMATICAL MODELLING 

Figure 1 shows the schematic representation of the arrangement used in this analysis wherein fluids 

1 and 3 are in parallel flow while fluid 2 flows between them in cross-flow orientation. Fluid 2 

interacts with the two walls separating it from the two cold fluids whereas the two cold fluids interacts 

with the ambient as well as with the walls separating them from the hot fluid. The ambient temperature 

θa is considered higher than the two cold fluid temperatures for a cryogenic heat exchanger. In this 

analysis, it is assumed that ambient heat-in-leak with constant temperature to the heat exchanger is 

considered from top and bottom surfaces only, while wall heat conduction is considered only in the 

two walls (w1 and w2) separating the three fluids. Applying principle of energy conversation, the 

dimensionless governing equations can be written as-  

 

Fluid 1:  
∂θ1

∂η
-NTU �1+R1� �θw1-θ1�-Ht NTU (1+R1) (θa-θ1)= 0 

Wall 1:  C12 NTU �1+
1

R1
�  [�θ2-θw1�+R1 �θ2-θw1�]+ λx

d
2
θw1

dξ
2 + λy

d
2
θw1

dη2
= 0 

Fluid 2:  
∂θ2

∂ξ
-C12 NTU �1+

1

R1
�  [�θw1-θ2�+�θw2-θ2�]= 0 

Wall 2:  C12 NTU �1+
1

R1
�  [�θ2-θw2�+R3 �θ2-θw2�]+ λx

d
2
θw2

dξ
2 + λy

d
2
θw2

dη2
= 0 

Fluid 3:  
∂θ3

∂η
-

C12

C32
 NTU R3  �1+

1

R1
� �θw2-θ3�-Hb NTU C12

C32
 (1+R1) (θa-θ3)= 0 

θ=
T-T1,in

T2,in-T1,in ; ξ=
x

Lx ; η=
y

Ly ; C12=
(m� cp)

1

(m� cp)
2

; C32=
(m� cp)

3

(m� cp)
2

; R1=
(hA)

1

(hA)
2

; R3=
(hA)

3

(hA)
2

 

λx=
kx(Lyδ)

(m� cp)
2
Lx ; λy=

ky(Lxδ)

(m� cp)
2
L ; Ht=

(UA)
1,t

(hA)
1

; Hb=
(UA)

3,b

(hA)
1

; NTU= �(m� cp)
1

� 1

(hA)
1

+
1

(hA)
2

��
-1

 

To apply the finite element method, the heat exchanger is discretized into a number of elements. A 

linear variation is assumed for the three fluids while a four noded quadrilateral is assumed for the two 

walls. The temperatures of the fluids θf  and the walls θw at any point are given by: 

θf1 = (1-η) θ1+ η θ2;  θw1 = (1-ξ)(1-η) θ3+ ξ(1-η) θ4 + ξη θ5+ (1-ξ)η θ6;  θf2 = (1-ξ) θ7+ ξ θ8;  

θw2 = (1-ξ)(1-η) θ9+ ξ(1-η)θ10 + ξη θ11+(1-ξ)η θ12;  θf3 = (1-η) θ13+ η θ14   

The finite element analysis is done using Galerkin’s mehod where the weighted function is taken as 

the shape functions. After applying Galerkin’s method, the discretized governing equations is 

converted into matrix form for each element, which is then assembled to form the global matrices, 

and the boundary conditions are applied as: θ1 in = 0, θ2 in = 1 and θ3 in = any intermediate value. The 

global matrices is solved to determine the temperature distribution along the heat exchanger. 

3. RESULTS 

The validation of the present method, shown in Figure 2, is initially done for no heat-in-leak and no 

wall conduction conditions by comparing the results of the present numerical scheme with that of the 

analytical solution [1]. Further validation is done by testing the present scheme for the effects of heat-
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in-leak (Figure 3) and longitudinal wall conduction (Table 1) separately and comparing them with 

numerical results obtained from literature [2-4]. It is seen that the errors are within permissible limits.

 

FIGURE 2. Fluid Outlet Temperatures 

comparison between analytical [1] and present 

methods with C1,2= C3,2=R1=R3=1, Ht= Hb =0, 

λx=λy=0. 

 

FIGURE 3. Comparison of outlet fluid 

temperatures for effect of heat-in-leak alone [4] 

with C1,2=C3,2=1, R1=R3=1, θ3in=0.5, θa=1, 

λx=λy=0, Ht= Hb =0.1

NTU Yuan’s [2-3] Results Present Scheme Results Deviation (%) 

 τ1(%) τ2(%) τ3(%) τ1(%) τ2(%) τ3(%) Fluid 1 Fluid 2 Fluid 3 

1 0.6931 0.8939 1.3586 0.7276 0.9086 1.3768 4.74 1.62 1.32 

2 1.1797 1.5583 2.6313 1.2022 1.5958 2.6859 1.87 2.35 2.03 

5 1.9336 2.7598 4.8426 1.9537 2.7696 4.8779 1.03 0.35 0.72 

TABLE 1. Comparison of Deterioration factor (τi) defined by Yuan [2] for effect of longitudinal wall 

conduction alone with C1,2=C3,2=0.5, R1=R3=1, θ3in=0.5, θa=1, Ht= Hb =0, λx=λy=0, 0.0125 

The results obtained considering combined effect of heat-in-leak and wall heat conduction are shown 

in figures 4-5 keeping the governing parameters constant with values C1,2=C3,2=0.5 and R1= R3= 1, 

θ3in=0.5, and θa=1. In this paper, the objective identified is cooling of the hot fluid, and hence the 

hot-fluid effectiveness and degradation factor is defined as follows:  

ϵ2=1-θ2,out ;     τ�%�= 
ϵ2,without conduction and heat leak - ϵ2,with conduction and heat leak 

ϵ2,without conduction and heat leak 

*100  

4. CONCLUSIONS 

It is seen from figures 4-5 that with increase in ambient heat in leak parameter (Ht and Hb), the 

effectiveness of the heat exchanger decreases considerably (32.67% at NTU=5), while the effect of 

wall conduction parameter (λx and λy) on the heat exchanger performance is comparatively much 

lesser (2.8% at NTU=5). At higher values of Ht and Hb, there is minimal effect of varying λx and λy. 

Thus, the combined effect of heat-in-leak and longitudinal wall heat conduction (34.27% at NTU=5) 

is significant and cannot be ignored. 
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FIGURE 4. Combined effect of heat-in-leak and wall conduction on plot of (a) θout vs NTU and      

(b) τ vs NTU with C12=C32=0.5, R1=R3=1, θ3in=0.5, θa=1, Ht= Hb =0,0.1 and  λx=λy=0,0.025 

 

FIGURE 5. Effect of varying Ht, Hb, λx and λy on ϵ2 with C12=C32=0.5, R1=R3=1, θ3in=0.5, θa=1  
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ABSTRACT 

A three-dimensional model is developed to study heat transfer in the multi-layer Laser Metal 

Deposion (LMD) process. The deposition of coaxially fed SS316 powder is modelled by a moving 

computational mesh based on an arbitrary Lagrangian-Eulerian (ALE) formulation. The ALE 

method enables the motion of the boundary of the computational domain with time by solving 

partial differential equations for the mesh displacements. The transient energy conservation is 

solved to simulate the phase change and the associated thermal transport during the single layer and 

the multi-layer laser metal deposition. Temeprature distrbution and melt pool characteristics, such 

as melt pool shape and size are described. 

Key Words: Laser Metal Deposition, Arbitrary Lagrangian-Eulerian (ALE), Thermal transport. 

1. INTRODUCTION 

Laser Metal Deposition (LMD) process is an additive manufacturing process that uses a high power 

laser to melt the metal powder supplied coaxially to the focus of the laser beam through a 

deposition head. The intense heat generated by the laser beam causes powder particles to melt and 

to form a melt pool which upon cooling solidifies into a bulk layer of material. This mechanism 

operates over a predefined path and is repeated for each subsequent layer until the desired product is 

obtained. LMD process involves interaction of powder material with a high energy beam leading to 

various physical phenomena such as melting, vaporization, solidification and surface tension driven 

free surface flow in the melt pool. It is very challenging to study the process experimentally as it 

involves high energy beam interaction along with high melting and solidification rates. Therefore, 

alternative strategies, such as computational modelling and simulations are an emerging area to 

understand deeper insights of the process, effect of the process parameters, and to obtain optimized 

process conditions. Several computational works ([1], [2]) have been reported in the past to 

investigate the laser metal deposition process but most of them are limited to single layer deposition 

process. In this work, an arbitrary Lagrangian-Eulerian method based simulation coupled with the 

heat transfer physics is developed to investigate the multi-layer coaxially fed deposition of SS316 

powder. Results for the melt pool characteristics, such as melt pool geometry and its thermal 

behavior are presented by taking into account the effect of idle time, mass flow rate, powder 

catchment efficiency and powder spread radius. 

2. MODEL DESCRIPTION 

Figure 1 shows the schematics of the coaxial laser metal deposition process and the 

computational domain considered for the finite element simulation. As shown in Fig. 1b, the laser 

beam traverses from point a to point b during first layer deposition. After depositing the first layer, 

the beam is off for a period equal to the ideal time. Then, another layer is deposited on the top of the 

first layer starting from point a to point b. 
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FIGURE 1. Schematic of (a) coaxial LMD process, (b) computational domain, (c) layer deposition  

A constant idle time of 0.03 s is considered in the simulation. Dimensions of the 

computational domain, as given in Table I, are large enough to be considered as infinite. The 

traversing lengths are kept such that a quasi-steady state in the melt pool shape and size is reached 

for every case. Parameters considered in the simulations are listed in Table 1 [3]. The hexahedron 

type mesh structure is used for meshing of the computational domain. The  material properties of 

SS316 are taken from [4].  

 

 

 

 

 

 

TABLE 1. Parameters for simulation 

The governing energy conservation equation in the computaional domain is given by 
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During phase change, the values of  ρ, Cp and  k were determined by the following equations 
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Parameter Value 

Laser spot size (mm) 0.45 

Mass flow rate (g min-1) 6.2 

Laser power (W) 210 

Scanning speed (mm s-1) 12.7 

Absorptivity 0.4 

Idle time (s) 0.03 

Domain Size (mm) 10 × 3.1 × 8 
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where β, 
solidusT  and 

liquidusT  represent the liquid fraction, solidus and liquidus temperature, 

respectively. In Eq. (3), L represents the latent heat of fusion and 
m  is the mass fraction given as 

                                                 
( )

( ) liquidsolid

solidliquid

m
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−−
=

1

1

2

1                                                       (6) 

The heat energy from the laser beam can be approximated by a Gaussian distribution and the heat 

flux (W m-2) on the powder bed is given by the following expression 

                                                          ( ) )/)2((

2

2222
RyVtxe

R
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                                                       (7)           

where q is the input heat flux,  A is the absorptivity, P  is the power of laser beam and  R  is the 

radial distance in which energy density equals to e-2 times that at the centre of the laser spot. The 

energy balance at the top surface leads to the following boundary equation  

                     )()(
44

 −−−−=



TTTThq

n

T
k c                    (8)             

Assuming the distribution of falling powder from the coaxially fed nozzle to be of Gaussian profile, 

the deposition of metal powder is realized by a moving computational mesh based on an arbitrary 

Lagrangian-Eulerian (ALE) formulation. To incorporate this strategy, the deformed geometry 

physics in COMSOL MultiphysicsTM software has been used. This enables the motion of the 

boundary of the computational domain with time. This was implemented by solving PDEs for the 

mesh displacements. The top interface on which the laser beam was focused moves upward with 

time by a normal velocity Vp [5] given as 
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→

= ze
r

m
V pryVtx
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                   (9) 

where mf  is the mass flow rate, ρp  is the density of metal powder, rp is powder stream radius and ηm 

is powder catchment efficiency. 

3. RESULTS 

In simulations, a laser power of 210 W with scanning speed of 12.7 mm s-1 was applied to the 

top surface of the substrate. Figure 2a shows the temperature distribution in the entire domain after 

the first layer deposition. In the figure, the substrate, the deposited layer and the melt pool can be 

clearly seen. After depositing the first layer, the beam is off for a period equal to the ideal time. The 

temperature field obtained after the first layer deposition is taken as an initial temperature condition 

for the second layer deposition. Figure 2b shows the temperature distribution during the second 

layer deposition. From Table 2, it can be clearly seen that the values of maximum temperature in 

the melt pool, the melt pool width and the melt pool depth during the first layer are significantly 

lower as compared to the aforementioned values for the second layer. This is due to the already 

increased temperature of the domain because of the preheating during the first layer deposition. The 

increased temperature for upper layers during the laser metal deposition leads to complex residual 

stresses. These stresses are undesirable and have a detrimental effects on material properties. On the 

contrary, the increased temperature leads to remelting in the previously solidified layer. This 

remelting will lead to good metallurgical bonding between the layers. Therefore, a balance needs to 

be maintained by optimizing idle time (for heat dissipation) and reducing power for subsequent 

upper layers.  
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                                          (a)                                                                         (b) 

FIGURE 2. Temperature map during the deposition process for idle time = 0.03 s, (a) First layer 

deposition, (b) Second layer deposition 

TABLE 2. Predicted melt pool characteristics 

4. CONCLUSIONS 

In this study, a process scale macroscopic model has been developed for simulating multi-layer 

laser metal deposition process by coupling transient energy conservation equation with ALE 

formulation for powder deposition. It was found that the values for maximum temperature, the melt 

pool width and the melt pool depth for lower layer are less as compared to the subsequent upper 

layer. This temperature difference influences melting between the successive layers and the 

generation of residual stresses. As the inter-layer melting governs the metallurgical bonding of the 

layers, and the residual stresses have a detrimental effects on material properties, further 

investigation needs to be carried out for finding optimum parameters for the LMD process. 
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 First Layer Second Layer 

Melt pool width (mm) 0.58 0.74 

Melt pool depth (mm) 0.25 0.29 

Maximum Temperature (K) 2460 2830 
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ABSTRACT 

A transient numerical analysis centred on the aspects of charging and discharging characteristics of 
an industrial grade paraffin wax was investigated. The main objective of the analysis was to identify 
an effective macro-encapsulate configuration to be integrated with solar thermal systems (for air/ 
water as the working fluid). Two configurations: a) cylinder, and 2) rectangle macro-encapsulation 
of equal volumes has been selected as the computational domain. Enthalpy-based fixed grid method 
is used to solve the phase change phenomenon. Open source computational tool – OpenFOAM

®
 has 

been used for simulation and post processing of the generated results. The results obtained inferred 
that faster charging and discharging occurs within the cylindrical domain than in comparison with 
rectangular, when subjected to same environmental conditions. The obtained numerical results were 
validated with the gallium experiment performed by Gau and Viskanta [3].  

Key Words: Convection, Encapsulation, Finite volume, Phase change. 

1. INTRODUCTION 

In general, there are two types of phase change process mostly discussed in literatures, namely, 
conduction and convection dominated phase transitions. In the former case, during the mathematical 
formulation of the problem, ignorance of buoyancy effects which results in natural convection of 
the liquid phase greatly reduce the complications involved during the analysis [1]. Voller [2] 
formulated an enthalpy-based method to solve phase change problems. Fixed grid enthalpy method 
was used for the problem formulation. Gau and Viskanta [3] had performed experiments with 
gallium and presented the results. However, the buoyancy effects are known to play a significant 
role in dissipation of energy within the melt front. Therefore, neglecting its effect will divert the 
resulting solution from the actual data. This paper takes into account of buoyant forces during phase 
transitions for both configurations of macro-encapsulate. In this present numerical approach, 
rectangular and cylindrical encapsules have been chosen for studying the phase change 
characteristics of paraffin wax (314K). The volume of melted paraffin wax has been found by 
considering the volume of melt region. Contours of melt fraction for both configurations obtained 
during the analysis are presented. 

2. MAIN BODY 

For carrying out the present numerical work, certain assumptions have been taken into account 
while formulating the mathematical model. The various assumptions are listed out as follows: 

• Phase change material is homogeneous and isotropic 

• Phase change process in the phase change material is assumed to be non-isothermal 

• Thermo-physical properties are different for solid and liquid phases but constant with respect to 
temperature 

• Property degradation and super-cooling are not envisaged in the phase change material 

On this basis, the conservative energy equation employed to tackle the phase transition in paraffin 
wax can be expressed as: 
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                                                                                             (1) 

where h denotes the specific enthalpy of the PCM  and it can be expressed in terms of latent heat as 
mentioned below: 

h = hs + L(T) =                     (2) 

γ = (  – ) / (  - )    for  <  <                    (3)             

However, it must be noted that the energy equation is coupled with the momentum and continuity 
equation as the convection effects arising in the melt region due to the motion of melt front is taken 
into account. Momentum conservation equation for the accounted convection effects in melting 
region can be represented as follows: 

                    (4) 

                                          (5) 

where  is the source term in the y-momentum conservation equation and it can expressed as: 

                                                                                (6) 

The continuity equation in the incompressible media can be expressed in the form: 

                                                          (7) 

    The proposed numerical model was solved by implementing the governing equations as stated 
and by specifying the boundary conditions into an open source computational tool knwon as 

OpenFOAM
®
. A finite volume (FVM) analysis is used for discretization and PIMPLE algorithm is  

  
FIGURE 1 a) Rectangle encapsulate filled with paraffin wax, b) cylinder encapsulate containing 

paraffin wax 

Density 820  

Thermal conductivity 0.21  

Melting point 314K 
Latent heat of fusion 141600  

Specific heat capacity(solid) 1800  

Specific heat capacity(liquid) 2400  

Dynamic viscosity 25.34e-03  

TABLE 1 Thermophysical properties of paraffin wax 
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used to solve the pressure-velocity coupling. Two configurations are used for carrying out the 
present numerical analysis. In the first configuration paraffin wax was filled within a rectangular 
encapsulate (8×4×17.2cm) while in the second configuration it was filled within a cylindrical 
encapsulate (r: 5cm, h: 7cm) as shown in Figures 1(a) and (b). For both configurations, the top face 
is subjected to temperature greater than all other faces (i.e. Thot> Tini).  Throughout the analysis, the 
volume of PCM contained in both the configurations was assumed to be the same. As a result, the 
surface area available for heat transfer is different for both configurations. The thermo-physical 

properties of the paraffin wax used for the present analysis is shown in Table 1.  

3. RESULTS 

       For postprocessing the simulated results ‘Paraview’ package in OpenFOAM
®
 has been used. 

The proposed solver was initially validated with the experimental results of Gau and Viskanta [3] as 
shown in Figure 3. As stated, gallium was used as the phase change material. From the results 
obtained it can be concluded that the proposed solver is fairly suitable to predict the phase change 
characteristics of the encapsulated PCM.  
       In the present analysis, both charging and discharging aspects of two different macro-
encapsulate configurations containing the same amount of PCM is analyzed. Initially for both the 
configurations, the solid PCM (bluish region corresponds to zero volume fraction) was subjected to 
a temperature greater than the corresponding melting point of PCM (i.e. Thot>Tpcm). The results thus 
obtained showed that during the charging process due to natural convection in the melting region, 
melting occurs at a faster rate. It was noted that during the initial two hours, the charging process 
was much faster and later on it gradually slows down due to the dominance of conduction heat 
transfer in the melt region (reddish region). Yet another aspect which slows down the charging 
characteristics is the formation of mushy region in between the melt and the solid region. The 
volume of left over solid PCM in the rectangular configuration after 5 hours of continuous melting 
process was found to be 2.04e-04cm

3
. Similarly, for the same applied boundary conditions in 

cylindrical configuration, the left over solid PCM volume was found to be 2.5e-04cm
3
. A 

comparison of the melted region in both configurations showed that about 22% of solid PCM 
haven’t undergone melting in comparison with the rectangular configuration. Figure 4 depicts the 
melting characteristics of both rectangle and cylinder macro-encapsulates. The percentage increase 
in charging characteristics in rectangular encapsulate is attributed to its surface area. The heated 
surface area is 57% more than the cylindrical encapsulate, thereby, more energy is conducted to the 
solid PCM in case of rectangular encapsulation. Figure 5 describes the contours of discharging of 
PCM contained in the cylindrical encapsulate. It can be observed that, the discharging is relatively 
slower than charging process. This is attributed to the fact that, during solidification convection 
effects are negligible and the only mode of heat transfer is conduction. Moreover, the volumes of 
solidified paraffin wax after 5 hours was found to be 1.57e-04 cm

3
 in case of cylinder and 2.06e-

04cm
3
 in case of rectangle macro-encapsulates, respectively.  

 
FIGURE 3. Validation of the proposed numerical solver with experimental results 
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FIGURE 4. Melting of  solid PCM at various time intervals  for both configurations  

 
FIGURE 5. Solidification characteristics of melted PCM at various time intervals  

4. CONCLUSIONS 

In this paper both charging and discharging characteristics of a macro-encapsulated PCM has been 
analysed using the numerical methods. Convection-dominated phase change analysis is performed 
on two different configurations. The results showed that due to natural convection in the melted 
region, the charging process was found to be much faster than the discharging process. The 
numerical analysis was carried out for 5 hours duration. For the same volume, rectangular 
encapsulation was found to be about 22% more efficient than cylinder during charging. Similarly, 
solidification was found to be effective in rectangle encapsulate due to its increased surface area.  
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ABSTRACT 

Li-ion batteries are widely used today due to various advantages associated with them, however a serious 

problem related to them are finding ways for dissipation of heat generated. To solve this we propose the use 

of longitudinal vortex generators (winglets) to enhance the heat transfer. In this work CFD simulations of 

cooling of a battery pack with and without vortex generators are performed. Longitudinal vortices produced 

behind winglets enhance heat transfer. Various parameters like inlet velocity and positioning of vortex 

generators are varied to study their effect on cooling. Results are shown in terms of heat transfer coefficient 

variations. 

Key Words: Convection; Thermal management; Vortex generator; Longitudinal vortices. 

1. INTRODUCTION 

Lithium-ion batteries are growing popular with regard to their wide spread application in the field of 

electronic goods, aerospace technology and their advantages like lighter weight than other secondary batteries 

makes them commercially very useful. Chen et al. [1] have accounted for the complex effect of contact layer 

on heat transfer as it provides extra thermal resistance and heat capacity to the system and contribution of 

radiation to the overall heat dissipation under natural convection to be about 43-63% suggesting that 

modifying the surface to enhance the emissivity is an efficient and economical way to improve heat 

dissipation. The results showed that the extra heat capacity dominates the temperature under natural 

convection, whereas the extra thermal resistance dominates the temperature under forced convection. Torii et 

al. [2] were able to augmented heat transfer by 30% to 10% in staggered winglet arrangement, and yet the 

pressure loss was reduced by 55% to 34% for the Reynolds number ranging from 350 to 2100. In case of in-

line tube banks, these were found to be 20% to 10% augmentation, and 15% to 8% reduction, respectively. 

Ample research has been done on lithium ion battery analyzing different aspects of heat transfer. Study by 

Inui et al. [3] on 3D thermal battery models with the same capacity and different cross sectional shapes 

reveals the effect of laminated cross section on suppression of the temperature rise in comparison with the 

battery with square cross section to a greater extent but has negligible effect on the suppression of the 

temperature unevenness. Another battery thermal analysis work by Giuliano et al. [4] on lithium titanate cells 

used in electric vehicles employs cooling system to improve battery performance and life. Thermo-chromic 

liquid crystals were implemented to instantaneously measure the entire surface temperature field of the cell. 

The present study focuses on the effect of vortices in presence of winglets to the heat transfer rate from the 

system. They interact with the normal air flow inside the battery, thus generating vortices after flow 

separation. Evaluation of work performance is done with and without the presence of winglets (vortex 

generators) and results can be compared based on increase in outlet temperature, increase in heat transfer 

coefficient inside the battery.  

                                    2. METHODOLOGY 

In the present problem, an attempt has been made to do some modifications for enhancing the cooling rate 

through air flow. Commercially available A123 Hymotion™ L5 PCM pack assembled with the A123-26650 

Li-ion cylindrical cells is used as a reference for geometry of our simplified battery model used for thermal 

analysis. Model contains 44 heat generating cylindrical cells arranged in 11 columns. Figure 1 shows the 

dimensions of battery pack. Figure 2 shows the staggered arrangement of the cylindrical cells. In this study 
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the staggered arrangement of cells has been considered as it gives better performance than the inline 

arrangement. Modifications are made in model to enhance the heat transfer rate inserting winglets in the 

base model. We have used delta winglets arranged behind the cylinder as shown in Fig. 3. 

 

Figure 1. Battery model and its dimensions 

 

 

Figure 2. Staggered Arrangement 

 

         

 

Figure 3. Winglets arrangement 

 

                           3. NUMERICAL SOLVER  

The following governing equations are solved for incompressible laminar flows. All simulations in the 

present study have been performed using ANSYS Fluent. The convergence criteria of 10
-5

 were used for 

all variables.  

Continuity equation: 

0 u  

Momentum equation: 

  ijp   uu τ  

 
Winglet
s 

 
Cylinder 

Page 68 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

Energy equation: 

  2

pc T k T  u  

where u represents the velocity vector, p is the pressure, T is the temperature and ijτ  is the deviatoric 

stress tensor. 

3. BOUNDARY CONDITION 

The boundary conditions for the present problem are considered as follows. 

Inlet velocity =  0.4 m/s and 0.8 m/s, inlet temperature = 300 K, cell wall temperature = 318 K, top wall 

temperature = 323 K,  bottom wall temperature = 323 K, side walls heat flux = 0 and outflow boundary 

condition at outlet. 

4. RESULTS 

The numerical simulation has been carried out for the staggered arrangement of cylindrical cells with and 

without winglets. Figure 4(a) shows the winglets placement behind first row all cells and Fig. 4(b) shows the 

winglets placement behind the middle row alternative cells. Another case is also considered as winglets 

placement behind first row alternative cells.    

                  
(a)                                                                                                        (b) 

Figure 4. Top view of staggered arrangement with winglets (a) first row, (b) middle row 

From Fig. 5, it is clear that heat transfer coefficient on bottom plane increases by the use of winglets thereby 

indicating enhancement in cooling. The longitudinal vortices formed due to the placement of winglets 

increase the heat transfer.   

 

 

Figure 5.  Variation of heat transfer coefficient along x on bottom plane 

No winglets 
First row winglets – all cells 
First row winglets – alternate cells 
Middle row winglets – alternate cells 
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Table 1 shows the overall heat transfer coefficient for two different inlet velocities. We observe that the heat 

transfer coefficient increases with the use of winglets which is primarily due to faster heat dissipation by 

generation of more vortices. The arrangement with winglet placement in first row alternate cells gives the 

maximum enhancement in heat transfer.   

Table 1. Comparison of the heat transfer coefficient placed in alternate cells 

  
v=0.4 m/s 

 
v=0.8 m/s 

h 

(W/m2.K) 

% Increase  h 

(W/m2.K) 

% Increase 

No slit 8.69 - 13.42 - 

Winglets in  

first row 

13.85 59.38 20.6 53.5 

Winglets in 

middle row 

11.42 32.44 16.06 19.6 

5. CONCLUSIONS 

 There is significant increase in heat transfer by use of vortex generators in staggered arrangement of 

Li-ion cylindrical cells. 

 The heat transfer coefficient increases with increase in velocity for all cases studied. 

 The winglets placement in first row alternate cells gives the maximum heat transfer coefficient 

among the cases studied here and upto 50% decrease in pressure drop as compared to base case. 
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ABSTRACT 

The thermal energy storage ability of PCM plate thermal energy storage (TES) unit for waste heat 

recovery is investigated numerically. The performance evaluation of TES unit using PCM is studied 

through a 2-D numerical model to evaluate their suitability for practical usage in household 

purpose. The heat transfer fluid (HTF) used in this analysis is water and PCM as paraffin wax.  

Both charging and discharging cycle is included in the model and corresponding results are 

included here. It is found that almost 12% of energy is stored in PCM TES unit during the charging 

cycle from the hot inlet HTF and out of which approximately 44% is recovered and given back to 

cold HTF during discharging cycle. Hence the proposed TES is expected to reduce the power 

consumption of household appliances such as Dish washer, heater based washing machine etc. 

Key Words: PCM, Heat Transfer Fluid, Waste Heat Recovery etc. 

1. INTRODUCTION 

In the present world scenario of technological development, with the increase in ease of living and 

living standard, the demand for source of energy also increased simultaneously. One of the solution 

is to develop energy storage devices, which are as important as developing new sources of energy. 

Storing the energy in suitable forms, which can conveniently be converted later into the required 

form, is a current challenge for technological advancement. Hence, the waste heat recovery systems 

(WHR) have gathered more interest towards the development of new thermal energy storage (TES) 

technology.Around 20–26% of the total energy consumption in a typical home is consequence of 

water heating activities [1-2]. There are different sources of waste water heat in household 

applications, i.e.: bath/shower, sink, washing machine or dish-cloth washing machine. For this 

reason, there is high potential for drain water heat recovery (DWHR) systems in order to save 

energy used to heat domestic water. A DWHR system recovers heat from a waste water volume, 

which can be reused for water preheating, the reuse (obtaining heat again) efficiency depends on 

several factors like type of heat storage i.e. sensible or latent heat storage. The latent heat storage 

system uses the Phase Change Material (PCM) for storing the energy for its later use. The PCM 

provides a greater density of energy storage with a smaller temperature difference between storing 

and releasing heat than the sensible heat storage method. Hence pcm based latent heat storage is 

more suitable for the purpose of DWHR systems. 

2.   PROBLEM DESCRIPTION AND MATHEMATICAL MODEL 

The present problem involves two cycles: the charging and the discharging cycle. During charging 

cycle, waste hot water which is drained out of a domestic appliance gives part of its thermal energy, 

which is absorbed by the PCM plates in the form of latent heat and change its phase from solid to 

liquid. During discharging cycle, the PCM plate releases its thermal energy to preheat the water 

before its use in the appliance and changes its phase again back to solid. This helps in pre-heating 

the cold water and also thereby reducing the energy consumption.The physical schematic and the 

computational domain of the problem are as shown in Fig. 1. 
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Figure 1. 2-D Model with Boundary Conditions during charging cycle. 

HTF (water) flows through the inlet and passes between the PCM plates as shown in Fig. 1. 

The HTF flows due to forced convection with an inlet velocity of 0.25 cm/s. The opening between 

the two plates kept as 8 cm. and hence the mass flow rate is 0.15 kg/s. The length of plates are taken 

as 50 cm. as shown in Fig. 1. Flow of molten pool in the PCM region is due to natural convection 

which is modeled using the Boussinesq approximation. The thermo physical properties used in 

numerical analysis are shown in Table 1. 

Material  (kg/m3) K(W/mK)   
(Ns/m2) 

Tm(K) Lf 

(kJ/kg) 

Cp 

(J/kgK) 


 (1/K) 

Paraffin 853.5 0.21 .007 333-337 189 2230 .003 

The governing equations are discretized using the finite volume method [3]. Fully implicit 

scheme is used for discretizing the transient term. SIMPLER algorithm of Patankar [3] is used to 

obtain the flow field solutions. The Power law scheme is used to discretize the convection-diffusion 

terms. A line-by-line Tri-Diagonal-Matrix-Algorithm (TDMA) is used to solve the resulting 

discrete linear algebraic equations. Multiple sweeping (from all possible directions) algorithm is 

used to bring in the boundary information quickly into the interior of the domain. This helps in 

reducing the number of iterations for convergence. The non-linear source terms are linearized using 

the approach of Patankar [3]. The enthalpy –porosity technique of Brent et.al. [4-5] is used to model 

the phase change of PCM in the PCM plate. The governing transport equations for the proposed 

problem are as given below. 

PCM Region 

Continuity equation: .( ) 0u
t





+ =


 

Momentum equations 
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liquid fraction, C is mushy zone constant and b is a small number to avoid division by zero. 

Energy Equation: 
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uh h S
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+ =   +


; h = cpT    

 The governing equations for water, PCM and solid domain are in general form as shown 

above. The flow field in the solid domain is suppressed by setting  to a large value. The mushy 

source term A and the enthalpy source term Sh are applicable only in the PCM region.  

3. RESULTS 
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Fig. 2. Overall liquid fraction in the PCM region: (a) charging cycle; (b) discharging cycle. 

 
Fig. 3. Temperature distribution in the water and PCM region: (a) charging cycle; (b) discharging 

cycle.  

 

Fig. 4. Liquid fraction (filled contour) distribution at the end of charging and discharging 

cycles. 

(a) (b) 

(a) (b) 

Page 73 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

4. RESULTS DISCUSSION  

The overall liquid fraction in the PCM region is shown in Fig. 2. For an initial transient 

period for approximately 200s, sensible heat is absorbed by the PCM during charging 

cycle and no phase change occurs in PCM with zero liquid fractions. As time progresses 

further, temperature exceeds the melting temperature of PCM and phase change starts, 

thereby increase in the liquid fraction with time. Approximately 19% of PCM melts in 

1800s during charging cycle. A reverse phenomenon was found during discharging cycle 

where liquid fraction gradually decreases with time and at the end of 3600s only 11% of 

liquid PCM left in the PCM region. 

Figure 3 shows various transient temperature variations in which temperature range varies 

from 80C (Inlet hot water temperature) to 25C (initial ambient temperature & cold-

water inlet temperature). In charging cycle (Fig. 3a) the maximum temperature of PCM is 

initially increases continuously (around initial 150sec.) due rise in sensible heat, but after 

some time, it’s slop changes as melting (33oC to 37oC) in the inlet region gets started. 

Then again there is change in slop (above 37oC) because whole PCM near to the inlet 

region got melted and it starts storing the sensible heat.  Similarly, in discharging cycle 

(Fig. 3b) maximum temperature of PCM first decreases (from 62C to 37C) due sensible 

heat loss by PCM near to the inlet region then there is a change in its slop due 

solidification of PCM near to the inlet region of cold water. 

Figure 4 shows the filled contour of molten PCM in the PCM region at the end of 

charging and discharging cycles. During charging cycle, hot water ent ers the unit from 

left side, hence more melting takes place in the left hand side of the unit due to the 

absorption of more amount of available thermal energy from the hot water. As water 

moves downstream (towards right in the figure) its thermal energy co ntent decreases 

which results in less melting of PCM near to the exit region of hot water. A reverse 

phenomenon is observed in the discharge cycle, where cold water enters the unit from the 

right hand side. 

Hence by using PCM unit in DWHR system, 12% of energy given by hot water is get 

stored in the PCM plate unit till 1800s and out of which 44% of total energy which was 

stored in PCM unit, is given back to cold water during the discharging cycle for next 

1800s. This amount of energy is average of 7.29% of the energy required by hot water for 

next working cycle (charging cycle).  
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ABSTRACT 

Thermal control of space based electronic subsystems is a challenging task due to absence of 

convective heat transfer in the space environment. In such situation phase change material (PCM) 

may provide a promising solution wherein heat is absorbed as latent heat of fusion. To improve 

thermal conductivity of PCM and efficient heat transfer from source to PCM, fins can be used as 

thermal conductivity enhancer. This paper numerically investigates the effect of thermal conductivity 

enhancer (fins) on the performance of phase change material based heat sink. The work mainly 

focuses on the temperature control of electronic subsystem mounted over panel along with PCM 

based heat sink. Dimethyl sulfoxide is used as a PCM which is having melting temperature of 18O C 

and filled into the heat sink made up of Aluminium 6061. The phase change phenomena is modelled 

using the effective heat capacity method and pulse heat load conditions are applied at the heat source. 

Heat generation of electronics subsystem under consideration is 10 W for a period of 12 minutes over 

a cycle of 100 minutes. As thermal conductivity of PCM is very low, thermal conductivity enhancers 

have been used in the different volumetric configuration to see the effect on the performance of PCM 

based heat sink. The volumetric fraction of thermal conductivity enhancers (TCE) are varied from 

0% (no fins) to 40% (57 number of fins) of total available volume of PCM cavity. The geometrical 

dimensions of TCEs are kept constant [2 mm X 2 mm X 18 mm] for all volume fractions. The current 

study only focuses on the optimization of volume fraction of thermal conductivity enhancers. 

Key Words: Phase change material, Thermal conductivity enhancer, Heat sink, Latent heat. 

1. INTRODUCTION 

Thermal control in space-based subsystems is distinct from those at ground level due to the absence 

of free convection in space and presence of microgravity condition in space. Certain types of 

electronics subsystems used in spacecraft payload are subjected to cyclical duty cycle and have large 

power pulses for a relatively short active period. Humphries & Griggs [1] proposed use of PCM based 

heat sink for satellite components. Krishnan & Garimella [2] presented numerical investiagrtions of 

phase change energy storage System for Pulsed Power Dissipation. Humphries & George [3] reported 

significent effect of presence of microgravity on thermal performnce of PCM capacitors. Himran et 

al. [4] reported change in thermophysical properties of PCM due to its cyclic operation. 

PCM has a big drawback of its low thermal conductivity for efficient conductive heat transfer. To 

overcome this drawback, several heat transfer enhancement techniques were proposed by the 

researchers e.g. use of fins [5,6], metal matrices [7], PCM containing Nano particles [8] and micro 

encapsulation of PCM [9]. Alawadhi et al. [10] modelled phase change phenomena considering only 

conduction heat transfer for thermal control unit.  

Page 75 of 943

mailto:desaiakshay49@gmail.com
mailto:singhvivek@sac.isro.gov.in
mailto:rnp@nirmauni.ac.in


 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

In this study, the numerical investigation has been carried out to evaluate the effect of volume fraction 

of fins on the performance of PCM based heat sink. Volume fraction is varied from 0% (no fin) to 

47% under the same heat load [10W for 12 minutes over 100 minutes cycle] and boundary conditions 

(base plate temperature fixed at 100C). Dimethyl sulfoxide (melting point 18o C) is used as a PCM. 

The numerical model is validated with the previously reported experimental results. 

2. MATHEMATICAL MODEL 

PCM based heat sink is studied separately and isolated from the electronic device which reduced the 

efforts in computations. Several number of numerical simulations are carried out by varying material 

and height of PCM container to get desired temperature with given heat input. Invar [k=13 W/mK] 

was selected as container material to avoid heat flow through container and to speed up the heat 

transfer from heat source to PCM, aluminium [k=167 W/mK] was selected as cover plate material. 

Schematic of PCM based heat sink is shown in FIGURE 1. Thermo physical properties of dimethyl 

sulfoxide (PCM) are given in TABLE 1.  

 

FIGURE 1. Schematic of heat sink  

 

TABLE 1. Thermophysical properties 

of DMS [11] 

3. NUMERICAL INVESTIGATION 

The numerical investigations are carried out with some simplified assumptions and heat equation is 

discretized by finite element method. In the current study, the phase change phenomena is captured 

by the effective heat capacity method [10-13]. The heat equation can be written as  

(𝜌𝐶𝑝)
𝑒𝑞

 
𝜕𝑇

𝜕𝑡
=  ∇(𝑘𝑒𝑓𝑓  ∇𝑇) (1) 

All other thermo physical properties are defined as a function of liquid fraction and modified 

accordingly. To incorporate the effect of latent heat of fusion during phase change, specific heat Cp 

should be modified by accounting the latent heat of fusion. 
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4. RESULTS 

Numerical simulations are carried out for various volume fraction ranging from 0% (no fins) to 40% 

(57 fins). During whole cycle, the bottom surface of container is maintained at 10 C of constant 

temperature. Both charging and discharging phenomena of PCM is shown in FIGURE 2 for various 

volume fractions. It is seen that initially temperature of heat source decrease with increase in fin 

volume fraction (up to 460C for 6% volume fraction for current case) and temperature increases 

further with increase in fin volume fraction due to decrease in mass of PCM. Decrease in mass of 

PCM lowers the latent heat storage capacity due to which temperature increases. 

  

(a) (b) 

FIGURE 2. Variation of temperature with time for different fin volume fraction 

5. CONCLUSIONS 

This current study mainly focuses on the effect of thermal conductivity enhancer on the performance 

of PCM based heat sink. Considerable number of simulations are carried out to obtain the optimum 

value for volume fraction of TCE. From the optimization study it is found that 6% of total available 

volume is sufficient to maintain the temperature of electronic subsystem under study. Noticeable 

temperature difference of 14.50C is observed in fin based PCM heat sink. Increase in fin volume 

fraction beyond an optimized level increases sensible heat contain of system, which leads to increase 

in temperature of heat source. Hence, optimization of fin volume is required for design of efficient 

PCM based heat sinks.    
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ABSTRACT 

The present work focuses on developing a 2-D axisymmetric numerical model to study the dynamic 

behaviour of charging and discharging cycle for an elementary latent heat storage unit with simple 

geometry. The domain under consideration consists of a pipe of negligible thickness carrying heat 

transfer fluid (HTF), while being surrounded by latent heat storage medium or the phase change 

material (PCM).  The PCM domain is considered to be 2-D axisymmetric and heat transfer 

mechanism is diffusion dominated. On the other hand, 1-D model is considered for the flow of HTF 

through the pipe. The heat transfer models in the PCM and HTF is coupled through the energy 

balance at the pipe wall. A fully implicit Finite Volume model is developed to obtain the evolution 

of temperature in PCM and HTF domain along with extent of melting/solidification in the PCM 

domain. Simulations are performed for charging and discharging of PCM domain considering pure 

PCM and PCM-Graphite composite with enhanced thermal conductivity. 

Key Words: Latent heat, Storage, Coupling, Solidification, Melting, Charging, Discharging 

1. INTRODUCTION 

Thermal energy storage (TES) plays the key role for reliable and continuous operation of solar 

thermal power plants, and the latent heat thermal energy storage (LHTES) is particularly 

advantageous for is its ability to store (charging) and release (discharging) of thermal energy at near 

isothermal conditions and high energy density [1, 2]. Studies on LHTES conclude that enhancing 

thermal conductivity of the storage material can improve charging and discharging dynamics [3, 4]. 

Multi-tube shell and tube is one of the most commonly used [1-6] design for LHTES. Several 

modelling approach on LHTES have been performed [1, 2, 5, 6] to analyse heat and fluid flow. 

However, detailed the coupling method [1, 2] of the PCM and heat transfer fluid (HTF) domain in a 

storage unit is rarely described. The present work focuses on developing a coupled heat transfer 

model to describe the heat transfer between the PCM and HTF. Also, parametric study using 

commercial grade PCM and HTF such as solar salt (60% NaNO3 : 40% KNO3) and Therminol vp -1 

is discussed considering pure PCM and PCM graphite composite with enhanced thermal 

conductivity. The axisymmetric domain under consideration is shown in Fig.1.  The model 

developed uses semi-implicit finite volume scheme [7] for both PCM domain and HTF. Diffusion 

in the flowing HTF domain and convection in the PCM domain is considered to be negligible. 

Coupling of the two domains is performed by source term of HTF energy equation and boundary 

condition of the PCM domain at the pipe wall. Charging/Discharging analyses have been done for 

PCM with enhanced thermal conductivity by introducing PCM-Graphite composite. 
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FIGURE 1. Computation Domain 

2. MATHEMATICAL MODEL 

The volume averaged energy conservation equation for the PCM domain with temperature as the 

primary dependent variable [8], is given in Eq.1. 

 

  
(     )    (   )  

 

  
(      )  

 

  
[   (       )(    )]                   ( ) 

In the present work, specific heat, density and thermal conductivity are assumed to be same for both 

liquid and solid phases and third term on the RHS of Eq.1 is redundant. In the PCM domain, 

temperature and solid/liquid fraction (     ) evolution are captured by using enthalpy updating 

scheme [8, 9].  On the other hand, The 1- D energy conservation equation for the HTF flowing 

through the circular pipe is as follows [2]: 

  
 

  
(     )   ̇

 

  
(     )  

 

 
 (        )                                                                    (  ) 

Where, subscript ‘ ’ denotes HTF,  ̇ stands for mass flux (kg/m
2
 -s),   is the radius of pipe, and   

is convective heat transfer coefficient between the pipe wall and HTF. Eq.2  is descritized using 

Finite Volume Method and considering upwind scheme [7 ].   

The computation domain under consideration (Fig.1) consists of a section of PCM and HTF pipe 

with unit azimuthal angle, radius of the complete domain is 30 mm and length in axial direction is 

1.0 m. The Initial conditions of both PCM and HTF domains have been chosen to be:         

for the charging process (melting) and         for the discharging process (solidification), 

where    is the melting temperature of PCM. The boundary condition of HTF domain is considered 

to be           for case studies associated with charging, and            for the discharging 

process. On the other hand similarity condition ( ( )   (   ) where,   denotes the nodal location 

at the outlet) is considered as the outlet condition. Convective heat transfer coefficient   appearing 

in Eq.4 and 6 is calculated using modified Gnielinski correlation form Nusselt number (Eq.7). 

   
(  ⁄ )    

         (  ⁄ )   (  
(  ⁄ )   )

                                                                   ( ) 

Where, friction factor   is defined as   (              )
  . 

The coupling is obtained using the following steps: 
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1. For a given time-step guess pipe wall temperature      
 , solve system of algebraic Eq.5 

to obtain HTF temperature distribution   . A good initial guess for    is the wall 

temperature at the previous time step. 

2. Use this    to calculate heat flux at the wall from HTF to PCM domain as    

  (     ) and use heat flux    as the boundary condition for the PCM domain to update 

temperature distribution in the PCM domain and hence obtain the newly updated value of 

  . 

3. Repeat steps 1 and 2 until temperature distribution in both the domains converge. 

3. RESULTS 

Higher thermal conductivity of the PCM promotes a much faster charging or discharging rate. The 

temperature distribution of the HTF shown in Fig.2 clearly indicates less heat loss or heat gain of 

the HTF, with low PCM thermal conductivity. Although, faster charging and discharging might 

appear to be lucrative, the outlet temperature profile shown in Fig. 3 especially during discharging 

suggests otherwise, since one of the major objective of installing the storage unit is to attain 

minimum variation of the HTF outlet temperature for a prolonged period during the discharging 

process. In fact, an ideal condition would be to attain a fast charging and a slow discharging with a 

prolonged invariability of HTF outlet temperature. Farther studies are required to obtain such 

optimal condition by varying different parameters such as mass flow rate, cascaded storage systems, 

overall length and thickness of PCM domain. 

 
       

                                                         (a)                                                           (b) 

FIGURE 2. HTF Temperature along the axial direction (a) Charging (b) Discharging 

 

 
                        (a)                                                             (b) 

FIGURE 3. Temperature variation of HTF with respect to time at the exit of the pipe (a) Charging of 

PCM, (b) Discharging of PCM 
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4. CONCLUSIONS 

A coupled model is developed in order to obtain temperature evolution in the PCM domain and 

HTF for a simple latent heat thermal energy storage unit considering 2-D axisymmetric condition. 

Heat transfer in the 2-D PCM domain is considered to be diffusion dominated, while a 1-D 

approach is considered for the heat transfer fluid (HTF) with forced convection being the major 

contributor in transferring the heat. The developed model is implemented to study the performance 

analysis of pure PCM and PCM-Graphite composite with enhanced thermal conductivity. Although, 

enhanced thermal conductivity is found to promote faster charging and discharging rate, low 

thermal conductivity provided a sustain invariability of HTF outlet temperature for a prolonged 

period. Farther parametric study is required to obtain ideal situation involving fast charging and 

sustained invariability of HTF outlet temperature during discharging. 
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ABSTRACT 

Thermal flows in two-dimensional geometries are analysed using the double distribution functions 

multiple relaxation time (MRT) Lattice Boltzmann (LB) method. The flow field and temperature 

field are computed using two different however, coupled distribution functions. The Rayleigh-

Bénard Convection (RBC) problem in a square cavity is solved and the method is proposed to be 

extended to an axisymmetric case for various Rayleigh numbers. Next, the RBC in a cylindrical 

cavity is analysed and the results are to be compared with the existing results.   

Key Words: Lattice Boltzmann method, Rayleigh-Bénard Convection, Mesoscopic method. 

1. INTRODUCTION 

In industrial applications such as fluid flow and heat transfer through pipes, turbines, as well as 

various energy equipments thermal flow analysis is important. Many of the industrial cylindrical 

heaters may be of Rayleigh-Bénard convection (RBC) type. The RBC problem is a classic and 

various researchers have solved this problem using various numerical approaches. In the last few 

decades, Lattice Boltzmann (LB) method is developing as useful and easy method to solve these 

kinds of thermal flows. Recently, multiple relaxation time LB method is proposed to solve the 

thermal and fluid flow problem and objective of this work is implementation of double distribution 

functions MRT-LB method with appropriate boundary conditions for various two-dimensional 

benchmark problems. First, the RBC problem is analysed in a square 2D cavity then axisymmetric 

RBC in a square cavity problem is proposed for various Rayleigh numbers. The second problem 

consists of RBC in a cylindrical cavity as axisymmetric problem. 

This abstract is arranged as follows, in section 2, MRT-LB method is discussed and preliminary 

results are discussed for the RBC in a two-dimensional square cavity. 

2. DOUBLE DISTRIBUTION FUNCTIONS MRT-LB METHOD: THERMAL FLOWS 

Two dimensional LB-MRT model with double distribution functions approach is used for thermal 

fluids. For flow-field, D2Q9 lattice structure (i.e. two dimensional nine velocities model) is used 

whereas for temprature-field D2Q5 lattice structure (i.e. two dimensional five velocities model) is 

used. The LB-MRT algorithm [1]–[6] used in this work is explained here and below.  

The D2Q9 model for mass and momentum conservations is as,  

 ),(),(),(=),( njnjnjnj tttttt xFxSxfcxf ++++   

 )],(),([=  ,where 1

nj

eq

nj ttSM xmxmS −− −
     (1) 

M  is the matrix which linearly transform the distribution functions f  in to velocity moments m . 

ii fMm ][=  and  
teqeqeqeq mmm ),....,(= 810m        (2) 
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In Eq. (2), t represents the transpose of equilibrium moments vector. In the equilibrium moments u  

is the flow velocity; u  and v  are the horizontal and vertical components of flow velocity 

respectively. The nine equilibrium moments are defined as follows -  

   ;=  ;=  ;= 210 vmumm eqeqeq  );(=  ;.32= 22

43 vumm eqeq −+− uu

  )(=  );(=  );(= 765 vmumuvm eqeqeq −− ;   .3=8 uu−eqm      (4) 

The diagonal relaxation matrix (S) is as   );,,,,,(0,1,1,=  SSSSSSdiagS qq  

 
)(8

)(2
8=     ;

16

2
=      ,where






 S

S
SS q

−

−

+
      (5) 

Considering the Boussinesq's approximation, the compression work due to pressure and viscous 

heat dissipation are neglected so, the forcing term used as buoyancy force as          

          ycx ˆ)(3=),( 0 − iinj gTTtF  ;     1/36=   1/9;=   4/9;= 5,6,7,81,2,3,40    (6) 

                                    ii

i

i

i

ff cu 
8

0=

8

0=

=;=                 (7) 

The discretized form of LBE for D2Q5 thermal model which is used in this work -  

Qtttt njnj −++ ),(=),( xgcxg   )],(),([=  , 1

nj

eq

nj ttQNQwhere xnxn −−
             (8) 

Value of T at each node is obtained by summation of distribution functions ( ig ) at corresponding 

node. The moments in D2Q5 lattice structure is calculated as, ii gNn ][= . The equilibrium 

moments ( 0,1,2,3,4=| ineq

i ) corresponding to distribution functions ( 0,1,2,3,4=| igi ) are 

defined as; ;=;=  ;= 210 vTnuTnTn eqeqeq 0=  ;= 43

eqeq naTn . N is the transformation matrix. The 

diagonal relaxation matrix is given by ),,,(0,= eekkdiagQ  . The relaxation rates in D2Q5 

lattice structure of thermal is e  and k . It is calculated as follows-  

                                             
2

1

3

3
=

1
         ;

2

1

6

3
=

1
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3. SIMULATION RESULTS 

Fig.1 below shows the results for two-dimensional square cavity RBC problem at different Rayleigh 

numbers. The first column of the figure indicates streamlines, second column indicates temperature 

contours, third and fourth column shows u and v  velocity contours. Fig. 2 represents the vorticity 

magnitude contours. It is observed that with the increase in the Ra, the vorticity (velocity-field 

magnitude) increases. The Table 1, details the quantative information regarding the Nusselt number 

extracted from the simulation results obtained for various Rayleigh numbers. 

 

FIGURE 1. Columns: (a) Streamline, (b)Temperature-contours, (c) u- velocity contours, (d) v- 

velocity contours, for Rows: (1) Ra = 104 (2) Ra = 105 (3) Ra = 106 
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FIGURE 2. Vorticity magnitude contours for (a) Ra = 104, (b) Ra = 105, (c) Ra = 106  

Ra Grid umax y vmax x Nuhot 

104 81x81 20.3336 0.8000 21.2323 0.1875 2.1486 

105 81x81 87.8131 0.8625 95.9660 0.1125 3.7925 

106 81x81 293.2621 0.9000 321.6431 0.0750 5.8450 

TABLE 1.  Maximum velocity and Nusselt number  

4. CONCLUSIONS 

In this abstract, double distribution functions MRT-LB method is detailed and applied for the 

simulations of Rayleigh-Bénard convection in two-dimensional square cavity. The simulations are 

performed for various Rayleigh numbers. It is proposed to extend the method for axisymmetric 

thermal flows and simulations of RBC in cylindrical cavity shapes using the 2D axisymmetric 

formulation. 
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ABSTRACT 

In this paper, we present a computational model based on an artificial compressibility method to 

study mixed convection in a lid-driven square cavity containing Cu-water nanofluid for two cases: 

i) adiabatic vertical walls and horizontal walls kept at constant temperature, and ii) adiabatic 

horizontal walls and sinusoidal temperature heating along vertical walls. The artificial 

compressibility method is used to couple pressure and velocity, and solve the momentum and 

continuity equations. This method is used because of its simplicity in solving steady state 

incompressible flow problems. The streamlines, isotherms, variation of local Nusselt number at hot 

walls, and variation of average Nusselt number with change in Cu-nanoparticle concentration are 

presented. Also, the variation of local Nusselt number with change in Richardson number (0.1 < Ri 

< 10), keeping Grashof number constant (Gr = 100), is obtained. For both cases, it is found that heat 

transfer increases with increase in Cu-nanoparticle concentration, keeping Richardson number 

constant, and also with a decrease in Richardson number, keeping Grashof number constant. 

Key Words: Heat Transfer, Artificial Compressibility Method, Mixed Convection, Nanofluid. 

1. INTRODUCTION 

Lid-driven cavity problem is a benchmark problem in the field of computational fluid dynamics and 

heat transfer. A good amount of literature can be found on natural and mixed convection in a cavity. 

Tiwari and Das [1] studied mixed convection in a differentially heated square cavity with moving 

vertical walls. Abu-Nada et al. [2] conducted investigations on mixed convection in a cavity 

bounded by a wavy wall. To increase the thermal conductivity of the fluid and in turn to enhance 

heat transfer, some of the above mentioned investigations were carried out with nanofluid as the 

fluid medium. The enhancement in the thermal conductivity has been studied by Eastman et al. [3] 

for ethylene glycol-based nano-fluids containing Cu-nanoparticles. 

Using finite volume method discretisation, studies have been done on lid-driven cavity with 

differential heating across horizontal walls by Muthtamilselvan et al. [4] by employing SIMPLE 

algorithm, also on lid-driven cavity with sinusoidal temperature heating along vertical walls by 

Arani et al. [5] using SIMPLER algorithm. Motivated by these works, in this paper, we develop a 

computational model to study mixed convection in a square lid-driven cavity containing Cu-water 

nanofluid for two cases – i) adiabatic vertical walls and horizontal walls kept at constant 

temperature, and ii) adiabatic horizontal walls and sinusoidal temperature heating along vertical 

walls using artificial compressibility method. This method was first proposed by Chorin [6] and has 

been considered superior to many other similar methods [7]. This method utilises a simple approach 
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in which an artificial compressibility factor is introduced in the continuity equation by considering 

an artificial time-derivative of pressure. 

 

2. MATHEMATICAL MODELING AND NUMERICAL PROCEDURE 

 

 

Figure 1 depicts the schematic diagram showing the dimensionless physical domain of the square 

lid-driven cavity filled with Cu-water nanofluid and the dimensionless boundary conditions for the 

two cases. We use the non-dimensionalised governing equations and boundary conditions to study 

mixed convection for the two above mentioned cases. The continuity equation is given as, 

� ���� �
��
�� � ��

�	 
 0																																																																																																													1�	
where � is the artificial compressibility factor. 

The X-momentum and Y-momentum equation are given as, 
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The energy equation is given as, 
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where Re is Reynold’s number, Ri is Richardson number, Pr is Prandtl number, and α is the thermal 

diffusivity. The properties of the nanofluid, density ρnf, heat capacity (ρcp)nf, and thermal expansion 

coefficient (ρβ)nf  are found out from the individual thermophysical properties of water and copper 

nanoparticles at 25
0
C [4]. The absolute viscosity μnf is found out using Brinkman model [8] and the 

thermal conductivity knf is found out using Maxwell model [9]. The local value of Nusselt number 

(Nu) is calculated using the following relation, 

!"# 
 �$��$�
��
�� 																																																																																																																								5� 

The above governing equations are discretized using a staggered grid based finite volume method. 

The coupling of pressure and velocity is done using artificial compressibility method. The spatial 

derivatives are discretised using central differencing scheme. The equations are solved by marching 

in pseudo time. The pseudo time derivatives become zero when a steady state is obtained. 

 

FIGURE 1. A schematic diagram showing the square lid-driven cavity with the boundary conditions  
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3. RESULTS AND DISCUSSION 

 

First of all, the developed code in C is validated for the case of natural convection in a square lid-

driven cavity without nanoparticles. The values of average Nu on the hot wall are computed for 

different Rayleigh numbers using the developed code and are compared with other researcher’s 

results [10,11] and are presented in Table 2. A good agreement is obtained which proves the 

reliability of our developed code.  

Rayleigh number Present work de Vahl[10] Wan et al[11] 

10
3 

1.119 1.117 1.117 

10
4 

2.258 2.238 2.254 

10
5 

4.557 4.509 4.598 

10
6 

8.911 8.817 8.976 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 2. Case 1 - Isotherm plot for nanoparticle 

concentration of 0% (solid line) and of 0.8% 

(dashed line) 

FIGURE 4. Case 2 - Variation of local Nu on 

the left wall for Cu-nanoparticle concentration 

0% (solid line) and 10% (dashed line) for 

constant Ri = 1. 

FIGURE 5. Case 2 - Variation of local Nu on the 

left wall for Ri = 1 (solid line) and Ri = 0.1 

(dashed line) for constant Gr = 100, and for 

constant Cu-nanoparticle concentration = 10%  

TABLE 2. Value of Average Nusselt number on the hot wall 

FIGURE 3. Case 1 - Comparison of Average 

nusselt number, varying with Cu-nanoparticle 

concentration, from present study (solid line) 

with Muthtamilselvan et al. (dashed line) [4] 
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Figure 2 shows the temperature variation with and without nanoparticles for case 1. Figure 3 

illustrates the comparison of variation of average Nu with increasing Cu-nanoparticle concentration, 

for case 1, between present study (solid line) and that of Muthtamilselvan et al. (dashed line) [4]. It 

can be observed that the results are in good agreement. Figure 4 shows the variation local Nu on the 

left wall, in case 2, for Cu-nanoparticle concentration 0% (solid line) and 10% (dashed line) for 

constant Ri = 1. It is evident that there is an enhancement in heat transfer when the pure water is 

replaced by nanofluid. Similarly, Figure 5 indicates the enhancement in heat transfer, for case 2, 

when Ri decreases, keeping Grashof number and Cu-nanoparticle concentration constant. A similar 

trend was observed by Arani et al. [5] 

4. CONCLUSION 

A two-dimensional computational model is developed to study the mixed convection inside a lid-

driven square cavity with Cu-water nanofluid using artificial compressibility method. Two cases are 

analysed – i) adiabatic vertical walls and horizontal walls kept at constant temperature, and ii) 

adiabatic horizontal walls and sinusoidal temperature heating along vertical walls. Firstly, the 

developed code is validated by comparing the results, for the case of natural convection without 

nanofluid, with de Vahl [10] and Wan et al. [11]. Then, simulations are performed for the above 

two cases using the developed model. The results from the present work suggest that an increase in 

nanoparticle concentration enhances the heat transfer. Also, when the Grashof number is kept 

constant, decrease in Richardson number (or increase in shear force due to moving lid) increases the 

heat transfer. 
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ABSTRACT 

Many engineering and Industrial applications now a days involve complex processes which require 

accurate and speedy estimation of important process parameters. The operation and the quality 

control of various processes occurring in many thermal applications often require accurate 

knowledge of boundary conditions, such as heat flux. In some situations, measurement of this 

quantity is very difficult because of unapproachable locations or sluggish measuring techniques. At 

present, however, the techniques of the inverse heat transfer problem (IHTP) have offered a 

convenient alternative to estimate the unknown quantities accurately and instantaneously, which 

significantly reduce the experimental resources. In this work, two such inverse techniques, Ant 

Colony Optimization (ACO) and Salp Swarm Algorithm (SSA) are used to estimate the spatially 

varying boundary heat flux of a furnace mould by employing the unique combination of predicting 

the characteristic profile and estimating the profile parameters. These innovative techniques and the 

corresponding codes are indigenously developed by the authors. As there are un-measurable and 

unapproachable locations that exist in the steel melting furnaces which warrant innovative 

techniques.  Inverse heat transfer techniques are best suited for this type of complex problems. 

There has not been any work done for the furnace applications using these novel inverse heat 

transfer techniques. 

Key Words: Inverse problems, Optimization, IHTP, ACO, SSA. 

1. INTRODUCTION 

Continuous casting technique is a very predominant process of producing various components using 

molten metal as raw material. One such application of this process is production of various forms of 

steel billets and slabs for industrial or structural applications. Non-uniform heating of the mould 

takes place due to dynamic nature of the process, which gives rise to differential thermal expansion 

leading to cracks, breakout and the mould distortion. Temperature distribution in the mould depends 

significantly on heat flux at the hot surface of the mould [1], which provides important information 

regarding mould performance and product quality. Also, in order to determine the thermal state of 

this continuous casting mould quickly, so as to improve the operational performance and precision 

control, accurate calculation of heat flux is necessary. However, this parameter cannot be measured 

directly because of unapproachable locations or expensive instruments or tedious techniques.  

Hence, various empirical and analytical models to estimate the heat flux based on inverse heat 

transfer techniques [2, 3] are being developed. The inverse heat transfer procedure involves 

measuring the temperature along the height of the mould using temperature sensors which are fixed 

at some accessible locations far away from the hot surface to avoid contact with the liquid steel. In 

order to solve IHTPs, the initial step is to guess the unknown heat flux at the boundary of the 

surface and find out the predicted temperature using the guessed heat flux near the points where the 

temperature can be measured and see whether the objective function which is a function of the 

difference of these two temperatures is within the limits. In order to accurately compute the heat 

flux variation of a mould, a large number of temperature data is required. However, such provision 
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of placing a large number of sensors in an actual production setup is difficult and tedious and often, 

the knowledge of the thermal state of the mould is required within a small amount of time for 

process control which is very difficult by using traditional IHTP techniques. 

To tackle these twin issues simultaneously for efficient operation and quality control, other 

innovative techniques of combining the prediction of the characteristic profile of the heat flux based 

on the known theory and experience and using stochastic algorithms of IHTPs such as Ant Colony 

Optimization (ACO) and Salp Swarm Algorithm (SSA) for accurately predicting the parameters of 

the profile are used first time in this paper. 

2. MAIN BODY 

This analysis deals with the estimation of the unknown boundary heat flux across the hot surface of 

a billet mould which is in contact with the molten steel during continuous casting process. 

Schematic of the problem is shown in Figure 1. A 2D longitudinal section of the mould is 

considered as a domain of which one side is subjected to a variable heat flux. It is assumed here that 

the mould is straight unlike the tapered mould in actual conditions. The hot side of the mould below 

the meniscus is subjected to the high temperature of the molten steel. This boundary heat flux is 

assumed as a quadratic function with respect to the mould height,‟ y‟ in the form, a1*y
2
+a2*y+a3. 

Heat loss takes place above the meniscus as shown in Figure 1 by convection. Height of the 

meniscus is measured as „H‟ from the bottom. The total height and width of the mould are H + H1 

and L respectively. Outer surface of the mould is cooled by water flowing from bottom. Water 

enters at a velocity, Uw and at a temperature, Tw,in which results in convection heat loss from the 

cool side. As water flows through the channel, it absorbs heat from the hot mould and its 

temperature increases. Temperature of the water flowing through the channel is hence a function of 

the mould height, y.  

 

 

 

 

 

 

 

 

 

 

FIGURE 1.Schematic diagram of the mould 

with applied boundary conditions 

FIGURE 2. Comparison of the Present Technique 

with that of Literature [1] for Validation 
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The objective of the present problem is thus to obtain mould hot surface boundary heat flux 

accurately and rapidly using a novel inverse heat transfer technique. The heat flux is taken from the 

work of Savage and Pritchard as a theoretical reference [4] which is given below. 

𝑞𝑠 𝑦 = 2680 − 335  
 𝐻 − 𝑦 

𝑈𝑐𝑎𝑠𝑡𝑖𝑛𝑔
  
𝑘𝑊

𝑚2
                 (1) 

where, Ucasting is the casting speed (m/s).  

Ant Colony Optimization, ACO [2] works on pheromone evaporation rate which is expressed in 

terms of narrowing parameter and evaporation rate, which are given as input constants to the 

algorithm and these ants search the entire domain and find out the food (optimum solution). 

Similarly, the main inspiration of Salp Swarm Algorithm, SSA [5] is the swarming behaviour of 

salps when navigating and foraging in oceans. The leader is the salp at the front of the chain, 

whereas the rest of salps are considered as followers. The position of salps is defined in an n -

dimensional search space where n is the number of variables of a given problem. The leader updates 

its position with respect to the food source and follower salps follow the leading salp. This process 

happens iteratively until the satisfaction of an end criterion. The variable heat flux is thus estimated 

by using the variables as the profile parameters. 

The developed direct code is validated against the results available for a mould with a mould height 

of 700 mm available in the literature [1] as shown in Figure 2. It can be observed from the Figure 2 

that both these results agree quiet well. Maximum temperature of the mould is observed near the 

meniscus in both the cases.  

3. RESULTS 

 

  

FIGURE 3. Comparison of  the Heat Flux 

predicted using  the Present Technique with that 

of ACO and the Empirical Formula from 

Literature 

FIGURE 4.  Comparison of  the Heat Flux 

predicted using the Present Technique with 

that of the Empirical Formula from Literature 

for different casting speeds 
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After validation of the code, another mould, whose heat flux has to be estimated, is studied using 

ACO and SSA. In this case, five temperature sensors are mounted along the mould height. Height 

of the mould is 1 m and sensors are mounted at a distance of 3 mm from the cold side. 

Three different cases based on the literature [1] are used to test the results whose casting speeds are 

2.45 m/min (Case A), 2.89 m/min (Case B) and 2.4 m/min (Case C). 

The unknown heat flux is estimated based on the ACO and SSA techniques for the Case A and it is 

compared with the theoretical value [4]. The predicted heat flux obtained by SSA is matching more 

closely with the theoretical value compared to that of ACO which is shown in the Figure 3 in a 

shorter time. Based on this result, heat flux is predicted for the two other casting speeds (Case B and 

Case C) using SSA technique and the results are also showing a close match with that of theoretical 

value [4] which is shown in the Figure 4. It is observed from the Figure 3 and the Figure 4, that the 

maximum heat flux occurs at the meniscus and the magnitude of the values are matching. 

4. CONCLUSIONS 

A novel and innovative method is proposed in the present study to estimate the spatially varying 

surface heat flux of a mould. This unique method first predicts the characteristic profile of the 

unknown heat flux using the already available knowledge from the literature and then, using a few 

sets of temperature readings, estimates the profile parameters. The Salp Swarm Algorithm, SSA is 

used which is proven to be one of the accurate and faster optimization technique as compared to 

that of Ant Colony Optimization, ACO. In industrial casting applications, online temperature 

measurements using less number of temperature sensors are normally recorded which when used 

for estimation of the heat flux, do not give the correct results immediately. But, for the process 

effectiveness, immediate results are sometimes required. Other inverse techniques take exorbitantly 

more time to predict as heat flux is to be estimated at each and every point of the boundary. And 

hence, for this type of requirement, the present method is well suited which estimates the heat flux 

by using a few sets of experimental data. 
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ABSTRACT 

To address the significance of liquid desiccant dehumidification systems, this paper discusses a 

theoretical model of an air–desiccant contact system. Lithium bromide (LiBr), lithium iodide (LiI), 

and lithium Chloride (LiCl) were considered as potential aqueous desiccant solution. A cross-flow 

liquid desiccant dehumidifier with celdek packing materials is considered in the present study. 

Firstly, this model has been validated for operating values available in the literature. Secondly, this 

established model has been used to predict the thermodynamic properties such as air humidity, air 

temperature, desiccant temperature, and solution concentration at various inlet concentrations. The 

prediction results have shown that the lithium iodide also has the significant potentiality that can 

make it suitable as a desiccant material in the dehumidification systems. It is found that the LiCl has 

the more moisture removal capacity to dehumidify the air compared with Lithium iodide (LiI) and 

lithium bromide (LiBr). 

Key Words: Liquid desiccant dehumidification systems, Desiccant solutions, Cross-flow 

Dehumidifier, Thermodynamic properties. 

1. INTRODUCTION 

The energy resources are essential in all societies to meet basic human requirements and to serve 

productive processes. As the conventional energy resources depleting very rapidly so their costs 

also increasing and it further endangered the environment in regards to carbon footprint. Moreover, 

the increasing demand for human thermal comfort conditions is becoming a major global 

environmental issue. To meet this demand, an air conditioning device plays a vital role. It has been 

found that the energy required to supply human thermal comfort conditions is around 50% of 

building total energy consumption [1]. The International Institute of Refrigeration has estimated 

that almost 15% of all electricity generated worldwide is used for air-conditioning (ACs) and 

refrigeration processes of several kinds [2]. Now, in order to reduce the consumption of energy and 

to reduce the greenhouse emissions, researchers are stimulating their research towards an alternative 

cooling system and they observed that the desiccant cooling system is promising [3-4].   

In conventional vapor compression system, air needs to be cooled below its dew point temperature 

to maintain the comfortable humidity level that makes more building total energy consumption. 

This paper essentially focusing on the first stage of desiccant cooling systems in which desiccant 

agent is used to dehumidifying the ambient air in order to absorb its moisture. And among 

dehumidifiers, packed bed dehumidifier has been chosen due to its more moisture removal 

effectiveness [2]. Firstly, a theoretical model for the cross flow packed bed adiabatic dehumidifier 

fuelled with LiBr as an aqueous solution was solved. Subsequently, thermodynamic properties were 

predicted for various desiccant solutions (LiBr, LiI and LiCl) for the cross flow packed bed 

adiabatic dehumidifier.  
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2. MATHEMATICAL MODELLING AND SIMULATION 

A three-dimensional cross-flow packed bed dehumidifier model is considered where the air is 

passing from left to right i.e., in the x-direction and liquid desiccant is in the y-direction, from top to 

bottom of the dehumidifier are portrayed Figure 1. 

 

FIGURE 1. Schematic of a cross-flow packed bed dehumidifier.  

All the basic balance equations [3-4] are discretized using FDM approach and discretized equations 

(1-5) are given below. Consequently, discretization of the computational domain is done into M×R 

number of meshes to implement FDM approach as visualized in Figure 2. The discretized equations 

are solved using MATLAB with model parameters, which are mentioned in Table 1. 

      

FIGURE 2. Discretization of two-dimensional cross-flow dehumidifier domain. 

                                                                 
3. RESULTS AND DISCUSSION 

The simulation result of this theoretical model has shown a good agreement with the experimental 

results [3] with a maximum deviation of 1.73% that depicted in Figure 3 and tabulated in Table 2.  

3.1. Effect of inlet solution concentration on outlet air specific humidity: For a given solution 

temperature, higher the inlet solution concentration, the lower is the vapor pressure of desiccant 

solution. Hence, the higher difference in vapor pressure between the desiccant surface and the air, 

increases mass transfer. This causes a gradual change in outlet air specific humidity as shown in 

Figure 4A. Therefore, higher the concentration, the more moisture will be removed. However, in 

s
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Cross-sectional Air mass flow 

rate, Fa, kg/m
2
-s 

1.97  

Cross-sectional desiccant mass 

flow rate, Fd,  kg/m
2
-s 

3.08 

Specific heat of salt (LiBr),  

CP , kj/kg.
0
C 

2.3 

Molality, m 9.69 

Specific surface area of packing 

material, a, m
2
/m

3
 

396 

Vol. of dehumidifier, V, mm
3
 550*400*350 

Eff. dia. of the channel de, mm 7.85 

Number of transfer unit (NTU) 0.97 

  

                     TABLE 1. Model parameters[3] 
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case of lithium chloride at 40-45% concentration, it almost showed same humidity and after that, it 

absorbs less moisture may be for crystallization problem. Hence, the risk of crystallization at 

normal desiccant temperature is higher at high concentration. 

            

 

 

 

 

 

 

 

 

FIGURE 3. Desiccant outlet temperature variation along the length 

3.2. Effect of inlet solution concentration on air outlet temperature: In this present study, the air 

inlet temperature is considered as 31.7
o
C and there is a significant decrease in the air outlet 

temperature, with a lower inlet desiccant concentration as shown in Figure 4B. As the 

dehumidification capacity of air is less in the lower concentration, the mass transfer between the air 

and desiccant solution also be the less that causes the less release of sorption heat and latent heat of 

vaporization. In other words, in the lower concentration, the warm humid air has a tendency to 

release its temperature to desiccant solution during the mass transfer process and in higher 

concentration of desiccant solution having low vapor pressure that may make not to release air 

temperature in an effective way to desiccant solution. 

3.3. Effect of inlet solution concentration on desiccant outlet temperature: Figure 4C shows 

that there is a significant increment in the solution outlet temperature when the desiccant solution 

inlet concentration is increased. As the liquid desiccant concentration increases, there is an increase 

in the mass transfer potential. This high moisture transfer potentiality results in high desiccant 

temperature since the sorption heat and latent heat of vaporization is released during the mass 

transfer process.  

3.4. Effect of inlet solution concentration on desiccant outlet concentration: The mass transfer 

occurred between the air streams to the desiccant solution due to the vapor pressure difference. And 

in this present study, the size of the dehumidifier is the 550*400*350 mm where the specific 

humidity variation is found over the range of concentration and the maximum specific humidity 

change in that specified range is from 0.013 to 0.0081 that indicates the maximum absorption by the 

desiccant solution is less compare to the desiccant concentration value. Additionally, the predicted 

 Fa (kg/m
2
 s)   Ta (°C) ωa (kg/kg) Fd (kg/m

2
 s)  Td (°C) 

  

ξ (%)   

Inlet parameters [3] 1.97 31.7 0.013 3.08 22.9 45.7 

Outlet parameters by 

experiment[3] 

 - 26.9 0.0099 - 27.8 45.7 

Present study output 

simulation 

 

_ 27.9 0.0095 _ 27.37 45.56 

TABLE 2. Inlet and outlet parameters of the air-desiccant dehumidifier 
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result for this dehumidifier has shown that the maximum outlet solution concentration varies by 

0.52%. So, the Figure 4D has showed almost same at inlet and outlet solution concentration. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     Figure 4. Effect of inlet solution concentration on (A) outlet air specific humidity (B) air outlet 

temperature (C) desiccant outlet temperature (D) desiccant outlet concentration.  

4. CONCLUSIONS      

The FDM based model empowers a more realistic mapping of the domain of an adiabatic 

dehumidifier as the predicted results are closer to experimental data. Moreover, the simulation 

results showed that the inlet concentration differences impact the dehumidification. For this work, 

the better dehumidification capacity has found for the LiCl solution having the solution inlet 

concentration is 40-45% and for LiBr is around 50-55% because after that slope of the specific 

humidity curve not changing too much. LiI can be good desiccant above 55% for deep 

dehumidification that means the lithium iodide has the potentiality to work as a desiccant martial. 

Further, both experimental and numerical studies are necessary to validate both modeling methods 

and confirm their industrial applicability. 
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ABSTRACT 

More and more stringent environmental legislations push the IC engine development to its limits. 

“Down-sizing” and “down-speeding” lead to a significant increase of the engine specific power and 

as a consequence to increased thermal loads of the engine structure. The accurate evaluation of the 

structural thermal field is of essential importance in order to avoid mechanical failures. 

This paper describes an improved methodology for the thermal investigation of a complete engine 

structure. The improved simulation methodology enables the simultaneous CHT simulation coupled 

with coolant flow simulation in  one single analysis step. The simulation of all structural and fluid 

parts is performed simultaneously. All important physical phenomena on coolant flow and 

structural side such as contact resistance, boiling and temperature dependent material properties are 

considered.  

Due to the high importance of friction generated by moving parts like the piston, this method has 

been refined further. Thermal load distribution due to friction as well as the local distribution of the 

heat transfer coefficients on the piston skirt and ring contacts are pre-calculated by means of an 

elasto-hydrodynamics simulation. These loads are applied as thermal coupling conditions in 

addition to the existing convective boundary conditions to the thermal analysis models of the engine 

structure and piston group. 

Key Words: Thermal Analysis, CFD, combustion, friction analysis 

1. INTRODUCTION 

Complete GDI engine thermal analysis requires two separated steps. In the first one, the gas side 

(complete combustion cycle) is simulated by means of CFD. This simulation  provides boundary 

conditions for structural thermal analysis of the complete engine. In the second step, multi-physics 

and multi-domain thermal investigation of the complete engine, including all structural parts and 

water jacket, is performed to obtain structural parts temperatures. Heat transfer between the piston 

and liner is taken into account based on experiences by constant heat transfer coefficients.  

Nowadays this approach is insufficient mainly due to two reasons. Firstly because of the missing 

consideration of piston skirt and ring friction and secondly, because of strong local dependency of 

the heat transfer on the oil filling and clearance situation. Because of these requirements, a new 

simulation method has been developed. The thermal load distribution, due to friction as well as the 

local distribution of the heat transfers at the piston skirt and ring contacts by elasto-hydrodynamics, 

are pre-calculated. They are applied as thermal coupling conditions in addition to the existing 

convective boundary conditions to the multi-material models of thermal analysis for block head 

compound and piston group.  

2. NEW INTEGRATED METHODOLOGY 

Within the classical methods for thermal analysis, normally single component is under 

investigation. The objective is the determination of the temperature distribution in the piston or the 

engine block only, in which the thermal boundary conditions (ambient temperatures and heat 

transfer coefficients) are partially pre-calculated and others are only estimated based on past 

experience. 
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In this new approach, all thermal boundary conditions, both convective as well as the ones derived 

from the contacts are pre-calculated with their local distributions based on physically-based 

simulation models. In addition, the heat generated by friction is determined. Subsequently, all the 

thermal boundary conditions are applied together on the entire component group (block, pistons, 

rings, pins) and the temperature distribution of the whole assembly is determined. The 

determination of the boundary conditions and the thermal analysis are iterated until a converged 

temperature distribution is reached, what is usually the case after two iterations. 

With the exception of the heat transfer from block to the water jacket, all other thermal boundary 

conditions are determined cyclic transient. Because the component temperatures, apart from a very 

thin boundary layer, remain constant within one engine cycle (720 degrees CA), the thermal 

analysis of structural components is calculated stationary. For this purpose the transient thermal 

boundary conditions have to be averaged over through whole engine cycle 

 

2.1 Gas-side Thermal Boundary Conditions 

The major heat source for the block as well as the piston structure comes from the in-cylinder gas. 

Therefore cylinder inner flow simulation by means of 3D CFD has to be performed. Such complete 

in-cylinder analysis considers gas exchange, fuel spray injection and combustion simulation and is 

usually performed only for one cylinder [1,2]. 

The transient results for near wall gas temperature and the heat transfer coefficient from cylinder 

inner flow simulation have to be time averaged over one engine cycle and applied as convective 

boundary conditions to the structure. Predicting that all cylinders have the same time averaged gas 

temperatures and HTC distributions, the convective boundary conditions of one cylinder are 

mapped to the surface of all four cylinders (Figure 1) of the structural model. 

 

Fig. 1: Gas side thermal boundary conditions – near wall fluid temperature 

2.2 Friction Power for Piston/Liner Contact 

In this context the following contacts are relevant: ring contacts at ring running faces and ring 

flanks, piston skirt contact at liner and the piston pin bearing contacts. All these contacts are using 

mixed lubrication conditions. For such contact definition, hydrodynamic and asperity contacts are 

considered. To evaluate the different friction parts, an accurate definition of gap, oil moistening, 

contact temperature and surface roughness is important [3]. The contact temperature influences the 

local viscosity of the oil. The time dependent gap distribution over the contact area is affected by 

the surface profile (nominal clearance, ovality and convexity, as well as thermal deviation) and the 
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deformation of the parts under loading conditions. Due to temperature gradients between piston, 

ring and liner, the heat is transported over the contact areas and structure internally. 

The local heat transfer coefficients are dependent on the clearance, oil filling Θ, asperity contact rc 

and heat transfer coefficient of oil and structure material λoil, λstr. 

With usage of these units, the local and time depending heat transfer coefficient (HTC) for the gap 

is calculated as following: 

 (3) 

For the contacts, an additional consideration of friction between piston, ring and liner is essential, 

and used in the new calculation method. This method is dividing the heat, which is generated due to 

friction into two heat flows. The magnitude of the heat flows depends on the heat transfer 

coefficients. 

The time dependent distribution of the heat transfer coefficients, the heat flows and the convective 

boundary conditions are averaged over one engine cycle (Figure 2). The averaged data are provided 

to the thermal structural analysis. 

 

Fig. 2: Thermal Boundary Conditions at Piston Skirt 

3.3 Thermal Analysis of Cylinder Block and Head  

In case of the multi-physics - multi-material approach, the coolant flow simulation is performed 

simultaneously with the structural thermal analysis.  

For the thermal model, temperature dependent material properties, heat contact resistances between 

different solid materials and nucleate boiling model [7] at the structure to cooling water interface 

are used.  

During the steady state thermal simulation, the fluid simulation provides the convective boundary 

conditions (near wall fluid temperature and heat transfer coefficients) to the structure and the 

calculated wall temperature is provided back from the structural thermal analysis to the fluid 

simulation. For solid domain only, the enthalpy equation is solved in contrast to the fluid domain 

for which the flow as well as the enthalpy equation has to be solved. Data exchange is ongoing 

every iteration step of steady state multi-material simulation. This makes the convergence of the 

temperature fields in the different components extremely fast. 
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The multi-material CFD approach was applied for four cylinder GDI engine analysis using a 

polyhedral meshing approach. The friction heat generated at the piston liner contact was applied 

according to the experience gained from previous simulation projects. 

The resulting temperature distribution on the solid surface is presented on Figure 3. 

 

Fig 3: Head and block wall temperature distribution 

 Inhomogeneous heat transfer and cooling effects can be observed. The thermocouple 

measurements were performed at different positions in cylinder head (exhaust valve bridges) and in 

the cylinder block. Comparison between simulation results and measurements in monitoring 

locations for the cylinder head and the cylinder block is visible in Figure 4. The first simulation 

(Step 1 curves) was performed considering the contact resistances between valves and valve guides 

and valves and valve seats. In the second step (Step 2 curves), the contact resistances for all 

connected solid parts were considered, which significantly improved the agreement between 

simulation results and measurements. In general, the simulation adequately predicts the temperature 

trends in the cylinder head and cylinder block domains. The CFD simulation provides predictive 

values of good quality, especially for the temperatures in the most critical areas, the exhaust valve 

bridge regions. 

  

Fig. 4: Comparisons for thermocouple measurement positions in complete engine 

In order to show the influence of the friction on the component temperature two calculations where 

performed. One considering (see paragraph 2.2), and one without considering the friction heat. The 

results show a significant influence on the additional heat source due to the friction heat. A 

temperature rise of about 10°C on the anti-thrust side can be seen (Figure 5). 
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Fig. 5: Temperature distribution on the engine block 

4. SUMMARY AND CONCLUSIONS 

The integrated thermal analysis method provides reliable pre-calculation of the temperature 

distribution, since it solves both the fluid and solid domains together, using physical approaches for 

the boundary conditions. It also provides a considerable reduction of simulation time and effort 

since the entire thermal model is comprised in one computational mesh. 

The method has also be extended with success to other highly loaded components of the engine like 

the piston. 

 

The authors acknowledge the contribution of FCA for providing the engine data. 
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ABSTRACT 

This paper presents a numerical model for simulating binary alloy microstructure evolution with 

shrinkage driven convection. The model involves the modification of enthalpy method to account 

for volume change during solidification and combines it with a finite volume flow solver for 

simulating shrinkage driven flow. Important features of microstructure evolution such as grain 

nucleation, grain orientation and surface tension effects are incorporated. Simulation results show 

significant influence of shrinkage driven flow on energy transport, solute transport, and grain 

growth. Simulation of microstructure evolution involving the nucleation and growth of large 

number of grains show localized regions of high velocity and can be used to predict possible 

locations of shrinkage voids. 

Key Words: Phase change, Microstructure evolution, Equiaxed dendrite, Shrinkage, Convection 

1. INTRODUCTION 

Convection plays an important role in determining the final microstructure during 

solidification by influencing the energy and solute transport from the interface. Apart from 

convection due to thermal and solutal gradients, another important driving force for convection is 

volume change during solidification. Most engineering alloys have higher densities in the solid 

phase and thus solidification of such alloys involve a reduction of volume at the interface. This 

results in generation of flow towards the interface from the bulk liquid. This shrinkage driven flow 

can significantly change the removal of heat and rejected solute from the interface and thus alter the 

growth rate of a dendrite beyond that resulting only due to density change. Study of shrinkage 

driven convection can be used to predict the final morphology of grains during a solidification 

process as well as to locate potential regions of shrinkage porosity and defects in the microstructure. 

In this paper, a microstructure evolution model is presented which incorporates the presence 

of convection due to shrinkage. The model is based on the enthalpy based dendrite growth model 

developed previously [1,2] and incorporates additional features to simulate more realistic 

microstructure such as grain nucleation, individual grain orientation etc. The model is used to 

simulate large scale microstructure evolution in a square cavity and predict the effect of shrinkage 

driven convection. 

2. MODEL DESCRIPTION 

The numerical model consists of three main parts: The nucleation model, the solidification 

model, and the convection model. The nucleation model incorporates a probabilistic calculation of 

the nucleation rate which is assumed to have a Gaussian distribution [3] as given below 
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where 
nT , 

T , 
maxn  are the mean undercooling, standard deviation undercooling and the 

maximum nucleation density. Based on the nucleation rate, a critical undercooling value is assigned 

to each nucleation site and the each nuclei is activated only when it reaches its corresponding 

critical undercooling. Each nuclei is also assigned a random crystallographic direction. 

The solidification model involves the solution of the volume averaged enthalpy and species 

conservation equations [2]. Due to density difference between solid and liquid phases, all the 

governing equations are formulated based on two liquid fraction parameters, liquid mass fraction 
lf  

and liquid volume fraction 
lg . Both of them are related as given below. 

( ) llsl
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The energy and species conservation equations are solved explicitly based on previous time step 

temperature and concentration. Subsequently, the temperature, concentration potential and the 

liquid volume fractions are calculated using an iterative scheme to obtain consistent values based on 

the temperature-concentration coupling governed by the phase diagram. Anisotropic surface tension 

is incorporated as an undercooling to calculate the interface temperature. The anisotropy is given 

with respect to the individual orientation of each grain. This accounts for the anisotropic growth of 

each dendrite along its own crystallographic axes.  

Shrinkage driven convection is simulated by solving the volume averaged continuity and 

momentum equations. The volume change due to density difference is incorporated using a source 

term in the pressure and pressure correction equations as per the SIMPLER algorithm [4]. The 

source term is given by   
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where 
lg  is the liquid volume fraction, 

s  and 
l  are solid and liquid densities, *t , *x and 

*y are the non-dimensional time step and grid sizes, and superscript o  denotes the previous time 

step value.  

3. RESULTS 

At first, the growth of single dendrite is simulated. It is observed that shrinkage flow occurs 

from all the sides towards the interface (Figure 1). The effect of shrinkage convection can be clearly 

observed by comparing the dendrite shapes for three cases – dendrite growth with shrinkage flow, 

dendrite growth with shrinkage but with the flow switched off, and dendrite growth without 

shrinkage as shown in Figure 2. As expected, the dendrite growth without shrinkage is fastest as the 

density of solid is not higher than that of liquid. However, if shrinkage is present, the growth rate is 

slower if shrinkage flow is also present. The shrinkage flow changes the rate of removal of heat and 

solute from the interface and acts in the opposite direction to that of diffusion. As a result, the 

concentration at the interface is higher resulting in lower interface temperature. This leads to lower 

undercooling and consequently lower growth rate.  
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FIGURE 1. Concentration and flow pattern (a) t = 8000 (b) t = 16000 

 

FIGURE 2. Comparison of dendrite shape at t = 16000 for dendrite growth with shrinkage flow, 

without shrinkage flow but with shrinkage, and without shrinkage. 

The model is subsequently applied to simulate large scale microstructure evolution with 

shrinkage (Figure 3). It is observed that a large of number of dendrites nucleate and grow with 

different orientation. The partitioning of solute is also seen resulting in localised solute rich regions. 

Shrinkage flow occurs with a complex pattern with certain regions having a high flow velocity as 

seen in Figure 3(b) and (c). From the flow pattern, the probable locations for generation of 

shrinkage voids can be predicted to be the regions where outward flow occurs in almost all 

directions. The final microstructure depends not only on the nucleation and orientation of grains but 

also on the effect of shrinkage flow on the evolving thermal and solutal fields. 
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FIGURE 3. Microstructure evolution and shrinkage flow pattern (a) t = 1000 (b) t = 3000 (c) t = 5000 

(d) t = 10000 

4. CONCLUSIONS 

A numerical model for simulating large scale dendritic microstructure evolution with 

shrinkage flow is presented. It is found that shrinkage flow results in significantly slower growth 

rate due to its transport of solute towards the interface. The final microstructure is influenced by the 

complex flow pattern generated, particularly, at the regions of high flow rate. The model is also 

useful for predicting the possible locations of shrinkage porosity during solidification processes. 
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ABSTRACT 

In this work we have proposed a fourth order compact  alternating direction implicit (4OC-ADI)  

scheme for solving two-dimensional  (2-D)  unsteady Navier-Stokes  (N-S) equations on non-uniform 
grids using streamfunction-vorticity approach. The scheme is second order accurate in time and fourth 

order accurate in space. The resulting 4OC-ADI scheme in each ADI solution step corresponds to a 

strictly diagonally dominant tridiagonal matrix equation which can be solved by application of the 

one-dimensional trigonal Thomas algorithm with a considerable saving in computing time. Our 
scheme is unconditionally stable which is shown through a discrete Fourier analysis.  Results obtained 

are in excellent agreement with analytical and available numerical results in all test cases, establishing 

efficiency and accuracy of the proposed scheme.  
 

Key Words: HOC schemes,  N-S equations, Non-uniform grid, Reynolds number. 

 

1. INTRODUCTION 

  The governing equations representing 2-D incompressible viscous flows are the continuity equation 

and the two momentum equations which in turn using streamfunction and vorticity variables can be 

written as   
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Where Re is the Reynolds number given by Re =


0Lu
, where L is some characteristic length, 0u  

some characteristic velocity and   is the kinematic viscosity, and u, v are the velocity components 

along x-direction and y-direction respectively, and t is the time. 

In recent years, HOC methods for simulating flows with irregular geometries have generated renewed 
interest and a variety of specialized techniques have been developed. A way to obtaining higher order 

compactness is by using the original differential equation to substitute for the leading T.E. terms of 

the standard central difference approximation. Kalita et al. [1] developed a class of transient HOC 

schemes for the solution of unsteady 2D convection-diffusion equations and extend their study to 
develop HOC schemes on non-uniform grids without transformation.  Pandit et al. [2] developed 

higher order compact schemes for incompressible viscous flows on geometries beyond rectangular 

using transformation. Karaa et al. [3] and D. You [4] proposed high order ADI schemes on uniform 

grids for solving 2D convection-diffusion problems.  

  

In the present study we propose a fourth order compact  alternating direction implicit (4OC-ADI)  
scheme for solving two-dimensional  (2-D)  transient, spatially second order quasi-linear partial 
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differential equation without the mixed-derivative term. The proposed scheme works equally 
efficiently on problems described on both rectangular as well as other curvilinear coordinate settings.  

 

                                     2. BASIC FORMULATION 
 
Both the equations (1) and (2) can be put under the umbrella of the 2-D time dependent second order 

equation as 
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We now using a suitable orthogonal transformation 

 
 ),,(),,,( tyytxx  

  
from the physical x-y plane to the computational    plane which is used to convert a complicated 

grid into a simple, uniform Cartesian grid. Under this transformation, equation (3) in the physical 

plane becomes 

)4....(....................2
2

2

2

2

fpdcba
t

l 









































 

Using higher order compact consideration with transformation (see [3], [4]) the ADI scheme can be 

written as 
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3. RESULTS 

In order to study validity and effectiveness of our proposed scheme, we have applied this scheme to 
2D problems namely (i) Diffusion problem having analytical solution, (ii) viscous flow in a lid driven 

square cavity. 

 
                            Problem (i): Diffusion problem having analytical solution: 

We have considered a diffusion problem in the unit domain [0, 1] x [0, 1],  
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The exact solution of this test problem is given by   

)cosh()sin(),,(
2

yxetyx t  

. 

The initial and Dirichlet boundary conditions are directly taken from this solution and the source 

function of this problem is given by  

)cosh()sin()12(),,(
22 yxeyxtyxf t 

 
In figure 1 we have presented the analytical and numerical solutions on a grid size 81 × 81. This 

figure indicates a very close match of our computed numerical solutions with the exact one. 

                 

  

 

 

                                  Problem (ii): The lid-driven square cavity problem: 

Next we  have considered the classical 2D lid-driven square cavity problem. This problem, over the 

years, has become the most frequently used benchmark problem for the assessment of numerical 

methods. 

Because of the presence of large gradients near the walls, we generate a centro-symmetric grid (see 
the physical plane in figure 2) with clustering near the walls.  In figure 3, we have compared the 

vertical velocity along the horizontal centreline of a lid-driven square cavity from Re=100 to Re=3200 

and compare our data with those of Ghia et al. [5], which were obtained using 129x129 and 257x257 
grids, our data is obtained using a 41x41 grid (Re = 100), a 41x41 grid (Re = 400), a 81x81 grid (Re = 

1000), 121x121 grid (Re = 3200) . 
 In each cases, our velocity profiles exhibit a very good matching with Ghia’s results. 

 

 

 

Fig1. Exact and numerical solution of the test problem (i) . 
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                                                  4. CONCLUSIONS 

In the present work, we introduce a higher order compact ADI formulation for solving unsteady 

incompressible viscous flow problems in 2D governed by the N-S equations on non-uniform grids. 

Our proposed method is unconditionally stable, second order accurate in time and fourth order in 

space. Both Dirichlet and Neumann boundary conditions can easily be implemented in to the scheme. 

We have addressed several issues relation to the use of HOC schemes on stretched, rectangular and 

curvilinear meshes. Our scheme can be used in curvilinear coordinates also. 
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Fig3.  The lid-driven square cavity flow problem: 

Comparison of steady-state vertical velocity along 

horizontal centreline from Re=100 to Re=3200.  

Fig2. The lid-driven square cavity 

flow  problem, a 41 x 41 grid: 

Physical Plane  
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ABSTRACT 

In this paper, we present a numerical model for simulating the melting and solidification 

of a binary alloy during a selective laser melting process. The model is based on the 

enthalpy-porosity method which has been suitably modified to accommodate for 

simultaneous melting and solidification. The effect of laser is incorporated by using a 

moving heat source boundary condition. The model also solves for surface tension drive n 

and buoyancy driven convection which play a prominent part in melt pool evolution. 

Simulation results show that the model captures the transient melt pool evolution pattern, 

movement of the melt pool, the nature of convection and the solute segregation a nd final 

solute distribution. The model is applied to study the effect of laser scan speed on the 

melt pool shape and convection pattern. 

Key Words: Laser melting, Marangoni convection, Moving melt pool, Scan speed. 

1. INTRODUCTION 

Additive manufacturing has seen increasing application in recent years for products and 

models built with polymers and similar materials. Although, metals and alloys are not used as raw 

materials from a production point of view, lot of research is focussed at present on developing novel 

techniques for additive manufacturing with metals and alloys. Additive manufacturing of alloy 

components will significantly improve the feasibility of producing complex parts and reduce the 

turnaround time for replacing customized components. One of the main techniques for additive 

manufacturing of alloys is selective laser melting. In selective laser melting, metal or alloy powders 

are deposited layer by layer and each layer is selectively melted using a laser beam. The molten 

region subsequently solidifies and the next layer of powder is deposited and selectively melted. This 

process goes on until the desirable product structure is obtained. The final properties of the 

produced component depends on process parameters such as laser scan speed, laser power, spot 

radius, layer thickness, etc. as well as on powder bed characteristics such as particle size 

distribution & thermophysical properties. It is important to optimize these parameters to obtain 

desired material properties.  

In this paper we present a numerical model for simulating the evolution of a laser driven 

moving melt pool. The model is developed by making appropriate modifications to the governing 

equations for momentum, energy and species conservation developed based on the well known 

enthalpy-porosity technique [1,2] to incorporate the effects of surface tension, moving laser driven 

heat source and simultaneous melting and solidification. The model is subsequently applied for 

parametric study of effect of laser scan speed on melt pool shape and convection pattern. 
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2. PROBLEM DESCRIPTION  

In the present study, the melting and solidification of Al -5 wt% Cu along a track 

using a laser source is modelled. It is assumed that, the track is generated over previously 

solidified tracks. During the melt pool movement, melting occurs from one side of the 

melt pool while solidification occurs from the other side. Thus, to simulate this 

phenomena, a model needs to be capable of handling simultaneous melting and 

solidification. The melt pool evolution model is developed based on the enthalpy-porosity 

method [1]. The governing equations for continuity, momentum, temperature and species 

conservation are formulated based on volume averaging principles  [1] and solved using a 

coupled implicit scheme [3]. The main changes to the governing equations for this 

specific model is outlined below.  

To account for laser driven heating, a moving heat flux boundary condition is used 

for the energy equation which can be defined as  

 
2
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where P is the laser power, u is the scan speed, x and t are the distance along the x coordinate value 

and time and A and B are constants. This defines the heat source to have a Gaussian 

distribution where the centre moves at the speed of the laser scanning motion.  

One of most important factors for laser melting process is the effect of surface 

tension. Due to high thermal gradient, the temperature dependent surface tension varies 

along the melt pool interface resulting in force along the interface. This leads to 

convection in the melt pool which is known as Marangoni convection. This has been 

incorporated in the model by using a suitable boundary condition term for the top surface 

in the U momentum equation as given below [4].  
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To account for simultaneous melting and solidification, the species conservation 

equation is modified as 
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where the volume averaged concentration 
llavgslmix CfCfC +−= )()1(  during solidification and 

llstoredlmix CfCfC +−= )1(  during melting where 
)(avgsC , 

lC , 
storedC are the average solute 

concentration in the solid, the liquid solute concentration, and the solute concentration preserved in 

the previously solidified region. This accounts for the stored species in the solid which is 

available after melting. 

The model is applied on a square domain with convective and radiative loss from 

its left, right and bottom boundaries and Gaussian laser heat source and heat loss at  the 

top surface. The governing equations are solved using an in-house code based on the 

SIMPLER algorithm and the simulations are continued until the laser moves from one 

side of the domain to the other side. 
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3. RESULTS 

 

FIGURE 1. Initial and final melt pool shape and convection pattern for different scan speeds 

Simulations were performed for laser melting of Al-5 wt%Cu with varying scan speeds 

ranging from 0.02 m/s to 0.15 m/s by keeping all the other process parameters constant. The effect 

of different scan speeds on the melt pool pattern is shown in Figure 1. It can be seen that the 

reduction of scan speed results in much deeper melt pools due to the time available for melting. The 
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convection pattern shows strong influence of Marangoni effect resulting in flow along the melt pool 

interface. This results in a shallower and wider melt pool. The study is useful in predicting suitable 

combinations of laser power and scan speed for a given layer thickness.  

 

4. CONCLUSIONS 

We have developed a model for simultaneous melting and solidification of binary alloys 

during selective laser melting process. The model is capable of simulating the evolution and 

movement of the melt pool, the resultant convection pattern and the final solute distribution. The 

model can be applied to study the effect of important process parameters such as laser scan speed, 

laser power, spot radius as well as different alloy compositions. In the present study simulations are 

performed to observe the effect of laser scan speed on the melt pool evolution and convection 

pattern. It is observed that the scan speed plays a prominent role on the melt layer thickness and 

should be chosen appropriately for the given power and layer thickness. The present model will act 

as a foundation towards the development of a microstructure prediction model for laser based 

additive manufacturing processes. 
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ABSTRACT 

The protection of blade from hot flue gases is one of the challenges associated with the increasing 
gas turbine operating temperatures for improved thermal efficiency and power output. The principle 
objective of the present work is to estimate enhancement of cooling effectiveness by introduction of 
mist. Euler-Lagrange model is used to investigate the two phase mist flow under the framework of 
ANSYS 15. Mist introduction in film cooling enhance the film cooling effectiveness by providing 
small heat sink in the form of droplets in coolant. To characterize the mist film cooling, case study 
of varying mist concentration and droplet diameter is done, while keeping the other parameters 
constant. Increase in mist concentration results in  enhancement of the film cooling effectiveness. 
Droplet diameter increase shows complex flow and heat transfer behaviour, depicting that there 
exists an optimum diameter in which the potential of mist film cooling can be furnished. 

Key Words: Heat Transfer, Mist Film Cooling, Two Phase Flow Simulation. 

1. INTRODUCTION 

Future generation advanced turbine of improved thermal efficiency and higher power output are 
expected to continue to operate at higher temperatures than the allowable metal temperature of the 
turbine blade, which demands a sophisticated cooling technique for safe operation. Thus enhanced 
heat-dissipation technologies development is a vibrant area of research. Film cooling is one of the 
preferred methods for effective cooling of a gas turbine, in which coolant jets bled from 
compressors is ejected to form a protective layer between hot flue gases and blade surface. The 
coolant film and crossflow interaction with the mainstream is highly complex in nature and many 
studies has been performed experimentally and numerically to understand it. A counter rotating 
vortex pair (CRVP), jet shear layer vortices, a horseshoe vortex and the upright wake vortices are 
the prominent flow features observed during jet cross flow interactions. Further the complexity of 
flow structures increases with the freestream turbulence, wall curvature, rotation and unsteadiness. 
At present, excessive coolant air is supplied to prevent damage leading to a reduction in efficiency. 

Mist cooling as a potential means to enhance the film cooling performance has been introduced in 
last few years [1-3]. Mist is a two-phase fluid consists of finely dispersed tiny water droplets in 
coolant air, introduced through plenum chamber. This offers a significant potential for high-heat-
flux thermal management owing to the superior thermal properties of mist relative to air. 
Particularly phase change phenomena dissipate larger heat fluxes than air. It provides steeper 
temperature gradient near the wall, lower bulk temperature and increased droplet flow mixing 
induced by JICF flow structures. Continuous evaporation of droplets lasts farther into the 
downstream region where air film cooling becomes less effective. Few researchers [4-5] have 
numerically studied the feasibility of mist cooling at the high pressure and temperature. They found 
that sufficient large diameter (30-40 μm) mist can survive this harsh environment, subjected to 
experimental investigation. Thus, mist cooling may offer a solution to this problem by providing 
adequate cooling layer with reduction in excessive amount of coolant air supply. Wang along with 
few other researchers [2-3,6] tries to simulate the mist cooling for understanding the effects of 
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curved surface, rotation of blades, different hole geometries, elevated operating conditions on its 
effectiveness and found that it results in overall increase of cooling effectiveness as a small sink is 
provided in coolant air in the form of mist. Strong droplet-wall interaction on the pressure side than 
on suction side results in higher cooling effectiveness on the pressure side [6-7]. Excess mist 
concentration is also detrimental to corrosion and thermal stresses. Thus to develop an optimized 
mist ratio which can provide maximum cooling effectiveness for minimum coolant flow, a study of 
mist concentration and diameter effect on film cooled turbine blade is utmost necessary, which are 
performed in this study. 

2. NUMERICAL METHODS AND COMPUTAIONAL DETAILS  

Rectangular channel with film cooling hole connected to a plenum chamber same as used by Sarkar 
and Ranakoti [8] is taken as computation domain. Cartesian structured grid, coordinate system, 
schematic of computational domain and boundary conditions used in present simulation are 
described in detail in Fig 1 and Fig 2. Upper boundary, at a distance of 10D, is considered as 
inviscid wall which is sufficiently away from the bottom wall. Periodic boundary condition is 
imposed in the span wise direction to mimic a series of holes. All other walls of the computational 
domain are treated with no slip, no flux and "reflect" boundary condition. A turbulent velocity 
profile of thickness (δ) of 3.1 mm is imposed at the main stream inlet with fixed temperature 400K. 
Mist fluid is fed by plenum chamber through the injection hole via cylindrical pipe of 12.7 mm 
diameter D. Length to diameter ratio L/D, pitch and an inclination angle with the free stream are 
taken as 1.75, 3D and 35 degree respectively. Uniform velocity at the secondary inlet for blowing 
ratio (M) = 0.5 and 300K temperature for density ratio (D.R.) =1.2 is applied. Turbulent intensity 
and length scale are set as 0.2% and 0.01m for both main stream and secondary inlet. All the 
parameters of mist investigated here are kept constant except its concentration and diameter, which 
are primary parameters dictating the cooling effectiveness. 

Euler-Lagrange model is used here to deal with the complex transport processes and analyse the 
fluid and thermal phenomena in mist cooling. The Reynolds-averaged Navier–Stokes equations 
with two equation k–e realizable turbulence model, enhanced wall functions and species transport 
equations are solved for the continuous phase flow physics using ANSYS 15. Lagrangian approach 
is used for droplet trajectory tracking in the calculated continuous flow field at specified intervals 
by stepwise integration. Discrete phase model two-way coupling keeps the qualitative account of 
interphase exchange between continuous and discrete phase. Detailed validation of the method has 
already been shown in earlier studies [8, 9]. 

 

             

 

 

FIG 2. Meshing in 3D computational domain [8]FIG 1. Computational Dimensional detail [8]

Page 118 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

3. RESULTS AND DISCUSSIONS 

Trajectory of uniformly distributed 10 micron mist introduced from plenum chamber in coolant 
show the formation of the coolant envelop in Fig 3. Tiny droplets of mist while flowing 
downstream work as heat sink, absorbs the heat in coolant layer and provides increased cooling 
effectiveness. Mist enhances cooling by increasing insulation effect of cooling layer due to 
convective and latent heat absorption by droplets. Increase of droplet velocity is observed due to 
drag force induced by mainstream flow. Mist follows the dominant flow feature of JICF, resulting 
in kidney shaped non-dimensional temperature contour while flowing downstream, Fig 4.  

     

 

 

 
 

Three cases of different mist concentration i.e. no mist, 3%, and 5% have been simulated for 10 
micron diameter and analysed. Fig 5 and 6 depicts the film cooling effectiveness 

 aw CT T T T     on the bottom wall with and without mist. Surface can be effectively protected 

for larger length and wider span with increased values of effectiveness for mist cooling. Droplet 
evaporation and cross flow of hot flue gases downstream the coolant jet take off the coolant from 
surface results in reduced effectiveness far away from coolant hole. Centreline and span averaged 
effectiveness plotted in Fig 7 and 8 are the result of complex flow and heat transfer behaviour of 
mist cooling. Both the span and centreline effectiveness enhance with introduction of mist. Further, 
drag force increases with increase of mist percentage, more droplets being available. When the 
droplets percentage is increased from 3 to 5, effectiveness increases downstream as simply the 
droplets retain their existence. As all droplets evaporate the mist effect gets nullified downstream 
and no further enhancement 0/  is observed ( 0 is the effectiveness with no mist concentration). 
Although, effectiveness increases with mist percentage, but it has a tendency of droplet 
accumulation on surface leading to corrosion.  Therefore, the upper limit of mist concentration need 
to be determined [9]. 

 

Truncation of 

droplet trajectory 

FIG 3. Droplet trajectories along with temperature 
contour overlaid on cross sectional plane for 3% mist 

FIG 4. Non‐dimensional temperature 

contour on X/D =3 locations for 5% 
mist with superimposed velocity vector
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To understand the effect of mist droplet diameter three cases are investigated at 5% mist concentration: 5 
micron, 10 micron and 20 micron. With same amount of mist percentage small diameter mist provides 
larger surface area thus evaporates faster while larger diameter droplets sustain for longer distance and 
effective cooling is provided after travelling some distance. This phenomenon is clearly visible in Fig 6 
and its effect on effectiveness is plotted in Fig 9 and 10. Since major content of mist in case of 5 micron 
diameter, gets evaporated within plenum chamber, it behaves as film cooling with no mist and almost no 
enhancement is observed in Fig 9 and 10. As the size of droplet increased to 10 micron, droplets sustain 
in plenum chamber and major part of evaporation takes place from X/D=2, which results in increased 
slope of enhancement shown in Fig 10. Further increase of diameter to 20 micron is less effective 
initially as convection mode of heat transfer is dominant than latent heat and droplets may escape from 
domain without evaporating as shown in Fig 6, 9 and 10. Thus the mist remains underutilized for larger 

FIG 5. Comparison of adiabatic film cooling 
effectiveness for (a) 0%, (b) 3% and (c) 5% 

FIG 6. Comparison of adiabatic film cooling 
effectiveness for (a) 5, (b) 10 and (c) 20 micron 

FIG 7. Comparison of span averaged effectiveness FIG 8. Comparison of centreline effectiveness

FIG 10. Comparison of centreline effectivenessFIG 9. Comparison of span averaged effectiveness
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mist diameter. This suggests that for the given length of plate there exist an optimum diameter of droplet 
which provides maximum effectiveness as it is 10 micron in this case. 

4. CONCLUSIONS 

Mist film cooling appears very encouraging and maximum increment in centreline effectiveness is 
found to be 1.80 times at X/D=16 for 3% mist and 2.14 times at X/D=25.5 for 5% mist. While 
maximum increment in span-average effectiveness is 1.85 times at X/D=9 for 3% mist and 2 times 
at X/D=15 for 5% mist. There exist an optimum diameter for mist film cooling as it is 10 micron 
here, where latent heat absorption phenomenon dominates the convective cooling. Maximum 
increment in centreline effectiveness is 1.12 times at X/D=0.14 for 5 micron, 3.20 times at X/D=29 
for 10 micron, and 2.0 times at X/D=29 for 20 micron diameter. While maximum increment in span 
average effectiveness is 1.07 times at X/D=0 for 5 micron, 2.79 times at X/D=25 for 10 micron, and 
2.23 times at X/D=12 for 20 micron diameter. Thus the use of 5 micron mist diameter in the given 
condition is not encouraging while 10 micron gives the favourable results. 
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ABSTRACT 

Loss of Coolant Accident (LOCA), followed by failure of emergency core cooling system (ECCS) in 
Indian Pressurised Heavy Water Reactor (I-PHWR) lead to Severe Core Damage Accident (SCDA). 
Due to deteriorating moderator level (heat sink), upper fuel channels in reactor core are exposed to 
rapid temperature ramp, which leads to deformation of channels under its self-weight and weight of 
the fuel bundles. Multi-physics coupled field solver by ANSYS v17.2 is used to investigate 
deformation behaviour of two coolant channels. Coolant channels of Indian PHWR 220MWe reactor 
are considered. Each channel consists of Pressure Tube (PT), which is placed concentrically inside 
Calandria Tube (CT). During high temperature transient, PT and CT undergo thermally induced 
creep. Using available longitudinal creep strain-rate correlations in literature, a subroutine called 
USERCREEP is written, compiled, and then linked to solver. Objective of this study is the evaluation 
of channel transient thermal loading on its displacement (sagging). This study also investigate the 
load transfer from upper channel to the channel below after contact. 

Key Words: SCDA, multiphysics creep, coupled element. 

1. INTRODUCTION 

Indian PHWR 220MWe core consists of 306 horizontal tube channels and each channel consists of 
two concentric tubes of which inner tube is called as PT while outer tube as CT. Twelve fuel bundles 
are placed inside PT along length. Core resides in large cylindrical vessel called Calandria vessel, 
which is submerge with heavy water known as moderator at an atmosphere pressure. Moderator acts 
as a heat sink under an accident condition. The Calandria vessel lies inside a large shield tank named 
as the Calandria vault, which contains large volume of light water. Calandria vault acts as an ultimate 
heat sink under a severe accident condition. Pressurized heavy water coolant flow through PT, which 
takes heat generated from the fuel bundles, during fission reaction. CT is fixed to a Calandria tube 
sheets at both ends and PT is placed concentrically with one end fixed while other end as free in an 
axial direction. Through the annulus of PT-CT, CO2 gas flows, and it acts as a thermal insulator to 
restrict heat transfer to moderator during normal operating condition [1].  Accident scenario typical 
to PHWR is one in which moderator system malfunctioned and there is a loss of ECCS. Availability 
of moderator continuously decreases. This results in reduction of decay heat removal from the 
channel. Such scenario is termed as severe core damage accidents (SCDA) [2]. If this accident 
continues, channels may fail at region of high stress levels or channels detach (termed as channel 
disassembly) and accumulate at bottom of Calandria vessel. These collected channels at the bottom 
of Calandria, thus form a terminal debris bed. 

 Objective of this study is the evaluation of transient thermal loading effect on the structural 
integrity of channels and thus on the transient sagging of channels using multi-physics coupled field 
solver by ANSYS v17.2 [3]. This study also investigate the load transfer from upper channel to the 
channel below after contact. 
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2. MODEL DESCRIPTION 

Schematic diagram [4] of pressure tube and Calandria tube assembly is shown in Figure 1.  
Dimensions as shown in schematics are in mm. A 1/3rd scale is considered for the simulation study.  

 

FIGURE 1 Pressure tube and Calandria tube assembly 

Direct-coupled field element SOLID226 is used to mesh both PT and CT to understand the coupled 
effect of thermal and structural response during deformation. SOLID226 is 3-D 20 nodes hex (Brick) 
element and it can handle geometric non-linearity (large deformation), material non-linearity (creep, 
plasticity etc.), and surface-to-surface contact problems [5]. Figure 2 shows the schematic diagram of 
model used in analysis. Length of each CT corresponds to 1/3rd scale of core length as given in Figure 
1. 

 

FIGURE 2. Schematic of channels 

One end of each PT (z=0mm) is fixed while other end is free to move in axial direction only, but in 
outward direction from its actual position. Free end condition is achieved by tension only spring. Both 
ends of CTs are fixed. Total force due to bundles weight is taken as 190.23 N and applied along length 
and at the bottom of each PT.  

Heat-generation rates, for effective powers of 8kW and 6kW, are applied to upper and lower PT 
respectively as decay heat. Thermal Contact conductance is taken as 8500 W/m2.K [6]. In current 
study, a constant convective heat transfer coefficient of 10 W/m2.K is considered on outer surfaces 
of CTs and emissivity of 0.3 is used to model the radiation to ambient with temperature of 100 °C. 
Outer surfaces of extruded portion of PTs are modelled with constant convective heat transfer 
coefficient of 10 W/m2.K and emissivity of 0.3 is used to model radiation to ambient with temperature 
of 27 °C. Perfect enclosure condition is considered for surface-to-surface radiation heat transfer 
between the outer surface of PT and the inner surface of CT. Solution is initialized with temperatures 
of PTs and CTs as 220 °C and 100 °C respectively. For modelling of longitudinal creep equation [7], 
Usercreep subroutine is coded in FORTRAN language, which is compiled with supported compiler 
and link to solver. Material properties are referenced from MATPRO manual [8].  

3. RESULTS 

Figure 3 to Figure 5 show the average temperature profiles of PT and CT at various distances from 
fixed end. At about 90s, sudden rise in temperature of lower channel is observed. It represents contact 
of upper channel to below channel, which results in heat transfer due to thermal contact conduction. 
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FIGURE 3. Temp. at 900mm FIGURE 4. Temp. at 1200mm 

  
FIGURE 5. Temp. at 1500mm FIGURE 6. Mid-Span vertical displacement 

Figure 6 shows vertical displacement of both channels. Observed vertical displacements of both 
channels are less until 30 s. After 90 s, significant displacements are observed due to creep 
progression. From Figure 7, it is seen that axial displacement of PT is observed to be increasing from 
its start position due to thermal expansion, it reaches a maximum and then suddenly decreases to zero. 
Spring reaction force to keep PTs in its original position is indicated in Figure 8. 

Figure 9 delineates the deflection profile at the end of simulation time (300 s). Load transfer due to 
contact from PT to CT and between channels, are depicted in Figure 10 and Figure 11 respectively. 
It represents the reaction force that is produced by contact elements during interaction.  

  
FIGURE 7. Free end displacement FIGURE 8. Spring reaction force at free ends  
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FIGURE 9. Deflection profile at the simulation end time 

  

FIGURE 10. Contact load transfer from PT to 
CT for each channel 

FIGURE 11. Contact load transfer from upper 
to lower channel 

4. CONCLUSIONS 

Mid-span deflection (sag) increases significantly after the temperatures of the PT and CT reached 
above 700 °C and circumferential temperature variation may have impact on deformation of the PT 
and CT. Load transfer to below channel depends on its temperature. End load on channels is not 
enough for its pulling. From results, it is clear that creep is dominant mechanism for channel 
disassembly progression, and ANSYS solid element model is efficient in prediction of such behaviour 
during postulated accident progression. 
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ABSTRACT
A new spherical discretization (icosahedral geometry) apporach has been adopted to solve the ra-
diative transfer equation (RTE) by finite volume numerical technique. The code for new discretiza-
tion has been developed in OpenFOAM (opensource computational fluid dynamics (CFD) pack-
age) framework which also has conventional finite volume radiative heat transfer solver (fvRTE).
The fvRTE uses spherical coordinates i.e polar, azimuthal like system, to discretize the spheri-
cal space. The 3D radiative solver has been used to test new approach with radiative symmetric
boundary condition in the third direction. The various two-dimensional cases have been verified
with new spherical discretization method and also has been compared with the fvRTE solver of
OpenFOAM. The results reveal that new spherical discretization method produce better results
than the existing solver in OpenFOAM and comparable results with the existing literature for
diffuse radiation cases. The new spherical discretization approach has advantages as it contains
uniform elements unlike conventional discretization method and independent of any coordinate
system.

Key Words: Radiative Transfer Equation (RTE), Spherical Space, Icosahedron Geometry,
Radiative Symmetric Condition

1. INTRODUCTION

In many engineering applications like fire safety equipment, combustion, solar devices, electronic
cooling etc. radiation plays an important role. In order to do accurate analysis of those devices, the
modeling of radiative heat transfer is absolutely necessary [1]. Radiative heat transfer is governed
by an integrodifferential equation [2, 3] whose exact solution is very difficult even in simple situa-
tions. Many numerical techniques like P1 approximation, discrete ordinates method, Monte Carlo
method etc. [4] have been developed to solve RTE numerically, but finite volume method for RTE
(fvRTE) [5, 6, 7] is most applicable and widely used. The fvRTE uses two kinds of discretization
(i) domain discretization similar to CFD solutions (ii) Angular space discretization where angular
space of 4π sr is discretized in small solid angles and RTE is solved on these individual solid
angles for all domain cells. Mostly, spherical coordinates system is used for angular discretization
which gives many numerical issues specially in collimated cases. The new approach for angular
discretization promises to mitigate some of the numerical issues, however, in the present study,
diffuse radiation cases have been validated.

2. RADIATIVE HEAT TRANSFER EQUATION AND BOUNDARY CONDITIONS

In an absorbing and emitting participating medium under thermal equilibrium, the radiation trans-
fer equation is as follow

ζ
∂ I
∂x

+η
∂ I
∂y

+µ
∂ I
∂ z

= κIb−κI (1)

where ζ , η , and µ are the the direction cosines, Ib is black body radiation intensity, I is radiation
intensity and κ(kappa) is absorption coefficient. The first and second term on the right hand side
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FIGURE 1. Icosphere geometry for recursion levels 2,3,4 and 5.(left to right)

of eq. (1) represent the augmentation and attenuation of radiation by emission and absorption,
respectively.

The radiative transfer equation (1) is subjected to the following boundary condition for a diffusely
emitting and reflecting wall

I(rw, ŝ) = εwIb(rw)+
1− εw

π

∫
n̂̂̇s>0

I(rw, ŝ) | n̂.ŝ | dΩ, n̂.ŝ < 0 (2)

The two-dimensional radiation cases have also been solved using the 3D solver with radiative sym-
metric boundary condition in third direction. The detailed description about the solution strategy
for two-dimensional cases have been elaborately described by Kumar and Eswaran [8].

3. SOLUTION PROCEDURE AND ICOSAHEDRON GEOMETRY

The finite volume formulation of RTE is obtained by double integration of RTE eq. (1) over a
control volume and control angle. The set of linear algebraic equations are obtained as

∑
f=all f aces

Im
f A f Dm

f = (κIbP
m−κIm

P )∆V ∆Ω
m (3)

where f is face index and P indicates the cell centroid, Dm
f is the directional weight, which is given

by

Dm
f =

∫
∆Ωm

(ŝm.n̂ f )dΩ (4)

where n̂ f is the outward surface normal of a face f, ŝm is the direction of the radiation and dΩ is the
discrete solid angle attributed to direction m. The directional weight is obtained by constructing
regular solid angles on a sphere of unit radius in spherical coordinate system. However, in this way,
we obtain mixed faces with very small elements at the pole which causes numerical convergence
issue. Instead, we use icosahderon geometry which contain uniform elements for the calculation
of direction weights. The icosahedron geometry is obtained by constructing the vertices using the
golden ratio as

(0,±1,±t), (±1,±t,0) and (±t,0,±1)

where t is golden ratio defined as

t = (1.0+ sqrt(5.0))/2.0

In this way, we obtain 12 vertices and 20 triangular faces on a sphere of unit radius (icosphere)
and this is called recursion level 1. Constructing new vertices between these 12 vertices refines
the faces and recursion level 2 is obtained and this process continues to obtain further recursion
levels. Icospheres obtained from recursion level 2, 3, 4 and 5 are shown in figure (1).
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FIGURE 2. Variation of non-dimensional radiative heat flux on bottom wall for κ = 0.1(left) and
κ = 10(right)

4. VALIDATION CASE STUDIES

Square Enclosure:

This 2-D problem has been previously solved by many researchers [5, 6, 7]. The problem is to
predict wall radiative heat flux for a 2-D square cavity of unit size filled with absorbing/emitting
gas at temperature Th. The walls of enclosure are black and kept at 0K. The domain is discretized
uniformly into 20× 20 number of cells. Both, conventional (OpenFOAM implementation) and
icosahedron spherical discretization have been used. An alternative to conventional angular dis-
cretization (afvDOM) where solid angles are generated with spherical coordinates and 3-D solver
is used for 2-D cases. The results have been compared among these approaches and validated with
the published results of Raithby and Chui [5]. As the problem is symmetric, the results are shown
only for half non-dimensional length.

The comparison results for non-dimensional wall radiative heat flux are shown in figure (2) for
the absorption coefficients κ = 0.1 (left) and κ = 10 (right). The radiative heat flux at the wall
is obtained only due to emission from the gas inside the cavity, since the walls are at 0 K tem-
perature. At the thermal equilibrium, the absorption and emission are the same; it is therefore,
higher wall radiative heat flux is obtained for high absorption coefficient. The wall radiaitve heat
flux results obtained by alternative way of fvDOM, icosphere with recursion level 3 match well
whereas solution by fvDOM and icosphere with recursion level 2 significantly deviate with result
by Raith and Chui[5].

Irregular Quadrilateral Enclosure:

Figure 3(left) shows an irregular quadrilateral enclosure (all dimensions are in meter). Similar to
the square enclosure case, the absorbing-emitting medium is maintained at Tg. The black walls are
kept at 0K.

The non-dimensional radiative heat flux distribution at the bottom wall is shown in figure 3 (right)
for absorption coefficient of 1.0. The various spherical discretization methods have been tested
and the results have been compared. The RTE solution by afvDOM and spherical discretization
by icosphere with recursion level 3 match well with the published result by Chai et al. [7]. The
solution of icosphere discretization with recursion level 2 also devites significantly with the pub-
lished results. The surface area of sphere in the icosphere geometry which recursion level 2 and 3
give 11.66 and 12.33 respectively, whereas exact surface area of sphere is 12.57. Thus, there is an
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FIGURE 3. Quadrilateral enclosure(left); Non-dimensional heat flux along the bottom wall for
κ = 1(right)

FIGURE 4. Curved geometry(left); Heat flux on top wall for κ = 1.0(right)

error of 1.83 % in surface L2 norm area of icosphere of level 3. An error of 7.16 % is increased in
solution with recursion level 2.

Curved Geometry:

Figure 4(left) shows the schematic of a curved geometry. The top wall is located at y = 1.0 m and
the profile of bottom wall is represented according to following equation

y = 1
2

(
tanh(2−3x)− tanh(2)

)
, 0 6 x 6 10/3

The bottom wall is black and maintained at 1000K while the other black walls are kept at 0K. The
cold (0K) medium absorbs and scatters energy isotropically with an absorption coefficient of 1m−1.
The domain is spatially discretized into 40 x 40 number of cells. Conventional and icosahedral
spherical discretization have been used. It is evident from the figure 4(right) that conventional type
of angular discretization is unable to produce the correct solution whereas solution by icosahedral
discretization with recursion level 3 and afvDOM produces comparable result with Chai et al.[7].
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A small difference is observed at the curved section of geometry which may be due to adoption of
different solution approach i.e. block-off method by Chai et al.[7]. The icosphere with recusrion
level 2 is unable to predict the correct wall heat flux received from curvature zone of lower wall.

5. SUMMARY

The summary of the above work are as follows

(i) 3-D radiative solver is used to solve RTE with radiative symmetric boundary condition in the
third direction.

(ii) Icosahedral geometry for spherical discretization is tested for variety of 2-D radiation cases.

(iii) The results by icosahedral discretization with recursion level 3 are in comparison to the
published results.

(iv) Icosphere with recursion level 2 is unable to produce correct result.

(v) Icosphere geometry result for discretization of spherical space is preferred because it can be
generated independently to any coordinate system.
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versitÃă degli Studi di Firenze, Firenze, 2009.

[2] Modest, M.F., Radiative Heat Transfer, Academic Press, San Diego, 2nd edition, 2003.

[3] Siegel, R. and Howell, J.R., Thermal Radiation Heat Transfer, Hemisphere Publishing Cor-
poration, Washington, 3rd edition, 1992.

[4] Pradeep Kumar, "Radiative heat transfer in a participating gray medium and its interaction
with fluid flow", Ph.D. thesis, Department of Mechanical Engineering, Indian Institute of
Technology Kanpur, 2009.

[5] Raithby G.D. and Chui E.H., "A finite-volume method for predicting a radiant heat transfer
in enclosures with participating media", Trans. of the ASME, Journal of Heat Transfer, vol.
112, pp. 415-423, 1990.

[6] Chai J.C., Lee H.S. and Patankar S.V., "Finite volume method for radiation heat transfer",
Journal of Thermophysics and Heat Transfer, vol. 8, pp. 419-425, 1994.

[7] Chai J.C., Parthsarthy G., Lee H.S. and Patankar S.V., "Finite volume radiative heat transfer
procedure for irregular geometries", Journal of Thermophysics and Heat Transfer, vol. 9(3),
pp. 410-415, 1995.

[8] P. Kumar and V. Eswaran, "A Methodology to Solve 2-D and Axisymmetric Radiative Trans-
fer Problems using a General 3-D Solver", Trans. of ASME, Journal of Heat Transfer, vol.
135, pp. 124501-124503, 2013.

Page 130 of 943



 

 

Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

Using Computational Fluid Dynamics for optimizing various configuration of 

tray driers 

A K Babu, V.Antony Aroul Raj 

Easwari Engineering College, Bharathi Salai, Ramapuram, Chennai 600 089, Tamilnadu,  India 

ayya_krish_babu@yahoo.com, antonyaroulraj@gmail.com 

 

G.Kumaresan,  R. Velraj 

 Institute for Energy Studies, Anna University, Sardar Patel Road, Chennai 600 025, Tamilnadu, India 
gkumaresan@annauniv.edu, rvelraj@annauniv.edu 

ABSTRACT 

Tray dryers are most suitable dryers for drying leaves. It is desirable to obtain better air distribution for 
uniform drying in a drier design. Also reduction of pressure drop and increasing the mass transfer rate 
becomes objective of any mass exchanger. For obtaining this objective in the drier design, Computational 
fluid dynamics can be used as a tool for designing and testing various configurations of drier theoretically 
For these objectives, in this work four different geometries of tray dryer for drying Moringa Oleifera were 
conceived and evaluated theoretically for their performance by using ANSYS FLUENT software. The 
pressure drop and output of various configurations are checked, evaluated and presented in this work. The 
best configuration having reduced pressure drop, improved mass transfer and drying efficiency, uniform air 
flow and uniform temperature distribution is also highlighted. This generalized CFD procedure can be used 
for checking the performance of any mass exchanger theoretically.  

                           Key Words: Tray dryer; Moringa Oleifera; CFD; Mass exchanger 

1. INTRODUCTION 

Among the forced convection drying methods, tray dryers are the most suitable dryer used for leaves 
drying. These dryers are easy to fabricate, and cost effective. Non-uniformity in the moisture content of the 
end product is an inherent drawback in applying the tray dryer [1]. In the conventional tray dryers, hot and 
dry air is usually introduced above the first tray (top tray) and passes through the other trays normally. 
Therefore leaves located on the top trays would receive the maximum possible energy and could be over 
dried, while the bottom trays may not receive enough energy to be dried due to increase in drying air relative 
humidity and decrease is air velocity and temperature. Moisture removal rate shows a very strong 
relationship with drying air temperature, velocity and depth of the tray [2, 3]. 

 Controlling all of these parameters experimentally is very tedious and difficult. Although 
computational fluid dynamics (CFD) technique cannot replace physical experiments completely but it can 
significantly reduce the amount of time needed for experimental works [4]. Accuracy of prediction can be 
strongly improved by including some pertinent physical properties of leaves such as porosity, air flow 
resistance, and density of moisture in the study.  The main objectives of this research were, to investigate the 
effect of four different geometries of tray dryer on dryer performance for leaves drying and to compare the 
proposed designs by CFD and to select the best design for having reduced pressure drop, improved mass 
transfer and drying efficiency, uniform air flow and uniform temperature distribution throughout the dryer. 
The dryer tested in this work finds application in transit drying. The leaves can be dried during the 
transportation using waste heat released from transit vehicle. 
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2. CFD ANALYSIS 

In conventional tray dryer the hot dry air is completely introduced at the bottom or top of the drying 
chamber. The drying potential of the hot dry air is gradually diminished as it passes through the upper or 
bottom trays. In order to reduce the issue of non-uniformity in the air flow distribution in configuration (a), a 
new design of tray dryer (Configuration b) was introduced. In this design fresh drying air was introduced 
both to upper and bottom trays to keep the air drying potential high and uniformly distributed within the 
trays. It is believed that this design change would result in more even air flow distribution and more uniform 
moisture removal from all the trays simultaneously in the tray dryer.  

(i) Tray configurations 

 In order to find the most appropriate geometrical shape of tray dryer for achieving more uniform 
distribution of drying air flow inside the dryer, different designs were analyzed using CFD software. It is 
obvious that the geometry of drying chamber (air inlet size, distance between the trays, depth of tray, area of 
the tray) would affect the air flow pattern and moisture removal rate in the drying chamber. Some other 
important dimensions of dryer could be: air exit size and its location, distance of trays from dryer ceiling. 
Information about different designs is summarized in Fig.1 and Table.1. Depth of drying chambers is 
constant and equal to 1 m in all cases. 

(ii) Solver parameters  and Simulation 

Modelling and analysis  of the tray drier is done using ANSYS FLUENT software. The mass, momentum 
and energy conservation result in the continuity equation, Navier–Stokes equation and energy equation, 
respectively (Norton and Sun, 2006). The standard k- model is a semi-empirical model based on model 
transport equations for the turbulent kinetic energy (k) and its dissipation rate ().  To solve the governing 
equations, initial and boundary condition must be defined around the boundary of the system domain). Since 
the equations are highly non-linear, they are not solvable by explicit, closed-form analytical methods. The 
numerical finite volume method as used in ANSYS FLUENT has been used for solving the equations on a 
PC P i5 3.20 GHz with 8.0 GB RAM. All the geometrical configurations were displayed in Fig.1. They were 
used to build up a numerical model based on structured three-dimensional mesh by hexahedral cell.   

Table 1 
Geometrical parameters and dimensions of the dryers investigated. 

Geometrical parameters Design 1 Design 2 Design 3 Design 4 

Air inlet size (m) 

Air outlet size (m) 

Location of outlet 

Distance of tray from dryer ceiling (m) 

0.2 

0.2 

Bottom 

0.2 

0.2 

0.4 

Middle 

0.2 

0.2 

0.4 

Middle 

0.2 

0.2 

0.4 

Middle 

0.2 

            

        (a)                      (b)                                                            (c)       
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                                                                       (d) 

Fig. 1 Various configurations of tray dryer investigated 
 
 In this study various boundary conditions were defined as following: 

 Inlet: inlet velocity of 0.2 m/s and air temperature of 40C, specific humidity Species fraction, 
0.0108 kg/kg of dryer (RH  24.33 % ) were selected. Direction of air flow was normal to the air 
inlet. 

 Outlet: assuming gauge pressure = 0 at the outlet, Fluent extrapolated the required information from 
the interior of drying chamber. 

 Porous media: empirical parameters of pressure drop equation and leaves tray porosity were defined. 
 
To decide about the suitability of the design of the new cabinet dryer, CFD analysis of four proposed plans 
were carried out. The most feasible design can be assessed by comparing the uniformity of air flow 
distribution in the drying chamber as done by many other researchers (Amanlou et al., 2010). On the tray 
dryer design, the configuration shown in the Fig.1 is taken for CFD analysis where the trays are arranged in 
series and the air flows at taking 180º turn after every tray. The configuration (a) is modelled using pre-
processor software as two distinct zones fluid and leaves tray. The moisture generated from the leaves is 
modeled using user defined function in the source term of the leaf tray domain. The air passing over the tray 
absorbs the moisture generated from the leaves and exit moisture content increases. Since the moisture 
generation is a transient process the simulation was carried out by implicit time marching. The exit moisture 
content is tracked at varying time interval and presented. 

For having a common flow and geometric condition, the inlet condition is same for all 
configurations and volume of leaves tray is same for all configurations. Pressure drop (difference in pressure 
at inlet and outlet of mass exchanger) was calculated for all configurations. The velocity and pressure plots 
for the configuration (a) are shown in Fig. 2. Due to turnings in the flow it is observed that the pressure drop 
in configuration (a) is higher. The mass transfer is tracked for a total time of 100 sec with 20 sec time 
interval. It can be clearly seen that the mass transfer in the first tray is more compared to the subsequent 
trays. The mass transfer in the last tray is the least due to smaller concentration gradient between the tray and 
the air. From this analysis it can be concluded that if the trays are aligned in series the mass transfer rate 
decreases along the flow path. Drying process will be completed in tray 1 and 2 much before the last trays 
but the operator has to wait till the last tray gets dried which will be time consuming. Hence it is desirable to 
have lesser number of trays along the flow path. For this objective configuration (b) was suggested where 
there are two inlets and single outlet and only trays are the along the flow path conserving the mass. The exit 
opening is doubled. 

 For the configuration (b) the pressure drop is reduced compared to previous configuration as the 
flow path is divided into two. The mass transfer rate is tracked for a period of 100 sec with 20 sec time 
interval. It is observed that the mass transfer is better in the second configuration but after a long interval of 
time, the moisture gets released by tray 1 and 2 decreases the mass transfer in tray 3. 

Hence it was decided to remove the tray for obtaining uniform drying time and that becomes 
configuration (c). The pressure drop is reduced compared to configuration (a) and (b). The results of 
transient mass transfer plots indicate that mass transfer is uniform for this configuration (Fig 3) 
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   Velocity plot                                   Pressure plot                           Mass fraction of H2O (40 sec) 

                                              

                                                 

 

Mass fraction of H2O (60 sec)       Mass fraction of H2O (80 sec)               Mass fraction of H2O (100 sec)    

 

                                               Fig 2. Configuration.(a) simulation results 

 

   

          (b)                                                               (c)                                                         (d) 

 

Fig. 3. Mass fraction of H2O (40 sec) for configuration (b), (c) & (d) 

 
 Further it was decided to reduce the pressure drop as well as the flow rate for reducing the capacity 
of fan used in mass exchanger. For this purpose instead of turning the flow by 180º it was decided to place 
the trays in series giving configuration (d) where the flow volume is maintained same as configuration (a). 
The pressure drop is made the least by having straight flow condition. It is found that the mass transfer is 
more for configuration (d) with lesser pressure drop (Table 2). Hence it is decided to go for this 
configuration of mass exchanger for transit drying. This methodology can be used as a generalized procedure 
for testing the performance of tray dryer using CFD.  
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Table 2 Pressure drop and mass transfer 

 Configuration.(a) Configuration.(b) Configuration.(c) Configuration.(d) 

Pressure Drop (p), Pa  0.21835 0.06712 0.06202 0.02056 

Moisture Removed, kg/s 2.4991×10
-3

 4.3836×10
-3

 4.3473×10
-3

 3.4566×10
-3

 

 

4. CONCLUSIONS 

 Computational fluid dynamics (CFD) is a very powerful tool for parametric study and optimisation of 
tray dryer analysis for leaves drying.  

 The simulation results of the four different designs of the new cabinet drying chamber were compared 
with each other and the best design with minimum pressure drop, maximum mass transfer, the most 
uniform air temperature and air flow distribution for the drying chamber was chosen. 

 The trays in series improved dryer’s performance. Minimum pressure drop and maximum moisture 
removal were observed with configuration (d). Hence, configuration (d) will  be the best configuration 
for drying of leaves. Also uniform air temperature and velocity distributions are obtained in this 
configuration. 
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ABSTRACT 

We present our work on transporting Newtonian and non-

Newtonian binary fluid system through a microgrooved 

channel by the application of alternating current 

electrothermal (ACET) forces. One fluid is taken as 

conducting layer (bottom) and the other fluid is taken as 

a non-conducting layer (top). The conducting fluid flows 

due to application of the ACET forces whereas the non-

conducting fluid flows due to shear force across the 

interface. An order parameter based approach was used to 

track the interface of the two-layer fluid system via Cahn-

Hilliard-Navier-Stokes equation. The effectiveness by 

which the non-conducting fluid gets transported and the 

necessary conditions which produce maximum 

throughput were investigated. It is found that higher 

effectiveness is achieved for non-conducting layer as 

shear thickening fluid. Highest flow velocities are 

obtained when the conducting fluids are shear thinning. 

With the increase in ACET force number and Joule 

number velocity of the fluids increases. However, the 

highest velocity was obtained when the conducting fluids 

are shear thinning.  

Keywords: Electrothermal, Binary fluid, shear thinning 

1. INTRODUCTION 

In many biomedical practices, it is required to study the 

behavior of two immiscible layers of fluid, in which one 

would be conducting and the other non-conducting. A 

way to actuate such flows for biomedical applications is 

through AC Electrothermal forces. 

When an AC field is applied across electrodes it results in 

Joule heating which manifests itself in an inhomogeneous 

temperature field, this causes local variation of electrical 

permittivity and electrical conductivity [1]. This produces 

local charge densities which tend to move due to Coulomb 

force, thereby helping in exerting a non-zero volume force 

on the fluid [2]. If there is a binary fluid system with the 

bottom one being conducting and the top one being non 

conducting, the movement of the lower fluid generates a 

shear stress for the upper fluid across the interface. Thus 

both conducting and non-conducting fluids are 

transported. 

2. NUMERICAL MODELLING  

 

FIGURE 1.Schematic representation of the system. On 

the floor, electrodes are marked to show their relative 

position with respect to the wall. 

The system analyzed is represented above, it consists of 

two layers of immiscible fluids confined in a micro-
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grooved channel. The y-axis runs along the height of the 

channel ( H ) and the x-axis runs along the length of the 

channel (1.4 H ). The length scales labeled in the figure 

have the following values b = 0.12 H,𝑐1 = 𝑐2 = 0.07 𝐻, e 

= 0.11 H, s = 0.22H, ℎ1 = 0.08 𝐻 and ℎ2 = 0.15 𝐻. Here 

ℎ1represents the depth of V groove and ℎ2 represents the 

depth of U groove. 

The conducting fluid is referred as fluid I, its properties 

having the subscript 1 and non-conducting fluid is 

referred to as fluid II, its properties having the subscript 

2. An AC field is applied externally to the thin film 

electrodes. To simulate conducting and non-conducting 

fluid we have considered the electrical conductivity of 

fluid II to be 1/10th of that of fluid I. Moreover we have 

also ensured that there is no penetration of electric field 

lines across the interface from fluid I to fluid II, this 

ascertains the fact that the non-conducting fluid is 

pumped only via shear forces. We have considered two 

cases involving two layer binary fluid system: Case 1 in 

which the conducting fluid is non-Newtonian, whereas 

the non-conducting fluid is Newtonian and Case 2 in 

which the conducting fluid is Newtonian and non–

conducting fluid is non-Newtonian. 

The phase field formation 

In phase field formulation we would first define an order 

parameter ϕ. In the present study ϕ is based on diffuse 

interface framework. The Ginzburg-Landau free energy 

expression in accordance with the above definition of 

order parameter for a two layer fluid system is[3]: 

 ( )
21

,
2

F f d  


 
= +   

 
  (1) 

The order parameter ϕ is governed by the Cahn Hilliard 

equation which can be found in Ref. [3] 

Potential and Thermal distribution 

According to the phase field model, the electrical 

permittivity (ε) and electrical conductivity (σ) with linear 

variation in temperature for both fluids can be expressed 

as in Ref.[4]. Time averaged electro-thermal force 
EF  can 

be written as [1, 2, 5] 
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Non-dimensionalization 

We have performed our simulation with the help of non 

dimensionalized governing equations where 

dimensionless parameters are:
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Where H  represents the reference height of the channel, 

𝑢0 is the reference velocity, ΔT is the difference of 

maximum temperature in the domain and the reference 

temperature. All reference properties are denoted with a 

subscript "0". 

Model Benchmarking 

The numerical methodology was compared with the 

result of two layer fluid system given in Ref. [6]. We 

have further benchmarked the phase field model used in 

our studies with Gao et al. [6] . Benchmarked results 

show a good agreement with those of Gao et al. [6] . 

3. RESULTS & DISCUSSIONS 

Effect of  Power law index( n ) 

 

FIGURE 2.(a) represents the variation of velocity with 

change in flow behavior index (n) in case 1.(b) depicts 
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variation of velocity with change in flow behavior index 

(n) in case 2. Inset figures represent effectiveness. 

 

It is known from power law that if we increase flow 

behavior index for the same electric potential the velocity 

would decrease. This is seen in case 1 for the velocities of 

conducting non-Newtonian fluid. The increase in flow 

behavior index also increases the effective shear rate; it 

becomes difficult to move the conducting fluid, which 

results in a decrease in effectiveness. 

In case 2 with increase in flow behavior index in non- 

Newtonian top layer fluid there is an increase in shear 

rate. For a Newtonian fluid, the power law takes the form 

of Newton's law of viscosity. The flow behavior index of 

a Newtonian fluid is constant. So it transfers the same 

shear force through the interface across all the values of 

n. This implies that it progressively becomes difficult for 

the shear force to move the non-Newtonian fluid which is 

becoming from shear thinning to shear thickening. 

A net increase in velocities is observed in case 2 for 

conducting Newtonian fluid, as there is less resistance 

from the non-Newtonian to the Newtonian fluid, but this 

resistance increases as the fluid become more and more 

shear thickening thereby decreasing the velocity of the 

bottom layer fluid. 
2u  of both cases is less than its 

respective 
1u  because ACET force gets concentrated near 

the electrodes where there is a high electric field. This 

results in higher velocity increase for the conducting 

fluid. The non-conducting layer gets only the momentum 

exchange across the interface hence its velocity does not 

increase as much as the bottom layer fluid. The maximum 

velocity of case 1 is higher than that of case 2.This can be 

attributed to the fact that with an increase in effective 

viscosity in shear thinning fluids the rate of shear 

deformation decreases whereas when the fluid becomes 

shear thickening its shear rate increases. 

 

Effect of ACET number (  ) 

 

FIGURE 3.(a) represents the variation of velocity with 

ACET force number (ζ) in case 1. 

In case 1 the conducting fluid is non-Newtonian which 

implies as we increase ACET number the shear rate 

increases, which means that it requires less force to 

undergo shear deformation for n = 0.7 (n refers to power 

law index). It progressively becomes easier to move n = 

0.7 fluid with increasing ACET force as it is a shear 

thinning fluid, leading to a very high increase in its 

velocities. In this situation no matter how much force we 

apply, only negligible amount of it is able to transfer 

across the interface. This is because the conducting fluid 

is getting sheared so quickly that it is not able to transfer 

its momentum across the interface. This leads to a low 

non-conducting fluid velocity. For n = 1.3 it progressively 

becomes more difficult to flow with increasing ACET 

force as it is a shear thickening fluid, leading to low 

velocities. As it is not flowing very rapidly it has enough 

time to transfer momentum across the interface more 

effectively. This leads to a less disparate velocities for 
2u  

when compared with n = 0.7

FIGURE 3.(b) ζ vs effectiveness for both cases n = 1.3 

case 1 and case 2 and n = 0.7 case 1 and case 2. The 
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difference between the two velocities keeps on increasing 

leading to saturation point in this graph. 

With the increase in ACET number, the effectiveness of 

n = 0.7 case 1 reduces whereas that for n = 1.3 case 1 

increases. For 0.7 the velocity of conducting fluid was far 

higher than the velocity of non-conducting fluid due to the 

ineffective transfer of momentum. This leads to decrease 

in effectiveness. For 1.3 the velocity of the non-

conducting fluid is comparatively much closer to the 

velocity of conducting fluid. This leads to an increase in 

effectiveness. 

Effect of Joule Number ( J ) 

The relation between non-dimensional number J  with 

dimensional terms is defined as the rate at which heat is 

produced to the rate at which heat is being conducted 

across the fluid domain. The velocities of both layers 

increase with an increase in Joule number. This happens 

because Joule heating produces steeper temperature 

gradient which is responsible for generating ACET 

forces. ACET forces are directly responsible for 

increasing the velocity of the flow. 

 

FIGURE 4. shows the effectiveness of velocity with 

respect to Joule number for n = 0.7 case 1, n = 0.7 case 2, 

n = 1.3 case 1 and n = 1.3 case 2. All the four curves 

approach saturation point because the disparity between 

the velocities keeps on increasing. 

The effectiveness of n = 0.7 decreases whereas for n = 1.3 

it increases. This happens because of the ineffectiveness 

in transferring momentum by a shear thinning fluid as 

compared to the shear thickening fluid, origins of which 

is the same as stated in the previous paragraphs regarding 

ACET forces. The shear thickening fluid has a better 

ability to transfer shear force amongst its layer as 

compared to shear thinning fluid although some 

individual layers of shear thinning fluid would have 

higher velocity. 

4. CONCLUSION 

In this paper, we have come across various ways in which 

we can improve the flow of binary fluid systems in a 

micro-channel using AC electrothermal forces. These 

systems reveal that treating the non-conducting fluid as 

non-Newtonian has better effectiveness for a shear 

thickening fluid. Various non-dimensional parameters 

were studied to reveal the exact conditions required for 

maximum throughput of these fluid systems through a 

micro channel. It was found that flow rate depends also 

on the viscous forces. The flow rate increases with 

increase in electrothermal forces or rate of heat 

generation. We believe that the inferences drawn from 

this paper would contribute in designing efficient ACET 

hybrid pumps which deal with Newtonian and non-

Newtonian binary fluid systems in the field of 

biotechnology. 
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ABSTRACT 
In this present study, numerical analysis of inclined jet impingement was carried out on an isothermal 

cylinder. A steady state, incompressible, turbulence, three-dimensional model was analyzed with air as 

working fluid. The distance from nozzle exit to the surface of the heated cylinder is, 7.5 times of the jet 

diameter. The analysis was done with Red = 38,000 using the RNG k-ε, Realizable k-ε, k- ω SST and v2-f 

turbulence models. The Red= 38000 was selected for simulation because experimental results are available 

only for Red= 38000. The local Nusselt number along with the axis and the circumference was compared 

with the experimental results of Tawfek [14]. RNG k-ε turbulence model predicted the nature of the local 

Nusselt number curve better than other turbulence models. 

Key Words: Inclined Air jet impingement, heat transfer, turbulence 

1. INTRODUCTION 
Jet Impingement is a technique by which a large amount of heat can be transferred due to a high local heat 

transfer coefficient between the target surface and working fluid. At present, there are a lot of applications 

of jet impingement such as cooling of the workpiece in the manufacturing industry, turbine blades in the 

power plants and electronic components. There are many experiments conducted on jet impingement 

cooling on different impinging surfaces such as flat plate and curved surfaces by many researchers.  

Jambunathan et al. [1], Hrycak [2], Livingood et al. [3] carried out many studies of the heat transfer along 

the axis and circumference of the cylinder and established the correlations of the local Nusselt number and 

average Nusselt number. Singh et al. [4], Mohanty et al. [5], Huang et al. [6], Katti et al. [7], and Baughn et 

al. [8] has conducted many experimental and numerical studies for the round air jet impingement over an 

impinging surface, maintained at constant heat flux. From all of these studies, it can be inferred that heat 

transfer rate in Jet Impingement depends on many factors such as the diameter of Jet, Reynolds number, the 

angle of impingement and distance between the nozzle and impinging surface. 

Gori et al. [9] conducted experiments using the slot air jet impingement for cooling of the cylinder, for 

Reynolds number (ReS) ranging from 4000 to 20000, were ReS was calculated based on the cylinder 

diameter. The diameter of impinging cylinder, D, and slot jet width, S, was 10 mm and 5 mm, respectively. 

They conducted studies for the different nozzle to surface spacing, h, in the range of 2 to 10. Based on the 

investigations, they have generated a correlation for local Nusselt Number as a function of impingement 

angle, h/S ratio, and Reynolds number.  

Zuckerman et al. [10] investigated cooling of cylinder numerically, with a different number of slot jet 

nozzles, varying from 2 to 8, mounted circumferentially above the cylinder. The Reynolds number was 

ranging from 5000 to 80000 and the diameter of target cylinder was 5 to 10 times of nozzle hydraulic 

diameter. A correlation was developed between average Nusselt number, the ratio of the nozzle width to 

target diameter, number of nozzles, Reynolds number and Prandtl number. 

Sparrow et al. [11] conducted experiments for cooling of cylinders with circular jet impingement for mass 

transfer using naphthalene sublimation technique. The range of Reynolds number was from 4000 to 25000 

and Reynolds number was based on the diameter of the jet. They conducted various experiments for the 

different nozzle to surface spacing, h, varying from 5 to 15 times of jet diameter. They have found out 

relations of Sherwood number and Nusselt numbers based on the analogy of heat and mass transfer for 

stagnation point. 

Singh et al. [12] investigated experimentally and numerically round jet impingement on circular cylinder 

maintained at constant heat flux. They have conducted experiments for a range of Reynolds number from 
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10000 to 25000, different nozzle to surface spacing, h, varying from 4 to 16 times of jet diameter and 

various nozzle diameter to cylinder diameter ratio, d/D, varying from 0.11 to 0.25. They concluded that 

while h/d ratio decreases, the Nusselt number at stagnation point increases, up to a certain value of d/D = 

0.1 in the axial direction of the cylinder. 

Tawfek [14] experimentally analyzed the round jet impingement normal to circular cylinder maintained at 

constant temperature condition. He conducted many experiments for a range of Reynolds number from 

3800 to 40000 and different nozzle to surface spacing, h, varying from 7 to 30 times of jet diameter. He 

also varied the ratio of the nozzle to cylinder diameter (d/D) from 0.06 to 0.14. He concluded that while 

increasing the axial distance from stagnation point the heat transfer rate is decreasing. From the 

experimental data, he developed correlations between the average Nusselt number and maximum Nusselt 

number. Tawfek [13] conducted experiments varying the inclination angle of the nozzle 30 to 90o and other 

parameters were similar to Tawfek [14]. 

Although many types of research have been conducted on round jet impingement on cylindrical surfaces, 

analysis of inclined jet on a cylindrical surface is rare. 

2. PROBLEM DESCRIPTION AND COMPUTATIONAL DOMAIN 
In the present study, the jet diameter and the target cylinder diameter were 7 mm and 54 mm respectively. 

The inclination angle of air jet from the cylinder surface was taken as 90° and 75°. The nozzle to surface 

spacing (h) was 7.5d and Red= 38000. The Red= 38000 was selected for simulation because experimental 

results are available only for Red= 38000. The cylinder surface was maintained at 308 k. The computational 

domain of the problem is as shown in Fig. 1(a) and (b) 

 

 

The correlations of Reynolds number and Nusselt number used in the study are given as- 
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3. MATHEMATICAL FORMULATION 
In this present study, a three dimensional, incompressible, steady state and turbulent flow was 

considered. The flow was formulated with Reynolds time averaged continuity, momentum and energy 

equations, as follows. 

0=
∂

∂

i

i

x

u
 












−














∂

∂
+

∂

∂

∂

∂
+

∂

∂
−=

∂

∂ ''

ji

i

j

j

i

jij

i

j uu
x

u

x

u

xx

P

x

u
u ρµρ  

Nozzle inclination 

 α = 90o 

Heated 

cylinder 

Inclined nozzle, 

 α = 75o 

Symmetric 

plane XY 

Symmetric 

plane YZ 

Symmetric 

plane XY 

Figure 1(a) Perpendicular nozzle, α = 90° Figure 1(b) Inclined nozzle, α = 75° 

Page 141 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

 
 

 

3.1 SOLUTION METHODOLOGY 

Commercial software package ANSYS ICEM-CFD was used to create geometry, blocking and meshing 

while ANSYS Fluent software was used for solving the continuity, momentum, energy and turbulence 

equations. The turbulence models, RNG k-ε, Realizable k-ε, k-ω SST and v2-f were used in this analysis, in 

order to find out the best-suited turbulence model for this problem. To solve the pressure and velocity 

couplings SIMPLE algorithm was used. The boundary conditions are summarized in Table .1  

Table.1 Boundary Conditions 

Boundary 

Name 

Inlet Heated Cylinder Symmetry All Open Domains 

Boundary 

Condition 

Uniform velocity 

distribution at 300 k with  

5 % turbulent intensity 

Isothermally Heated 

Cylinder at 308 k with no 

Slip Condition at the 

cylinder  

Symmetry  Pressure inlet and Pressure 

outlet boundary condition 

at 300 k 

 

3.2 GRID INDEPENDENCE STUDY 
Grid Independence tests were carried out for both problems, at different nozzle inclinations. Four different 

grids for α = 90°, consists of 1.6 × 105, 3.3 × 105,6.2 × 105, 10.7 × 105 cells each and three different grids 

for α = 75°, consists of 3.6 × 105, 6.2× 105, 9.7× 105 cells each. The grid independence test results for both 

cases are shown in fig. 2. For α = 90°, a grid with cells 6.2 × 105 and for α = 75°, a grid with cells 6.2 × 105 

were selected for other simulations. The smallest mesh was not selected for other simulations because it is 

showing small fluctuation near the stagnation point in fig. 2(a). 

 

  

 

 

 

 

 

 

 

 

Figure 2 The local Nusselt number distribution along the axis of the heated cylinder (a) for α = 90° (b) for α 

= 75° 

4. RESULTS AND DISCUSSIONS 
In the present study, the numerical results of h/d = 7.5 for Red = 38000 were verified with the experimental 

data [13] using different turbulence models. As shown in figure 3(a) k-ω SST turbulence model gives the 
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maximum local Nusselt number value (NuX = 2029) at the stagnation point as compared to other turbulence 

models. The v2-f turbulence model predicts the lower stagnation point Nusselt number value (NuX = 1555) 

than both RNG k-ε (NuX = 1577) and Realizable k-ε (NuX = 1635) turbulence models. The circumferential 

distribution of local Nusselt number is shown in fig.3 (b). The v2-f turbulence model shows a secondary 

peak near the stagnation point.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 The local Nusselt number distribution along (a) the axis of the cylinder and (b) circumference of 

the heated cylinder at α = 90° respectively. 

As shown in figure 4(a) the stagnation point obtained from the simulation results has shifted towards the 

forward side from the impinging point. Hence as the impinging angle of the jet reduces, the stagnation point 

shifts towards the forward side of the impingement point. The v2-f turbulence model predicts the result 

similar to both RNG k-ε and Realizable k-ε turbulence models. The variation of the Nusselt number along 

the circumference of the cylinder is as shown in figure 4(b). 
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Figure 4 The local Nusselt number distribution along (a) the axis of the cylinder and (b) circumference of 

the heated cylinder at α = 75° respectively. 
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D – Diameter of cylinder (m) 

d – Diameter of nozzle exit (m) 

α – Inclination angle of nozzle from cylinder surface (degree) 

u – Average velocity of jet (m/s) 

ν  - Kinetic viscosity of fluid (m2/s) 

h – Distance between nozzle exit to cylinder surface (m) 

Tw – Temperature of the cylinder wall (k) 

 

Tjet – Temperature of the jet (k) 

Kf – Thermal conductivity of fluid (w/m-k)  

K – Turbulent kinetic energy (m2/s2) 

ε – Turbulent dissipation rate (m2/s3)  

ω – Specific dissipation rate (1/s) 

V2 – Velocity variance scale (m2/s2) 

f – Elliptic relaxation function (1/s)  

 

In the presented results the Nusselt number value at stagnation point is overpredicted by all turbulence 

models. For a jet impingement heat transfer, stagnation point Nusselt number is of primary interest. The % 

increase of the numerical stagnation Nusselt number is around 200 % from the experimental value. The 

same increase in the % deviation of the numerical stagnation Nusselt number from the experimental value 

is observed by Singh et al. [4]. The % increase of the predicted numerical stagnation Nusselt number from 

the experimental value is minimum for RNG k-ε turbulence model as compared to the other turbulence 

model. The distribution of the numerical local Nusselt number remains almost the same for all the 

turbulence models. Hence, the RNG k-ε model works very well as compared to the other turbulence 

models. It is also observed by Singh et al. [4] that the RNG k-ε turbulence model works better as compared 

to the other turbulence models for a round jet impingement on a circular cylinder. 

5. CONCLUSION 
In this study, the results achieved from the numerical study of different nozzle inclinations on the circular 

isothermally heated cylinder are presented. RNG k-ε turbulence model gives satisfactory results as 

compare to other turbulence models. In the inclined nozzle α = 75°, the stagnation point was slightly 

moved far away from the impinging point compared to the stagnation point of the normally inclined nozzle. 
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ABSTRACT 

In this paper, we have simulated the turbulent flow over a square cylinder using a novel CFD 

modeling technique, Partially Averaged Navier-Stokes (PANS) [1], the method that bridges RANS 

with DNS. All normal stresses and Reynolds stresses have been calculated at various locations from 

the cylinder. It has been shown that this method is capable of capturing the properties of highly 

unsteady turbulent flows and gives better results than RANS. The PANS results are compared with 

our simulated RANS results and available experimental results [2] which are good in agreement. 

The simulation has been performed in 48 parallel processor. 

Key Words: Turbulence Modelling, PANS, RANS, Open FOAM. 

1. INTRODUCTION 

Turbulent flow over a square cylinder is one of the benchmark problems in fluid dynamics. Several 

attempts have been made to solve these problems using RANS, LES, and DNS etc. which are 

reported in literatures [7, 8, and 9] but till now, the solution of this problem in Open FOAM [6] by 

Partially Average Navier-Stokes (PANS) hasn’t been reported yet. So, we made an attempt to do 

this in this paper.  

2. MATHEMATICAL MODELLING  

The starting point of developing PANS model is the incompressible Navier-Stokes equations and 

continuity equation. Gravitational effects are neglected here. Let V and p represent the full velocity 

and pressure fields [1, 3, and 5]: 

                                                                                               (1) 

 

                                                             (2) 

This work focuses on a fixed level of scale resolution. Let, < > represent a generalized 

homogeneous filter which is fixed in space/time. Let U be the filtered velocity and  be the sub-

filter component:             

                                                       (3)    

                                                           (4)      

Then, it can be shown that the resolved field is governed by the below equations [4]: 

                                          (5)  

                                                           (6)     

Wherein  is the sub-filter stress as a physical expression or generalized central second moment as 

a mathematical expression. Eq. 5 is unclosed due to the presence of the sub-filter stress 

term . It is assumed that the Boussinesq constitutive relation is applicable to PANS: 

Sub-filter stress closure modeling: 
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                                       (7) 

                                                                                               (8)  

Here, ,  and  are the unresolved kinetic energy, turbulence frequency and viscosity, 

respectfully. Besides, the closure of  and  is accomplished with a PANS  model that 

is derived from a parent RANS  model: 

                                 (9) 

 

                           (10) 

Where the production of is unresolved turbulent kinetic energy, and can be expressed as 

                   (11) 

 

Model coefficients are defined as: 

                                                                         (12)   

                                                                                         (13)    

                                                                                        (14)  

Moreover, the values of the RANS closure coefficients are:  

, , , . One of the critical steep in PANS is the 

quantification of resolution in terms of filter width. Girimaji pointed out that the magnitude of 

unresolved to total kinetic energy (fK ) and unresolved to total dissipation (fϵ ) can best represent the 

extent of the filtered region relative to the modelled one : fk = Ku /K  & fω = ωu/ω. In most practical 

applications, it is reasonable to assume that all the dissipation occurs in the modeled scales (fϵ =1). 

Accordingly, fω=1/fk.  
 

Settings Choice 

Simulation Type 3D Unsteady 

Solver Transient Incompressible (pisoFoam) 

Temporal Discretization Backward(2
nd

 order accurate) 

Spatial Discretization Bounded central- differencing 

Pressure-Velocity Coupling PISO 

Turbulence Model PANS K-ω 

TABLE1. Simulation set up in Open FOAM for the flow over square cylinder. 

Computational Domain 

  

Fig.1: Meshing of computational domain 
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3. RESULTS & DISCUSSIONS 

Non-dimensional stream-wise Mean Velocity (U_Mean/U) vs. Y/D: 

        

     X/D=1                           X/D=2.5                           X/D=4 

Non-dimensional wall Normal Velocity (V_Mean/U) vs. Y/D: 

        

      X/D=1                           X/D=2.5                             X/D=4 

Non-dimensional Stream-wise normal stress (<uu>/U2) vs. Y/D: 

      

      X/D=1                            X/D=2.5                          X/D=4 

Non-dimensional Reynolds Stresses (<uv>/U2) vs. Y/D: 

            

      X/D=1                              X/D=2.5                         X/D=4 
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Non-dimensional wall normal turbulent stress (<vv>/U2) vs. Y/D: 

            

          X/D=1                                 X/D=2.5                          X/D=4 

Non-dimensional Turbulent Energy Spectra (TKE) vs. shedding frequency: 

         

          X/D=1                                   X/D=2.5                               X/D=4 

As one can see from the above results , the mean stream-wise velocity (U_mean), wall-

normal mean velocity (V_mean) have been calculated and normali sed by free stream 

velocity (U), the stream wise turbulent mean stress (<uu>), wall normal mean stress (<vv>), 

Reynolds stress (<uv>) have been calculed and normalised by suitable scales (U2) and ploted in X-

axis against non-dimensional Y-axis as Y/D. The results obtained by PANS, and RANS have 

been compared with the experimental data by Lyn et. al [2] which are in good agreement.  The 

turbulent Kinetic Energy (TKE) spectrum have been obtained for three stream-wise point which are 

obeying the available LES data [10]. 

4. CONCLUSIONS 

The mean velocity and turbulent stresses improve substantially with decreasing fk. PANS is capable 

of capturing 3D complex flow generated in the wake of the cylinder. The higher the physical 

resolution, the more scales will be liberated and resolved; consequently the prediction of the flow 

behaviour improves, provided that the grid resolution can afford the implemented physical 

resolution. 
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ABSTRACT 

In this paper, we tried to attempt to solve three dimensional unsteady turbulent channel flows in 

open Foam software using Reynolds Average Navier-Stokes (RANS) model. We have simulated 

the flow through 4X2X2 channel at frictional Reynolds Number ( *Re ) of 590 with six precessions 

in 48 parallel processor in work station. K-ω model has been used with 50,000 time steps with each 

of the time stepping of 0.3. Critical care has also been given for maintaining courant Number in 

between 0.4-0.5 for stability and convergence of the numerical solution. The velocity profile, 

several normal stress and Reynolds stresses variations with respect to wall have been shown, 

turbulence energy production, dissipation, their ratios have been compared, individual behaviour of 

viscous stress, Reynolds stresses and  their contribution to total stress have been computed. All 

computations have been done by high performance parrallel computation (HPC) on 64 processor 

super computer. 
 

Key Words: Channel Flow, Turbulence modelling, RANS, Open-FOAM 

1. INTRODUCTION 

Turbulent Channel Flows are very common in every industry and it is one of the benchmark 

problems in fluid dynamics. Lots of efforts have been made to solve this problem, some of these 

efforts can be found out in [1, 2, 3, and 4]. But no one reported the solution of this benchmark 

problem in any of the open source software. So, We attempt to solve this problem in open FOAM as 

open source software are getting popular day by day and anyone can use these free of cost. 

2. MATHEMATICAL FORMULATION 

Let us consider any quantity with bar in head is instantaneous quantity, the upper case letter denotes 

it’s mean value whereas it’s lower case value signifies the fluctuating quantity.  Now writing all 

conservation equations in terms of instantaneous quantities, 

Conservation of mass: 0
i

i

du

dx
                             (1) 

Conservation of Momentum: 

[ ]
i i ij

j

i j i j

u u p T
u

x x x x

   

   
   

                               (2) 

Now, any Instantaneous quantity can be decomposing into its mean value and fluctuating value. 

This is known as Reynolds decomposition theorem. 

i i iu U u   ,    p P p   ,         ij ij ijT T         (3)                                                             

Now, putting the above equations (3) into (1) & (2) and taking Average (< >) of the new equations, 
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Now, the average of any individual fluctuating quantity is zero, i.e. iu  =0 hence the mean equation 

satisfies the conservation equation, so the final form of the momentum equation will be, 

[ ] ( )
i

j ij i j

i j i j

U U P
U T u u

x x x x
 
   

      
   

 

The above equation is called Reynolds Average Navier Stokes (RANS) equation. The last term in 

the bracket in the right hand side is known as Reynolds stress which needs to be modelled. 

Reynolds stresses can be modelled using eddy viscosity model, in which k-ω equations are solved 

to obtain the turbulent eddy viscosity ( T ). 

i
i j T

j

U
u u

x
 


  


, T = turbulent kinematic viscosity. 

T
k
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ij ijS S
 

 

  
  

 

, So, it is clear that to evaluate T , we need to solve 

k equation and  equation simultaneously which are given as, 

i
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Apart from k, ω, rest of the model coefficients [5] are evaluated as given below, 
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, ij = Kronecker delta=1 only for diagonal elements. 
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Solver PISOFOAMChannel590 

Total Time Steps 50,000 

Each Time Step 0.3 

Turbulence Model K-ω 

Transport Model Newtonian 

Reference kinematic viscosity 1e-05 

Time Discretization Backward Euler 

Gradient of Pressure Gauss Linear 

Divergence of Velocity Gauss Linear 

Divergence of Kinetic Energy Gauss Limited Linear1 
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Divergence of Vorticity Gauss Limited Linear1 

Divergence of Kinematic viscosity Gauss Limited Linear1 

Laplacian Evolution scheme Gauss Linear Corrected 

Interpolation Scheme Linear 

 

TABLE 1. Details of solver specification in Open FOAM 

Boundary Conditions: The wall boundary conditions are imposed on top and bottom wall, cyclic 

boundary conditions are imposed on the other boundaries. 

3. RESULTS 

                                   

FIGURE 1. Velocity Vs.Y+ in linear scale                           FIGURE 2. Velocity Vs.Y+ in Log scale 

                                  

FIGURE 3. Contribution of Stresses                                FIGURE 4. Average Mean Velocity Vs. Y+ 

                  To total stress Vs. Y+   

 

                                  

FIGURE 5. Reynolds Stress vs. y/δ                                  FIGURE 6. Viscous Stress vs. y/δ 
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FIGURE 7. Production/Dissipation vs. Y+                    FIGURE 8. Production, Dissipation vs. Y+ 

                                  

FIGURE 9. TKE, Stresses vs. Y+                                      FIGURE 10. Vorticity vs. Y+ 

FIGURE 1& 2 depict the normalised stream-wise velocity profile with respect to (w.r.t) wall units 

so it is very evident from the figures that the law of wall is satisfied upto wall units (Y+) between 

10 to 12 which is viscous sublayer region, then it follows the log law after wall units (Y+) of 30 

which is known as log-layer and the region in between 12-30 of Y+ is known as buffer layer.  

FIGURE 3, 5, 6 shows that, shows that in near wall region, the viscous stress is maximum due the 

presence of wall and the conjugate effect of kinematic viscosity and no slip boundary conditions 

due to which the Reynolds stress is eventually dried out. But as one  move further from the wall, the 

effect of  wall is getting weak hence the continuous decay of viscous effect and continuous increase 

of Reynolds stress is observed up to the central line where the total stress which is the conjugate 

effect of viscous and Reynolds stress is getting constant. In the FIGURE 7, 8, the turbulent 

production is exactly equal to dessipation in  the viscous sublayer zone, i.e. the turbulent energy is 

purely dissipated into smaller to smallest eddies due to the kinematic viscosity then the rate of 

production is getting dried out after some distance from the wall and becomes constant. In FIGURE 

9, the turbulent kinetic energy (TKE), Reynolds stress (<uv>), streamwise stress (<uu>), wall 

normal stress (<vv>), spanwise stress (<ww>) have been ploted where we can observed that all 

peaks come near the wall, hence turbulence is near wall phenomena. And as RANS couldn’t capture 

the near wall zone physics accurately so there are slight mismatches in results upto Y+=12 then they 

are in good agreement with DNS results. In FIGURE 10, all vorticity components are ploted and   

compared with existing results which show that our results are in good match with existing results 

apart from near wall zone as RANS couldn’t resolved eddies but as the Reynolds number is not so 

high, so all other results are agreeing with DNS in the flow field apart from near wall zone, 

interestingly vorticity peaks again are in near wall zone due to high strain rate caused by combined 

effect of viscosity and inertia then they are getting faded out w.r.t the wall unit. 
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4. CONCLUSIONS 

In this paper, we investigate the Law of Wall, Logarithmic Law, the contribution of viscous stress 

and Reynolds stress to the total stress. We investigate the ratio of production to dissipation 

variations and their individual variation, variation of TKE, several turbulent stresses and vorticity 

components are examined. All of these variations have been plotted with respect to wall units (Y+) 

or sometimes with respect to y/δ, where δ is the half width of the channel. All the computed data 

have been compared with the available data in literature and these comparisons show that our 

computed data are in quite good agreement with the reported data in literature in all over the flow 

domain except in the near wall region. This mismatch is due to the fact that RANS only models the 

mean flow and couldn’t resolve any of the eddies, so it couldn’t capture the rapid formation of 

eddies or their destruction or the wake region where the turbulent length scales are very low, i.e. 

near wall region (up to Y+=20), after that the results are in good match with DNS results [2]. So, It 

also get verified that researchers can proceed with open source software for solving these kind of 

engineering problems as these software are free and anyone can access from anywhere and they 

don’t need license. 
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ABSTRACT

Epilepsy is most common neurological disorder that affects people of all ages and around 30% of
the patients do not recover because of existing treatment like medication therapy and surgery. Due
to imprudent neuronal activities, excessive heat is observed at epileptic focus and to cool this focal
cerebral cooling system is used. Our aim of this study is to enhance the existing design of focal
cerebral cooling system by adding constructional structures there by creating micro gaps throughout
the cooling device.  In this study computational model is developed to perform transient analysis on
flow hydrodynamics and heat transfer using commercial package ANSYS FLUENT 15.0. 

Key Words: Epilepsy, Seizure, Focal cerebral Cooling, Epileptic Focus.

1. INTRODUCTION

Recent findings report that out of 40 million patients suffering from epilepsy 30% of them do not
recover  from the  existing  treatment  in  which  some  patients  risk  to  premature  death  due  to
intensive  chronic  epilepsy.  However,  existing  passive  therapy  like  drug  intake  and  surgical
treatments do not make patients seizure free [1, 2]. Fujii et al. [3] proposed a concept of Focal
brain cooling device which is used to get seizure free. Yang and Rothman [4] concluded that the
surface tepreature of brain should lie between 10-20°C and this limit depends upon epileptic
focus location. Oku et al. [5] concluded that due to contact between implanted cooling devices
with brain surface no after effect was reported. They also reported that focal brain cooling have a
withholding effect on electric discharges form due to epilepsy. Peltier device [6] is also a new
approach for brain focal cooling but it takes a lot of space for its operation for placing instrument
like pump, heat sinks, battery and power management which may result in unwearable cooling
devices for patients. 

So,  our  main aim of  this  study is  focused on optimum design of  implantable  focal  cerebral
cooling device and contact surface temperature analysis so that a patient can wear this cooling
device with ease. The current article employs the experimental details of Inoue et al. [7] as the
base case and further design modifications been introduced to examine the flow hydrodynamics
in the seizure implant.

2. PROBLEM CONSIDERED

Since in the base case the inlet and outlet of the device are parallel present near the side walls, so
as fluid enters through the inlet of the device, it gets circulated only through the side walls because
of continuous motion and picking heat only from sides of the heat exchanger and so central zone
of the heat  exchanger  is  left  with the  high temperature  shown in Figure 1(a).  Further,  during
simulation  it  is  noticed  that  the  fluid  which  is  coming  from  outlet  brings  some  of  the  low
temperature  inlet  fluid  results  in  ineffective  heat  transfer  shown  in  Figure  1(b).  Figure  1(c)
demonstrates the majority of the fluid interacting on the top wall of the heat sink which is seen
throughout the simulated duration developing the region near to inlet temperature. Due to this the
top  surface  of  the  heat  sink  experiences  maximum  cooling  but  neighboring  zones  remains
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unaffected due to less contact between fluid and reduced velocity at far end zone of heat sink.
Also,  more  irreversible  losses  are  occurring  inside  cooling  device  results  in  decrease  of
effectiveness of cooling device. 

3. NUMERICAL METHODOLOGY

A laminar forced convection in a rectangular microchannel is considered for the present study by
using  commercial  CFD  software  ANSYS  FLUENT  15.0.  The  schematic  diagram  of  the
computational base model and modified domains are shown in Figure 2(a) and Figure 2 (b) to (d).
The computational model comprises two domains namely fluid and solid that corresponds to Saline
water and Titanium plate. The model involves conjugate heat transfer and hence, momentum and
energy  equations  are  solved  under  transient  condition.  The  governing  equations  are  presented
below.

0. u

   Tuupuu
t

u














 ..

   . . ; i
ij

j

u
uh k T

x
   

� ��
  � � � � �

�� �� �
The fluid is considered as single phase, incompressible laminar without viscous dissipation of energy.
Laminar fully developed flow and uniform zero pressure is assumed at the outlet. 

FIGURE 1. Temperature contour in Base model. (a) Temperature of heat sink along the length (b)
Inlet and outlet temperature of Base model (c) Temperature contour of inlet interaction with top wall

(d) Ellipse structure, (e) Diamond structure and (f) Validation plot.
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FIGURE 2. Computational domains of various heat sinks. (a) Base model, (b) Ellipse structures, (c)
Diamond structure and (d) Mixed structure

3. RESULTS

The temperature distribution in the heat sinks for transient time steps are shown in Figure
3. The outlet temperature of the base model is found comparatively higher which is shown
in Figure  3(a).  Since the fluid hits  directly to the  ceiling of the  sink the initial  cooling
happens at the top portion of the domain which is seen in Figure 3(b,c). This trend is not
observed in the heat sink with structures which is shown in Figure 3(d-f). Inclusion of the
structures  diverts  the  fluid  flow  direction  and  moreover  additional  surface  area  of  the
structures provides the enhancement in heat transfer. 

(a) (b)
(c)

 (d) (e)
(f)

FIGURE 3. Temperature  variation  for  increased  time.  (a-c)  Base  model  and  (d-f)  diamond
structured heat sink.

FIGURE 4. Velocity flow fields for different cross section shapes. (a) Diamond shape, (b) Mixed
and (c) Ellipse shape.
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Figure 5 demonstrates the temperature values along the length of the heat sink for both the base
model heat sink shown in Figure 5(a). The maximum temperature of the sink throughout the sink
is maintained for 37oC (310 K) but 5oC (278 K) temperature drop was noticed near the inlet and
outlet regions of the base model. A maximum outlet temperature of 32oC (305 K) was achieved in
base model but in ellipse structured model is found lower seen in Figure 5(b).

(a) (b)

FIGURE 5. Temperature distribution along the heat sink. (a) Base model and (b) Ellipse structured
heat sink.

4.  CONCLUSIONS

The effects of  heat  transfer and fluid hydrodynamics on focal  brain cooling devices  has
been  numerically  investigated  with  different  structures.  It  is  observed  that  by  adding
effective structural array in cooling devices enhance the heat transfer rate. Further results
were  obtained  and  found  micro  gaps  increases  the  distribution  of  the  inlet  fluid.  The
results  highly  recommend  the  use  of  diamond  shape  constructional  structures  for
implementation in bio implant cooling applications.   
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ABSTRACT 

Interfacial hydrodynamic slippage plays a key role in the field of nanofluidics with immense 

applications in various domains including heat transfer. It is commonly believed that the heat 

transfer removal rate could be increased by increasing the flow rate. Investigations have found that 

the large enhancement in flow rate can be achieved by employing a channel with high slip length. 

The slippage of liquid was found to depend on the physical structure and chemical composition of 

the surface. This points to the fact that the chemical composition of the surface plays a major role in 

determining the surface heat removal rate in nanoscale channels. As a way to study this 

phenomenon, we have tried to connect the effect of the physical structure and chemical composition 

of the surface on the surface heat removal rate by connecting the fluid solid interfacial slip with the 

interfacial thermal resistance (ITR). The slip lengths associated with the flow is measured by 

extrapolating the velocity profile obtained by performing molecular dynamics (MD) simulations of 

reduced Lenard-Jones (LJ) surface. Different slip lengths were obtained by varying the fluid-solid 

interaction energy andalso by tuning the elastic behavior of the wall. This paper studies the 

variation of ITR for varying contact angles and also gives an explanation why ITR should also be 

considered while designing flow through nanochannels.  

Key Words: Fluid-solid interfacial slip, Interfacial thermal resistance, Molecular dynamics, 

Nanochannels. 

1. INTRODUCTION 

Recent studies in the literature have shown that the rate of fluid flow through nanochannels can 

be controlled by tuning the solid-fluid interfacial parameters [1]. Various experimental studies have 

been conducted which tries to connect the effect of chemical property and the physical structure of 

the surface on the interfacial slippage of water. One such example is the Tunable wettability in 

surface-modified ZnO-based hierarchical nanostructures [2]. In which they found that, as the cap 

size of the nanonails monotonically increases, a modulation of the static contact angles were 

observed. This behavior can be explained due to the presence of surface roughness which reduces 

the slip length. Mohammed and Babu have done a MD study on fluid solid interfacial slip and its 

effects on aerodynamics drag [3]. The manipulation of slip was made, and it was found to have 

considerable effect on aerodynamic drag. The slip was varied by creating surface asperities of 

square and cylindrical shape. Babu et al. had proposed a method based on Eyring theory for the 

calculation of slip length and demonstrated the size dependent changes in the slip length using this 

[4]. Thekkethala and Sathian had performed MD simulations to investigate the thermal transport 

properties at the solid–liquid interface when graphene layers are introduced inside copper 

nanochannels [5]. These works propose various methods to manipulate the fluid solid interfacial 

friction and thus act as a guidance to design systems according to our need. For example, 
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manipulation of fluid solid interfacial friction can help in tuning the ITR which can have immense 

application in waste heat removal in integrated chips etc. 

The objective of our paper is to investigate the effect of variation of slip length on the ITR with the 

help of MD simulations. The manipulation of the slip length was made possible by changing the 

fluid solid interaction where the fluid was made philic to phobic and also by applying elastic 

property to the lower wall.  

2. MAIN BODY 

The MD simulation is implemented using LAMMPS open source library package [6] and the 

visualisation of the same is done using OVITO [7] which is also an open source software. The 

simulation system consist of a channel of height 1nm bounded by rigid solid as shown in Fig. 1.  

Argon atoms are used as fluid and platinum atoms for wall. The system is designed for couette flow 

so that the upper plate is made moving with a small velocity V and the lower plate is kept 

stationary. 

 

FIGURE 1. Couette flow simulation system 

Lenard Jones (LJ) interaction potential is used to model the wall-wall, fluid-fluid and wall-fluid 

interactions [3]. Wall-fluid interaction is varied to change the contact angle. The second part of the 

work is done by providing elastic behaviour to the wall, by assigning spring like behaviour to the 

wall atoms. Slip length is calculated by extrapolating the velocity profile, obtained from MD 

simulation of couette flow, to meet the velocity of the wall. The calculation of ITR from the 

temperature profile. 

3. RESULTS 

In this study we have investigated the effect of varying slip length on ITR. As normally 

expected the heat transfer removal rate would increase as the flow rate through the channel 

increases i.e as the slip length increases. But, the results obtained in our study were in counter 

agreement with the above statement. The ITR was found to be increasing as the slip length 

increased, which means that the Heat transfer removal rate will be less from the actual value 

predicted. The details of which are as shown below. All the values obtained are represented with 

respect to the values obtained for a wall fluid interaction of 0.169 kcal/mole.  

As shown in Fig. 2 when the wall fluid interaction energy reduces the slip length is found to 

increase, this is because as the interaction energy reduces the fluid becomes more phobic and as a 

result the flow rate will increase. This phenomena can be explained by looking into the interaction 

energy. As the fluid solid interaction energy increases, slip length decreases indicating an increase 

in energy and momentum transfer between the fluid and solid. As shown in Fig. 3 when the 

interaction energy reduces, ITR is found to increase, this is also due to increased momentum and 

energy transfer which is more dominant in nanoscale than the effect of flow rate and hence the ITR 

is found to increase while slip length increases. 

 

Page 161 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

 
 

FIGURE 2. Variation of slip length with respect to wall-fluid interaction energy   

 

FIGURE 3. Variation of interfacial thermal resistance with respect to wall fluid interaction energy 

When the spring constant decreases, the wall becomes less rigid and more energy transfer occurs 

between the wall and the fluid thus decreasing both sliplength and ITR. The results obtained for the 

same is shown in Figure 4 and Figure 5. A further reduction in slip length as well as ITR was found 

from rigid channels due to the reduction in spring constant i.e. by making the wall more elastic. 

    

 

 

FIGURE 4. Variation of slip length with respect to wall-fluid interaction energy (♦), change in 

spring constant K [■, ▲] 
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FIGURE 5. Variation of interfacial thermal resistance with respect to wall fluid interaction energy 

(♦), change in spring constant K [■, ▲] 

4. CONCLUSIONS 

By performing molecular dynamics simulation over reduced Lenard-Jones surface, the slip length 

as well as ITR for varying contact angles were studied. The variation in contact angles were 

achieved by changing the surface fluid interaction energy and also by employing elastic behavior to 

the wall. As normally expected the heat transfer removal rate should be more when the channel is 

subjected to high flow rate but the results obtained from our work is in counter agreement with the 

above statement, here the effect of interaction energy is dominant over the effect of flow rate and 

hence the ITR is found to increase while slip length increases. To summarize, while considering 

nanochannels as a potential candidate for heat transfer applications, the effect of slip length on ITR 

should also be taken into consideration. This work also demonstrates a practically feasible 

methodology to tune ITR that could have immense applications in modern MEMS/NEMS 
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ABSTRACT 

A probability density function (PDF) based combustion modeling approach for RANS is used in the 

simulation of a jet issuing into a hot and diluted coflow. A tabulated chemistry based model, i.e. 

Flamelet Generated Manifold (FGM), is adopted in the PDF method. The manifolds are constructed 

using igniting counter-flow diffusion flamelets with different coflow composition. To handle the 

inhomogeneity of the coflow and the entrainment of the ambient air, a second mixture fraction is 

defined to quantify the mixing of a representative coflow composition with the ambient air. The 

chemistry is then parameterized as a function of two mixture fractions and a reaction progress 

variable. Two flames, namely HM1 and HM3, having different oxygen mass concentration in the 

hot coflow, 3% and 9% O2 respectively, have been simulated for Reynolds number (Re) =10000. 

The mean oxygen concentration and temperature profiles are well predicted showing the capability 

of the tabulated chemistry. Profiles of mean mixture fraction and major species are also accurately 

captured by the model. 

Key Words: Hybrid RANS/PDF, FGM, Jet-in-Hot-Coflow. 

1. INTRODUCTION 

The need to avoid pollutant emission has resulted in the development of new combustion 

techniques. These techniques include High-Temperature Air Combustion (HiTAC), Flameless 

Oxidation combustion (FLOX), and Moderate and Intense Low oxygen Dilution (MILD) 

combustion which falls under the category of 'clean combustion techniques'. One of the features of 

the MILD combustion is the high re-circulation ratio. The hot gas re-circulation serves the 

combustion process in two ways; first, it raises the reactant temperature, providing the heat needed 

for stable ignition. Secondly, it reduces the oxygen concentration of the mixture which reduces the 

flame temperature and the thermal NOx emissions. Other features of the MILD combustion include 

flat temperature field, low turbulence fluctuations, smooth radiation flux, barely visible and audible 

flame [1-3].  

Dally et al. [4] of the Adelaide University designed a jet-in-hot-coflow burner and carried out 

experiments producing detailed profiles of major as well as minor species. The experiments 

performed on this burner provided a detailed database which has been used in the present study. 

Various numerical studies [3-12] have also been carried out using these databases to evaluate the 

performance of different turbulence and combustion models. There have been various RANS based 

modeling studies carried out in the context of the Adelaide burner most notable among them being 

the ones carried out by Christo et al. [5]. The major finding was that the SKE turbulence model with 

a modified dissipation constant (Cε1=1.6) produced the best agreement with the experimental 

results. Other notable RANS based modeling studies include the ones carried out by De et al. [3], 

Page 164 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

Frassoldati et al. [6], Mardani et al. [7, 8] and Aminian et al. [9]. All of these studies used different 

chemical mechanisms in order to study the flame structure and the effects of molecular diffusion on 

flame characteristics in the MILD regime. Kim et al. [10] simulated the JHC flames using the 

Conditional Moment Closure (CMC) with the primary goal of understanding the flame structure 

and NO formation in the MILD regime. Ihme et al. [11, 12] studied the JHC flames using LES with 

the Flamelet/Progress Variable (FPV) approach. They considered the burner as a three stream 

mixing problem by introducing an additional conserved scalar (second mixture fraction) to identify 

flamelets of different mixture composition and showed that the coflow composition can not be 

adequately represented by a single mixture fraction. From this review, it is evident that a major 

problem while modeling these flames is the non-linear interaction between fluid mixing and finite 

rate chemistry in the MILD regime. The transported probability density function (PDF) method is 

suited to handle this problem.  It allows to include the effects of turbulence-chemistry interaction in 

the Reynolds Averaged Navier Stokes (RANS) framework [13].  

The objective of this work is to explore the predictive capability of Flamelet Generated Manifold 

(FGM) chemistry in a RANS/PDF framework. This study is attempted to extend the FGM with a 

second mixture fraction to account for coflow in-homogeneity and air entrainment in predicting 

Adelaide JHC flames. The numerical predictions obtained using this model is compared with 

experimental measurements.  

2. NUMERICAL DETAILS 

Two different flames with different oxygen content in the hot coflow have been simulated, namely 

HM1 (3% O2) and HM3 (9% O2) at Re=10000. A 2D axisymmetric grid has been used in the 

simulations. The computational domain starts 4 mm downstream of the jet exit and extends for 300 

mm in the axial direction and 80 mm in the radial direction. The grid consists of 200x120 cells in 

the axial and radial direction, respectively (stretched in both directions). At the end of the 

computational domain, the boundary condition is set to outflow. For the fuel jet inlet, the velocity 

profiles are used from a detailed separate simulation whereas at the hot coflow inlets the velocity 

boundary conditions are set to 3.2 m/s and at the cold air 3.3 m/s. Here the turbulent intensities at 

the hot coflow and cold air have been set to 5% and to 7% at the fuel jet inlet as reported in 

literature [5, 6]. The radial profiles of the mean temperature and mean species mass fraction with 

experimental values at x=4 mm have been used to create the FGM tables with a resolution of Z x Y 

= 201x201 points. The PDF transport equation is solved using the Lagrangian Monte Carlo 

approach initialized with approximately 30 particles per cell. The IEM micro-mixing model [13] is 

employed with a mixing constant 2C

= . 

3. RESULTS 

The simulation results are presented for two flames, i.e. HM1 & HM3. The profiles of mean 

temperature and major species are reported and compared. We have considered the progress 

variable (PV (c) =YCO + YCO2 + YH2O + YH2) as reported by Ihme et al. [11] in order to make a 

comparison of our predictions. Initially, we have checked the mixture fraction profiles, which are 

well predicted in the whole domain for both the flames (not shown). From the O2 profiles (not 

shown), it is observed that the 3D-FGM table is able to capture the inhomogeneity of the coflow. 

However, at X=60mm and 120mm, the simulation consistently under-predicts the experimental 

results, which suggests the air entrainment is more important for the upper part of the flame. In 

general, the temperature profiles are in good agreement with the experimental data except a slight 

under-prediction in the inner shear layer (between jet and coflow) for HM1 flame. The predictions 

in the outer shear layer (between the coflow and the surrounding air) are excellent for both the 

cases. Comparing the results of Ihme et al. [11], both the LES/FPV approach and the present 

approach exhibit similar behavior in predicting the ignition peaks as well as the profiles in the outer 
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shear layer region (r >5 mm) at the downstream locations for both the flames. In this work, even 

though the turbulence model is of RANS type, the turbulence-chemistry interaction is treated 

accurately making it possible to capture the ignition peaks correctly. Radial profiles of H2O mass 

fraction are depicted in Fig. 1. For both the flames, there is a consistent under-prediction of the 

mass fraction of H2O in the shear layer between the fuel and the hot coflow. While looking at the 

profiles of CO2, a slight over-prediction is observed for HM3 case while the HM1 compares 

reasonably well with the measurements. However, both the profiles in the outer shear layer (r>20 

mm) are nicely captured at all the radial locations for these flames. While comparing with the 

published results of [11], our predictions show opposite trend, i.e. under-prediction in r<20 mm and 

well captured at r>20 mm. For CO, the simulations predict the correct peak location for both the 

flames at X=30 mm. At further downstream locations, the peak values are under-predicted for the 

HM1 case. This can be attributed to the under-predicted oxygen concentration at these locations. 

With increasing O2 concentration, the CO-results show better agreement, i.e. for flame HM3. Also, 

it was reported [11] that the main CO conversion to CO2 is through the propagation reaction of 

OH+COH+CO2.  In the present work, the possible reason for the differences of CO2 predictions 

can primarily be attributed to the over-prediction of OH radicals (not shown), where higher OH 

values lead to the higher CO2 formation, especially for the higher O2 case, i.e. HM3. 

 

 

Figure 1: Radial profiles of mean CO, CO2, H2O mass fraction: symbols are measurements and 

lines are predictions. 
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4. CONCLUSIONS 

The performance of hybrid RANS/PDF method including tabulated chemical kinetics to predict the 

JHC flames is presented.  A 3D FGM table based on two mixture fractions and a reaction progress 

variable has been constructed to account for the inhomogeneity of the coflow and the entrainment 

of the ambient air. Igniting counter-flow diffusion flamelets are created for different coflow 

compositions quantified by the second mixture fraction. Two flames, namely HM1 and HM3, have 

been simulated and compared. Temperature and O2 predictions are in excellent agreement, showing 

the proper ignition peaks for both the flames. However, the CO predictions appear to be in excellent 

agreement at the upstream locations and show under-predictions at the downstream locations for the 

flames studied herein. Furthermore, CO2 predictions are good for HM1 case but exhibit over-

predictions for HM3 case. Whereas, H2O profiles are under-predicted in the inner shear layer while 

nicely captured in the outer shear layer at all the radial locations. These discrepancies need further 

investigation and can be the part of the future studies. 
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ABSTRACT 

The present study investigates the NO formation using Eddy Dissipation Concept (EDC) model 

with detailed chemistry, where the simulations are carried out in the OpenFOAM framework. The 

EDC model is based on Perfectly Stirred Reactor (PSR) concept which is considered as constant 

pressure and adiabatic homogeneous reactors. The Sandia (D-F) flame series is considered for 

assessment as they vary from a simple diffusion flame (Sandia D) to strong extinction dependent 

(Flame E and F), especially in the same geometric configuration. Two chemical mechanisms, such 

as GRI 3.0 with 53 species and a reduced mechanism with 30 species, are invoked to investigate the 

effect of species on flame characteristics and NO formation. In the EDC model, the stiff ODE’s for 

reaction rates are integrated using a robust implicit Runge-Kutta method (RADAU5), while the 

fvDOM model is used to compute the radiant fraction. The absorption coefficient is modeled using 

the Weighted-Sum-Gray-Gases model (WSGGM). The predictions of the scalar quantities and 

species are compared with the experimental measurements of Barlow and Frank (1998) for 

assessment. Further, the effect of chemical kinetics in all the flames (D, E and F) is assessed as the 

flame F moves towards the blow-out regime. 

Key Words: EDC, Sandia flames, NO. 

1. INTRODUCTION 

The advanced combustion systems need to enhance the efficiency and reduce pollutant emissions, 

namely soot, nitrogen oxides, and carbon monoxides (in the order of decreasing chemical time 

scale). The reason behind almost frozen chemistry associated with NO formation is due to the 

action of nitrogen, oxygen, and hydrocarbons at high temperatures. This brownish gas plays a vital 

role in the atmospheric reactions and produces smog in hot summer days leading to acidic rain. 

According to the United States Environmental Protection Agency (EPA), half of such substantial 

anthropogenic emissions are produced from the mobile sources such as diesel engines, gas turbines, 

reciprocating spark ignition engines, etc.[1]. Hence, the stringent laws are unavoidable to control 

NO emissions in the foreseeable future. To meet these stringent rules of NO emission, a thorough 

understanding of the behavior of these pollutant species in conjunction with turbulence-chemistry 

and turbulence-radiation interaction is highly required. 

In the last three decades, various sophisticated NOx predictions models have been developed that 

include various numbers of NOx formation pathways in the flame. The notable studies include the 

studies by Ihme and Pitsch [2] (used FPV approach with LES), Nanduri et al. [3] (used EDC+ 

reduced chemistry with RANS), Monaghan et al. [4] (used EDC+reduced chemistry with RANS), 

Liu et al. [5] (used Lagrangian PDF with RANS). Some of the studies included the effect of 

radiation in their simulations too. 

In order to account for the effect of intermittencies occurring due to a number of species and 

expenses of computations involved, Ren et al. [6] used partitioned GRI 1.2 mechanism and GRI-

Mech 3.0 [7] and found reduced description configuration agrees well with the full description and 
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incurs less than 5% error in NO predictions. Karalus et al. [8] developed a skeletal mechanism for 

methane-lean premixed combustion, consisting of 30 species and 177 reactions (termed as Red_30), 

derived from a GRI-Mech 3.0 and validated the mechanism using a single jet stirred reactor 

configuration. Further to reduce computational expenses and to gain significant CPU time, 

Stefanidis et al. [9] investigated the systematic reduction of the detailed combustion chemistry using 

quasi-steady state (QSS) approximation resulting from several reduced mechanisms ranging from 7 

steps to 12 steps, skeletally derived from the detailed GRI-Mech 3.0.  

The purpose of the present study is to assess the effect of chemical kinetics on the NO formation 

pathways using finite rate chemistry based turbulence-chemistry interaction model. Further, 

radiation-chemistry interaction is included to quantify the reduction in NO formation in the 

presence of radiative heat transfer losses. For this purpose, Sandia D-F series flames [10] from 

Turbulent Non-Premixed (TNF) workshop have been chosen for the wide range of availability of 

numerical as well as the experimental database. 

2. NUMERICAL DETAILS 

The turbulence-chemistry interaction is modeled using Eddy Dissipation Concept model [11]. In the 

current study, we employed a finite volume discrete ordinate (fvDOM) radiation model which is 

coupled with the gas solver to reflect the effect of radiation, while the absorption coefficient is 

modeled through the weighted sum of gray gas method (WSGGM). The solver based on 

rhoPisoFOAM, for compressible URANS modeling, is used in the current study [12].  Two 

chemical mechanisms with a varying number of species and reactions have been investigated, i.e. 

GRI-Mech 3.0 [7] and Red_30 [8]. The turbulence field is provided using a two-equation standard 

k −  model with defaults constants. Proper grid is chosen after carrying out the grid independence 

test. The fuel jet, pilot, and co-flow compositions and flow field conditions are specified from the 

experimental conditions [10, 13].  

3. RESULTS 

We have analyzed both the center line as well as the radial distribution of temperature, axial 

velocity, and mixture fraction for all the flames, but only a few plots are presented here due to space 

limitation. Overall, predictions are found to be in good agreement with the measurements. Figures 1 

& 2 show the centerline distribution of NO mass fractions along with the comparison of previously 

published results for flames D & F only (flame E is not shown). Present EDC predictions are in 

reasonable agreement with all the results. Interestingly, GRI3.0 doesn't show any variation in 

distribution with the inclusion of radiation effect whereas significant effect can be seen in the case 

of Red_30. The inclusion of reduction results in a reduction of peak concentration by a factor of 3.2. 

However, the reduction in NO formation due to the account of radiation is enormous in the case of 

Red_30, but a marginal effect is noticed with GRI3.0, while the maximum peak concentration is 

accurately captured in the computations. One of the possible reasons for this effect may due to the 

optically thin assumption used in the current study, as this assumption was found to be 

inappropriate for partially premixed flames [12].  

A dominance of the prompt mechanism can be seen in the concentration predictions from the Fig. 1. 

The inclusion of radiation depicts 60% and 40% change in the concentration of HCN and NCO 

species, respectively, in the case of Red_30. Whereas the similar phenomenon is significantly seen 

in the predictions with GRI3.0, showing only 16% and 40% change in the concentration of HCN 

and NCO species, respectively. However, the concentration of NCO species is predicted to be on 

the scale of the order of 8, which is 3 order lesser as compared to the concentration scale of HCN. 

Nitric oxides are mostly formed under fuel-lean and high-pressure conditions. N2O is formed 

significantly in the shear layer between fuel and oxidizer, resulting into consumption zone in the 

core of the flame. The inclusion of radiation shows the reverse effect on the concentration of N2O 
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species by increasing the peak amount to 15% and 20% in GRI3.0 and Red_30, respectively. This 

discrepancy can be attributed to the radiation modeling with optically thin assumption.  

  

  

  

Figure 1: Fame D: Centerline distribution of NO 

mass fraction, peak species concentration 

contributing towards different NO. Solid lines 

with radiation and dashed lines without 

radiation. 

Figure 2: Fame F: Centerline distribution of NO 

mass fraction, peak species concentration 

contributing towards different NO. Solid lines 

with radiation and dashed lines without 

radiation. 

 

For flame F, the predominant effect of HCN, as observed previously in flame D is inevitable (Fig. 

2). However, the increase in concentration is not enormous, as previously observed in flame D.  The 

concentration of HCN is increased by 9% and 6% with GRI3.0 and Red_30, respectively. Whereas 

NCO concentration increased by 50% and 30% with GRI3.0 and Red_30, respectively, depicting 

the dominant prompt mechanism in the NO formation pathways. The nitric oxide route remains 

unchanged as compared to the predictions of flame D. In this case, the significant increase in NNH 

route is noticed, i.e. 40% and 50% increase in NH concentration with GRI3.0 and Red_30 

mechanism, respectively; and 22% and 18% increase in observed in NNH concentration with 

GRI3.0 and Red_30, respectively. This shows that of the total NO produced by Sandia Series D-F 

flames, the prompt mechanism is the driving mechanism of NO formation and the Red_30 

mechanism is very sensitive towards radiation modeling and yields similar predictions as compared 

to detailed GRI3.0. 

4. CONCLUSIONS 

This study presents RANS modeling of Sandia series D-F flames using EDC combustion model 

combined with PSRs methodology implemented in OpenFOAM toolbox. The detailed mechanism 

(GRI3.0) containing 53 species and reduced mechanism (Red_30) containing 30 species have been 
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used to investigate the effect of chemistry on NO formation. The effect of radiation has been 

quantified and its effect on species leading to NO formation pathways has been discussed.  

Interestingly for Sandia D and E flame, the enormous effect of HCN and NCO can be seen after the 

inclusion of radiation. Whereas the similar effect in flame F is not dominant, leading to a marginal 

increase in the concentration of species involved in the prompt mechanism. The role of predominant 

HCN concentration is explored in all of three flames. Further, Red_30 mechanism shows extreme 

sensitivity towards radiation effect in all the three flames. 
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ABSTRACT 

In this study, the secondary flow field and the recirculation zones inside the Cold aisle of a 3-Rack 

system are investigated using the detached eddy simulation (DES) consisting of the elliptic blended 

κ-ε model. The secondary flow fields inside the cold aisle can result in reduced air flow through the 

servers and ultimately, localized heating of the servers above the prescribed temperature limits. DES 

is selected for analysis as it incorporates both the Large Eddy Simulation (LES) in the near-wall 

region and Unsteady Reynold Averaged Navier-Stokes (URANS) simulation away from the wall. 

Hence, DES can resolve complex flow structures relatively better than LES, while using reduced 

computational resources. The distribution of turbulent kinetic energy (TKE) and mean velocity 

magnitudes inside the cold aisle are examined. We find that there are relatively lower inlet velocities 

near the bottom of the server rack, thereby causing inlet temperatures to rise. We believe that these 

results would be useful in designing better, more energy efficient cooling approaches. 

Key Words: Data Center, Detached Eddy Simulation, Turbulent Kinetic Energy. 

1. INTRODUCTION 

Data centers house Information technology (IT) equipment, Computer Room Air Conditioning units 

(CRAC), Chiller plants and various other infrastructure facilities. Due to rapid growth and increased 

demand in the IT sector, the power consumption and subsequent heat generation have increased on a 

tremendous scale inside the Data centers. In 2014 in the US, around 1.8 % of the total electricity 

consumption was consumed by data centers [1]. Out of the total energy consumption within the data 

center, a large part of it is consumed by the cooling unit [2]. The reduction of the overall energy 

consumption of the data center is a great challenge and can be optimized by efficient cooling 

strategies. The air flow inside the data center is complex and dynamic due to dynamic loading on 

servers and the cold-hot aisle arrangements. To analyze the behavior and effects of the various 

parameters like cold air inlet and hot air outlet temperatures, rack inlet-outlet temperatures, etc. 

computational fluid dynamics (CFD) simulations can be carried out [3]–[6]. Major research carried 

out by researchers is based upon the CFD turbulence modeling using Unsteady Reynolds Averaged 

Navier-Stokes (URANS) based κ-ε model [3]–[5]. The κ-ε model is an Eddy viscosity model which 

uses Reynolds Averaged Navier-Stokes (RANS) equation in conjunction with the assumptions of 

isotropy and is based on mean flow properties. It is used widely due to its low computational expense 

and better numerical stability [7]. Due to Cold-Hot aisle arrangement, Large server room and objects 

present in the Data center, the fluid domain is complex in nature involving recirculation and localized 

hot spot generation inside the Server room. This localized temperature rise may increase the 

temperature of the servers above the allowed working temperatures by the ASHRAE guidelines and 

may lead to failure of the system [8]. Thus, to resolve the eddies and complex turbulent structures 

inside the fluid domain of the Server room, the Detached Eddy Simulation (DES) can be employed. 

The DES employs the Large Eddy Simulation (LES) in away from the wall region and URANS based 

turbulent model in the near-to-wall region [7].  The LES was used to investigate the secondary flow 

structures and the flow field inside the square duct by Madabhushi and Vanka [9] and J. Yao et al. 

[10]. Similarly, Liang and Xue [11] investigated the formulation of the wing-tip vortex in the near 

field of a NACA0015 airfoil using DES and concluded that DES model could simulate the flow 
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characteristics in the tip vortex effectively, whereas the RANS model underpredicted the vorticity in 

the tip vortex by 40% with the same grid as DES. Kumar and Joshi [12] experimentally investigated 

the server air distribution in the same lab with similar experimental facilities as considered in this 

research using the Particle Image Velocimetry (PIV) technique. The data obtained by the PIV 

technique predicted the low-pressure zone at the inlet of the bottom servers in comparison with that 

of the upper servers of the racks due to high-velocity jets emanating from the perforated tiles at the 

cold aisle inlet. This in turns resulted into rack air recirculation and ultimately rise in the temperatures 

of the bottom servers. Hence, to identify the recirculation and complex flow field in the cold aisle, 

the DES of the Data center server room is studied in this paper. 

 

FIGURE 1. Selected experimental section of the lab that includes the server simulator rack and the 

CAD drawing to highlight the specific experimental domain [13], [14] 

2. NUMERICAL MODELLING AND BOUNDARY CONDITIONS 

A 3 Rack server configuration having Raised floor plenum data center room as shown in Figure 1 

[13], [14] was considered in the analysis. Each rack is of height 42U (1U = 4.45 cm). Middle rack 

houses four server simulators each having a height of 10U whereas the racks at both sides house real-

time operating live servers. Each server simulator in the middle rack has four fans mounted on a plate 

and dial settings to adjust the desired flow rates through the server and the rear side of the servers was 

modeled using the server fan curve provided by the manufacturer [15]. The fan speeds are kept 

constant throughout the simulation and fan swirl effects are neglected. The similar rack has been used 

for the analysis previously by Arghode et al. [16]. The Cold aisle is having physical dimensions of 

72" ×24" ×91" (l × b × h). The rack walls were treated with the no-slip boundary condition, the tile 

flow rate at the bottom of the cold aisle was set to average velocity inlet of 1.53 m/s and the top 

surface of the hot aisle was modeled as exhaust with zero-gauge pressure. All four server simulators 

were modeled as having 85% porosity and the inertial and viscous resistance of the porous media 

were adopted from [13] and [16]. A total heat of 10 kW was assigned to each rack which contributes 

to 2500 W heat source to each server rack. The air inside the domain was treated as an ideal gas and 

the analysis was carried out using the commercial CFD tool STAR-CCM+. The hexahedral mesh 

with total cell count around 0.31 million was used for the study due to the limitation of available 

computational resources. The simulations were carried out using the Elliptic blended DES (EB-DES) 

model [17]. The DES simulation utilized a segregated flow solver with a Hybrid bounded-central 

difference (Hybrid-BCD) convection scheme. The temporal discretization was selected as Implicit 

Unsteady with the Convective Courant no. nearby 0.33. The WALE sub-grid scale model was 

selected for the closure of the filtered Navier Stokes equations. A time step of 0.01s was chosen 

against the large eddy turnover time of 0.4 s for the DES simulation. As the Turbulent Kinetic Energy 

(TKE) represents the mean kinetic energy per unit mass in the fluctuating velocity field [7], the areas 

of recirculation and complex flow physics can be well-identified based upon the TKE values. Hence, 

the TKE was selected as the indicating parameter in this study. 
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3. RESULTS 

The velocity streamlines and temperature contour plot inside the 3 Rack system are shown in the fig. 

2 (a) and (b) respectively. From the streamlines, it can be seen that there exists a recirculation zone 

in the top portion of the Cold aisle. From the temperature plot, the average rack inlet temperatures for 

the Server simulator rack are within the range of 1.7⁰C and the average rack outlet temperatures are 

within 4⁰C of experimental data [13], [14] obtained by the co-authors. The temperature inside the 

bottom servers is higher than that of the top servers. This can be an effect of the lesser amount of 

cooling air entering into bottom servers as compared to top servers due to the momentum of the air 

near the floor at the inlet of the Cold aisle (Cold aisle entrainment) which tends to move upward due 

to high velocity. A similar pattern of cooling air flow inside the cold aisle was observed by Kumar 

and Joshi [12]. This can also be observed from the mean velocity profile of air inside the cold aisle 

along vertical (Z) direction as shown by the fig. 3 (a). Similarly, from TKE variation profiles along 

the vertical (Z) direction fig. 3 (b), the TKE energy at the inlet of the middle rack is lower as compared 

to that for the surrounding racks due to recirculation at the inlet of the remaining servers. From the 

contour plot of the mean velocity magnitude in the plane passing through the top servers in fig. 4 (a), 

the low-velocity regions can be observed at the inlet of both the extreme servers in comparison of the 

middle server and the same recirculation can be observed in the velocity vector scene upon the same 

plane in the fig. 4 (b). Accordingly, variation in the TKE i.e., a lower value in front of the middle 

server due to recirculation at the inlet of the remaining servers along the longitudinal direction (X) in 

fig. 3 (c) can be observed. Here, the TKE at the near wall regions at the mid-height (z/h = 0.56) is 

higher compared to the central region due to recirculation nearby the corners as shown in the vector 

plot. Similarly, for the TKE along the width (Y) has higher magnitude away from the server inlet in 

front of the top-middle server as shown in the fig. 3 (d).  

 
 

(a) (b) 

FIGURE 2. Velocity streamlines and Temperature scalar scene respectively inside the 3 Rack system 

4. CONCLUSIONS 

In this study, the DES simulation has been carried for a 3 Rack system to examine the flow field 

inside the Cold aisle at the Rack level. The recirculation zones near the corners and at the top of the 

Cold aisle are identified. The low-velocity magnitudes of the cold air at the inlet of the bottom servers 

are clearly identified which lead to a rise in the temperature of the bottom servers. Due to the 

limitation of computational resources, the number of cell count used for this study was lower. The 

fan swirl effects and the variation in the fan speeds with the server temperatures should be taken into 

consideration to mimic the actual flow field more precisely. To maintain the temperatures in the 

bottom servers within the specified limit, either placement of larger capacity fan for the bottom 

servers or allocation of lower workload to the bottom servers in comparison with that of the top 

servers can be suggested. Detailed analysis of the whole domain with finer mesh size and smaller 

time step can result in more accurate data. 
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(a) (b) 

  
(c) (d) 

FIGURE 3. Mean inlet velocity and Turbulent kinetic energy variations inside the Cold aisle 

  

(a) (b) 

FIGURE 4. Mean velocity contour plot and Velocity vector scene respectively along the horizontal 

plane passing through mid of the top servers 
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ABSTRACT 

In this paper, natural convection flow of Carreau nanofluid from a vertical plate with the periodic 

variations of temperature of surface as well as the nanofluids volume fraction of species is studied. 

The governing equations are first reduced to non-dimensionalized form by using suitable 

transformation. These non-dimensionalized equations are further reduced to non-similar form by 

using stream function formulations and then solved by Homotopy Analysis Method.  Computations 

are done for various values of the Prandtl number, Schmidt number, and Weissenberg number, 

thermophoresis parameter, Brownian motion parameter and buoyancy ratio parameter. The obtained 

results explore that the velocity of shear thinning fluid is raised by increasing the Weissenberg 

number while contrary response is seen for the shear thickening fluid.  The temperature and thermal 

boundary layer thickness expands with the increase in thermophoresis and Brownian motion 

parameter. 

Key Words: Natural Convection, Homotopy Analysis Method, Carreau nanofluid. 

1. INTRODUCTION 

The existence of thermal and concentration gradients give rise to buoyancy induced forces and 

flows which are responsible for many transport process in our living environment. Natural 

convectional heat transfer [1] has been a popular research topic because of its wide applications in 

many engineering, industry and 

geophysical fields.   A number of 

literatures [2-5] are available for 

different types of geometries, various 

conditions, and for Newtonian and non-

Newtonian fluids. The power-law 

viscosity model [6] is the simplest 

generalized Newtonian fluid model. But 

this model has certain restrictions that it 

cannot estimate the viscosity for 

small/large shear rates. Spriggs fluid 

model [7] overcomes the limitation of 

power law model in small shear rates 

but it cannot estimate the viscosity for large shear rates. To overcome the limitation of power law 

fluid and Spriggs fluid models, one can consider another generalized Newtonian fluid model, 

namely Carreau fluid model [8, 9] which has ability to estimate the viscosity for both small and 

large shear rates. To enhance the heat transfer rate of base fluid, a nano sized solid particle is 

suspended in the heat transfer fluids, resultant fluids are known as nanofluids [10-12]. In the present 

paper, the behaviour of natural convection flow of Carreau nanofluid from a vertical plate with the 

sinusoidal variations of surface temperature and nanofluids volume fraction is discussed.  

 

 
FIGURE 1. Schematic diagram of the problem 
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2. MATHEMATICAL FORMULATION 

A two-dimensional natural convection incompressible Carreau nanofluid flow along a vertical flat is 

studied. Here it is assume that temperature of surface and the nanofluids volume fraction of surface 

species display little oscillations in the distance along the surface from the leading edge. The 

schematic diagram of the problem is shown in FIGURE. 1. The constitutive relation for a Carreau 

fluid [8] is describe as 
1

2 2
0( )(1 ( ) )

n

     


 

 
    
 

     (1) 

where the parameters used in above relation are - extra stress tensor,  - time constant, n - 

dimensionless power law index number, 0  - zero shear rate viscosity,  - infinite shear rate 

viscosity and   is defined as 

1 1

2 2
ij jii j

           (2) 

  is known as second invariant of strain rate tensor. In many practical cases, we take 0   so 

that 0  , thus, (1) reduces to  

1
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The non-dimensional form of basic conservation equations of momentum, energy and 

nanoparticle with boundary layer approximation as follows: 
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and associated boundary conditions becomes,  
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  are respectively Prandtl number, Weissenberg 

number, buoyancy ratio parameter, Brownian motion parameter and thermophoresis parameter.  

Governing equations are transformed to non-dimensionalized equation using following 

transformation   
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  is Grashof number. Transformed equations then undergoes the 

following stream function formulation, 
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where  is stream function for which ,u v
y x

    
 

.Hence continuity equation is satisfied and 

the transformation (8) and stream function formulation (9) leads governing equations to (4)-(7).  

3. RESULTS 

Table 1 reveals that velocity of shear thinning fluid increases whereas velocity for shear thickening 

fluid decreases by increasing We. FIGURE 2 and FIGURE 3 explore the effect of We and Sc over 

coefficient of surface of shear stress. The Schmidt number, Sc, are taken to represent the species, 

like, Hydrogen (Sc = 0.22), water vapour (Sc = 0.60) and Ethyl benzene (Sc = 2.01). FIGURE 4 

shows velocity profile for different  , while FIGURE 5 indicates that  increases in thermophoresis 

leads to grow in thermal boundary layer. FIGURE 6 and FIGURE 7 describes that  increases in 

brownian motion parameter leads to increase in thermal boundary layer while decrease in 

nanoparticle volume fraction. 

TABLE 1. Effect of We on velocity for shear thinning and thickening fluid

 

  
FIGURE 2. Varition of coefficient of surface of 

shear stress 

 
FIGURE 3. Effect of Sc over coefficient of 

surface shear stress 

 

FIGURE 4. Effect of distance along the plate over 

velocity profile 

 

 
FIGURE 5. Effect of thermophoresis over 

tempreture 

 

 n=0.5     n=1.5  
  We=1 We=15 We=50  We=1 We=15 We=50 

0.5 0.045835 0.045847 0.045876  0.045833 0.045822 0.045792 

2 0.034207 0.03421 0.034217  0.034207 0.034204 0.034197 

3.5 0.013948 0.013949 0.013951  0.013948 0.013947 0.013944 

5 -0.00057 -0.00057 -0.00057  -0.00057 -0.00057 -0.00057 
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FIGURE 6. Effect of Brownian motion paramter 

over tempreture 

 

 
FIGURE 7. Effect of Brownian motion paramter 

over nanoparticle volume fraction

4. CONCLUSIONS 

The appropriate transformations are implemented to reduce the governing equations into non-

similar ordinary differential equations.  From the derived equations, one can retrieve the equations 

for Newtonian fluid which is as a limiting case of the present problem.  The HAM was used to solve 

these systems of equations. It is found that as Sc increases, the coefficient of surface shear stress 

decreases. With the increase in the Weissenberg numberWe , velocity decreases for shear thinning 

while increase for shear thickening fluid. Increment in thermophoresis Nt  and Brownian motion 

parameter Nb  shows expansion to the temperature and thermal boundary layer thickness while we 

obtained reduction in nanoparticle volume fraction for Brownian motion parameter. 
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ABSTRACT 

Present paper deals with numerical simulation of boiling heat transfer around a heated wire. It reports 

nucleation of bubble, thickening of film and as a whole breaking and making of interfaces. Volume 

of fluid based finite volume discretization is adapted for modelling mass, momentum and energy 

equations. Similar to Nukiyama’s experiment a cylindrical wire has been taken as source of heat. 

Liquid water at normal atmospheric pressure is considered as working fluid in the simulations. 

Continuous supply of heat from constant temperature wire caused film boiling and nucleation after 

sufficient growth of film thickness. In absence of nucleation site, generated bubbles are formed 

randomly from the upper surface of the wire. Complete life cycle of the bubble and formation of 

bubble cloud over the wire has been observed. From simulation, it has been observed that with 

increase in heat flux bubble release rate increases. Similar has been also concluded by Nukiyama in 

his famous boiling experiment. 

Key Words: Boiling Heat Transfer, Volume of Fluid, Bubble Dynamics, Film Boiling. 

1. INTRODUCTION 

Boiling is an example of phase transition and can be initiated by raising the temperature of a liquid above 

its saturation temperature. Two most common ways of accomplishing boiling are by applying an external 

heat flux to a solid surface in contact with a liquid or by reducing the pressure in the surrounding 

environment. Former one is more popular and well used in industrial applications. There are three distinct 

regimes that characterize boiling induced by a heated surface namely, nucleation, transition, and film 

formation. Boiling regime and interfacial mode depends on the excess temperature and the magnitude of 

the applied heat flux to the surface. The excess temperature is defined as the difference between the 

temperature of the solid surface and the saturation temperature of the liquid at given pressure. In this 

regard, experiment by Nukiyama (1934) to observe different modes of boiling around a heated wire is 

quite famous and can be treated as pioneer in the field. It proposes a boiling curve and establishes link 

between nucleation and film formation. Following Nukiyama’s (1934) effort multiple researchers tried to 

understand basic boiling modes from analytical, experimental and numerical viewpoints. A brief idea 

about these works on boiling heat transfer can be found in review of Dhir (1998). But it can be found from 

literature that majority of the studies in boiling heat transfer are experimental in nature. Very few groups 

targeted modeling all modes of boiling heat transfer numerically. Son and Dhir (2008) used level set 

method to numerically investigate the nucleate boiling with high heat fluxes. They have also simulated 

three-dimensional film boiling situation on a horizontal cylinder. But the basic understanding of physics 

behind the different modes of boiling heat transfer is still due. Complexity increases when the bubbles are 

forming and they are departing from the nucleation sites. But due to non-intuitive and counter-intuitive 

nature of two phase interfacial behavior, prediction of bubble behavior is not yet fully understood. Present 

effort targets simulation of boiling heat transfer around a heated wire and understand full phase change 

framework. In the next section, methodology for simulation has been described followed by results of 

numerical simulation.  
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2. DOMAIN DESCRIPTION AND MODEL FORMULATION  

Numerical simulation of bubble formation is performed by using the finite volume based OpenFoam 2.2.0 

solver. The geometry and initial conditions for obtaining boiling situations are shown in Figure 1. To study 

boiling around a heated wire a domain of 110 mm × 20 mm × 50 mm has been taken and a wire of diameter 

2 mm and length of 100 mm is placed in the domain at a height of 10 mm from the bottom as shown in 

the Figure 1. While initializing the simulation a thin vapor film of 0.5 mm has been considered to avoid 

numerical singularity. All the external boundaries other than the top boundary has been considered as wall 

and all the walls are kept constant at saturated temperature 373.15 K at normal atmospheric pressure. All 

the walls including the wire surface are subjected to zero slip condition. The top boundary is kept at 

constant pressure outlet of 1 bar. A range of constant temperature (ΔT = 110 °C, 120°C and 130°C) is 

supplied to observe the bubble dynamics around wire. 

 

 

(a) (b) 

Figure. 1 (a) Domain description and boundary conditions (b) Cross-sectional view of the mesh near the 

wire 

For simulation of two phase flow with the phase change, the governing equations for mass momentum 

and energy conservation are casted in one-fluid framework. In boiling, mass transfer from one phase to 

the other is a local phenomenon and it does not change the global conservation equations. The surface 

tension in momentum equation is accounted by continuum surface force model (CSF) without the density 

averaging proposed by Brackbill et al. (1992). As both phases are assumed to be incompressible, the 

equation for pressure is derived from continuity and momentum equations. For modelling boiling heat 

transfer following energy equation is solved with source term for mass transfer from liquid to gas. 

 
𝜕

𝜕𝑡
(𝑇) + ∇. (UT) − ∇. (Dk∇T) = −Dcmm × (HLG + (CL − CG)Tsat)̇  

(1) 

In order to keep the numerical stability Dk and Dc are linked up with phase fraction, density, thermal 

conductivity and specific heats. The transport equation for interface is derived from continuity equation 

as: 

 
𝜕𝛼𝐿

𝜕𝑡
+ �⃗⃗� . ∇𝛼𝐿 + ∇. (𝛼𝐿(1 − 𝛼𝐿)�⃗⃗� 𝐶) = −�̇�′′′ [ 

1

𝜌𝐿
− 𝛼𝐿 (

1

𝜌𝐿
−

1

𝜌𝐺
)] 

(2) 

 

where αL is the VOF function, having non-zero value near the interface. As there is no interface 

reconstruction in present study, interface is diffused in a region between two to three cells, Therefore, iso-

contour αL = 0.5 represents interface position. The thermophysical properties of two immiscible fluids 

such as viscosity (μ), density (ρ) and thermal conductivity (k) are calculated using a weighted average of 

phase fraction. In present study phase change model proposed by Tanasawa (1991) is employed. The 

volumetric transferred mass (kg/m3 s) at the liquid–vapor interface is given by: 
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2𝛾

2 − 𝛾
√

1.0

2𝜋𝑅

𝜌𝐺𝐻𝐿𝐺(𝑇 − 𝑇𝑠𝑎𝑡)

𝑇𝑠𝑎𝑡
(3/2)

∇𝛼𝐿 

(3) 

 

where TSat(P) is local saturation temperature, and γ is the fraction of molecules transferred from one phase 

to the other during phase change.  

  

0.025 s 0.035 s 

  

0.045 s 0.055 s 

  

0.100 s 0.150 s 

  

0.200 s 0.250 s 

Figure 2. Temporal progress of boiling phenomenon around heated wire; film growth, 

nucleation, pinch off and free rise of bubble 

 

3. RESULTS AND DISCUSSION 

From the results of the simulation, bubble dynamics around the wire has been visualized using 

phase contour of αL = 0.5. It has been observed that at the beginning by virtue of surface tension, 

film grows radially and it tries to contract longitudinally to form a bulge at both the ends, as 

shown in Figure 2. This growth subsequently gives rise the nucleation of first bubbl es from the 

corners. Subsequently, the film gets destabilized and shows wave in the periphery. At the peak 

of the wave the growth of the film continues to produce nucleation site for the bubbles. It can 

be also noticed that the film is not azimuthally symmetric and thickens at the top. Once the 

bubbles get bigger in size, neck formation is observed before pinch off from the site. Later on 

it moves up due to buoyancy in the neighborhood of surrounding bubble. This makes a 

population of bubble on top of the wire.  
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Parametric variation is also tried to observe the effect of degree of superheat on the density of 

bubble population formed from the surface. It has been observed that pinch off of first bubble 

is independent of degree of superheat (0.05 s). But later  on, more and more bubbles are formed 

around the wire which makes a denser bubble population around the wire. It can be clearly seen 

from comparative view of two different superheats (10 and 30˚) in Figure 3. It reports the 

bubble cluster at 0.25 s after the simulation. One can also see that not only concentration of 

bubbles is increasing but average bubble size is also increasing with temperature. It also 

observed that with increase in temperature the wire is gradually getting covered with a vapor 

film which will affect the heat transfer coefficient.  

  
∆T = 10°C ∆T = 30°C 

Figure 3. Comparison of bubble population for different degree of superheat at 0.25 sec  

 

4. CONCLUSION 

Numerically, Nukiyama’s experiment has been revisited and similar features of film and 

nucleate boiling has been observed. Finite volume-based simulation showed asymmetric 

growth of film around the wire, nucleation, mass injection in the bubbles, pinch off and 

free uprise around the wire. Comparative simulations at different wire temperature showed 

generation of more and more bubbles at high degree of superheat. Along with increase in 

number, one can see from the simulations that the bubble sizes increase with increase in 

degree of superheat. Present numerical simulation numerically verifies the experimental 

observations of Nukiyama (1934) and extends the findings for different degree of 

superheats. 
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ABSTRACT 

Various studies on scroll expander available in literature have proven it to be an attractive choice 

for micro-scale (< 20 kWe) ORC application. These studies comprise of modifying the scroll 

compressor to be used in the expander mode followed by the development of semi-empirical 

models to determine the scroll performance. These models can provide the guidelines to design 

scroll expanders for a specific ORC application. This paper generates a number of scroll expander 

geometries and optimizes them for the best cycle efficiency for a 10 kWe R134a ORC cycle using 

the above mentioned models. Conventionally, the scroll expanders have been studied by plotting 

their performance indicators against the cycle operating parameters such as temperature, pressure 

and volume ratio. In this paper, we analyze these scroll expander geometries on the classical Ns-Ds 

diagram along with other expanders. It is observed that scroll expander occupies a domain of low Ns 

and high Ds, away from conventional turbine type expanders but closer to other positive 

displacement devices such as rotary and reciprocating type of expanders. This unique domain of 

scroll expanders Ns-Ds plot also signifies existence of other potential applications. 

Key Words: Organic Rankine cycles, volumetric expander, scroll expander, semi-empirical model, 

scroll geometry, Ns-Ds diagram. 

 

1. INTRODUCTION 

In recent years, the growing concern about pollution from fossil fuels has resulted in an increased 

effort for utilization of low-grade heat sources such as industrial waste heat, solar and other 

renewable sources. Various thermodynamic cycles have been proposed and studied for conversion 

of low-grade heat sources into electricity. Among these options, ORCs are reported to be more 

efficient and commercially implemented in many projects for all the applications mentioned above. 

However, choice of expander becomes crucial at scales below 50 kWe as the turbine type of 

expanders tend to exhibit high rotational speeds. Positive displacement device such as the scroll 

expander has been proposed as a potential candidate for such applications. 

Scroll devices have traditionally been used as compressors and have recently been explored as 

expanders for power generation in small scale ORCs. In the absence of any commercially available 

scroll expanders, scroll compressors have been modified to operate in the expansion mode and 

generate expander characteristics. Based on these experimental data, semi-empirical and simulation 

based models have been developed to extrapolate the expander characteristics. For example, Lemort 

et al. [1] developed a deterministic model for the scroll expander performance with the 

experimental data generated from their studies with R245fa as the working fluid in the ORC. 

Similarly, the modeling tool for simulating the non-uniform wall thickness scroll expanders has 

been developed by Orosz et al [5]. However, there exist very little guidelines for designing a scroll 
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expander in a broader perspective, highlighting the consequence of scaling various design 

parameters. Classical dimensionless techniques like the specific speed vs specific diameter diagram 

(Ns-Ds diagram) have been pivotal in understanding of general behavior of the conventional 

turbomachinery. Use of Ns-Ds diagrams helps in the rapid screening of efficient turbine geometries, 

which are subsequently analyzed in detail using higher order simulation based models. Such a 

performance analysis of scroll expanders on the Ns-Ds diagram has not been done yet in the 

literature. 

 

 

 

Fig.1. Algorithm of scroll expander’s semi-empirical model.  

2. Ns-Ds diagram from semi-empirical model 

In this paper, we have relooked at the design of scroll expander using the Ns-Ds diagram. To obtain 

Ns-Ds diagram for scroll expander a state of art semi-empirical model has been used, whose logic 

is shown in flowchart above (Fig. 1). Initially, the scroll is studied in the context of ORC using 

various iso-curves and best efficiency curve, to understand the causes and consequence of scaling 

various design parameters. The scroll expander was found to occupy a unique domain in the Ns-Ds 

space, thus signifying potential application in unexplored domain. One such application could be 
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super critical CO2 cycle, but extensive laboratory and field testing is recommended for conclusively 

proving such application of scroll expander. 

 

3. RESULTS 

1) Contours of iso-efficiency lines are superimposed on Ns-Ds diagram; this will help rapid selection 

of an efficient expander for a specific application. 

2) Scroll expander’s Ns-Ds curves are superimposed on those of other turbines/expanders. The 

unique domain of scroll expander shows its application in domains where conventional turbines 

haven’t found their place. 

 

 

Fig. 2. Contours of iso-efficiency ratio lines on Ns-Ds plot for R134a as a working fluid in ORC. 

Legend: ○ T3’ = 89 °C, □ T3’ = 100 °C, ◊ T3’ = 110 °C, ◁ T3’ = 120 °C, ▷ T3’ = 130 °C, ▽ T3’ = 140 

°C, ∆ T3’ = 150 °C. 
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Fig. 3. Scroll expander on Ns-Ds diagram along with other type of expanders. 

 

4. CONCLUSIONS 

In this study, scroll expander has been analyzed on Ns-Ds diagram, where a number iso-curves are 

constructed using a semi-empirical model for a 10 kWe ORC with R134a as working fluid. This 

technique gives designer a broader perspective, highlighting the causes and consequences of scaling 

various design parameters. The scroll expander is found to occupy a distinct domain in the Ns-Ds 

space making it a better choice compared to the conventional turbines for small scale applications, 

thus reconfirming earlier literature work. The unique niche of scroll expander in the Ns-Ds domain 

away from conventional turbines, suggests that it can be applied in unexplored applications.  
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ABSTRACT 

Novel laboratory experiments were configured to study convective dynamics  and heat transport 

characteristics in a non-homogeneously heated rotating annulus. The non-homogeneous heating was 

obtained by imposing a tandem radial and vertical temperature gradient (ΔT). ANSYS-Fluent 

simulations were also carried out in a 2D axisymmetric plan to mimic one r-z plane of the real 

experimental set up of the above mentioned configuration.. The parameter range for simulation was 

Ra=2.43×108-1.2×109, and Ta= 0-2.7×109.  The working fluid was water with a Prandtl number, 

Pr=7. Temperature time series was acquired for varying Ta (i.e. rotation rates, Ω) for two fixed Ra 

(i.e. ΔT). Vertical temperature profiles showed decreasing impact of thermal forcing with increasing 

elevation. ANSYS-Fluent simulation combined with experimentally obtained thermal results 

indicate coexistence and interplay of thermal plumes and baroclinic waves for the present 

configuration.  

Key Words: Heat Transfer, Finite Elements, Natural Convection. 

1. INTRODUCTION 

Atmospheric general circulation which is an example of rotating convection, is instrumental in 

understanding large-scale synoptic weather pattern. However, it is difficult to study in the real 

atmospheric situations due to the fact that in real atmospheric situation, different atmospheric 

parameters (e.g. temperature, pressure, density etc.) could vary randomly and hence can not be 

studied in a controlled manner. But these large-scale atmospheric flow phenomena can be studied in 

laboratory conditions controlling the governing physical parameters. The differentially heated 

rotating cylindrical annulus of fluid, generally known as Hide-Mason configuration, is generally 

appreciated as an exquisite experimental setup for studying baroclinic instability mechanism, which 

is responsible for heat and momentum transport in mid latitude. However, mutual feedback and 

interaction between the fully developed baroclinic instabilities and background stratification can't 

be studied in Hide-Mason configuration due to intense boundary layer dominated overturning 

circulation. Hence, a new system is proposed consisting of a inhomogeneously heated fluid annulus 

where the inner wall is maintained at a constant colder temperature and the periphery is heated on 

the bottom using a 'thin' Al strip. Therefore, this new configuration is subjected to differential 

heating on bottom like horizontal convection system and simultaneously a radial gradient is 

imposed on a similar fashion to Hide-Mason configuration. This system will provide a better 

understanding of the heat transport from the strong convection near the tropics to the stably-

stratified mid-latitude. 
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2. . ANSYS-FLUENT SIMULATION RESULTS 

ANSYS Fluent was used to simulate the flow dynamics in a 2D axisymmetric plane as geometry of 

the cylindrical annulus is symmetric with respect to the axis of rotation. The plane for simulation 

mimics r-z plane in the experimental set up whose vertical edges (left and right) represent the outer 

and inner radiuses respectively of the cylindrical annulus used in lab experiment (Figure 6). 

Simulations were done for Ra= 2.43×108 - 1.2×109 and Ta= 0 - 2.7×109.  Different Ra and Ta were 

achieved by keeping ΔT= 15 K (288 K in inner cylinder and 303 K in outer periphery) and ΔT= 10 

K (293 K in inner cylinder and 303 K in outer periphery) and Ω=0.141-0.289  rps. All the 

boundaries were kept at no-slip and isothermal condition (except right vertical edge and small 

narrow part on bottom). Aspect ratio for the simulation was 1 similar to experiment. All the 

simulations were done using laminar-simulation option owing to the fact that Reynold number (Re) 

in the  present configuration is very small (of the order 40-400). Therefore, no schemes for 

analyzing turbulence works well enough at that limit. 

 

                                      (a)                                                                        (b) 

Figure 1. (a) SCHEMATIC OF EXPERIMENTAL SET UP ([19-20]) (b) VERTICAL PLANE 

FOR  SIMULATION 

 

Various contour plots (velocity, temperature fields) were simulated of , which plots for Ra =3.66 × 

108  and various Ta are shown below: 

1. Relative axial velocity: 

                  

                 (a)                                              (b)                                               (c) 

Figure 2. (a) Ta=0,  (c) Ta=2× 107 ,  (e) Ta=6.45× 108 
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In most of the cases buoyancy driven upward flow (convective plume) is found to have existed near 

outer periphery and sinking downward motion exists near cold inner wall. Bulk flow field in 

between inner and outer wall has near zero downward velocity. However, axial velocity contour 

turns up to be chaotic for very high Ta.  

2. Relative radial velocity:  

                   

                    (a)                                   (b) 

Figure 3. (a) Ta=0,    (b) Ta=2× 107 ,   (c) Ta=6.45× 108 

 In general, relative radial velocities exist only near boundary (towards inner wall on bottom and 

towards outer wall on top) for rotating cases. However, relative radial velocity contour turns up to 

be chaotic for very high Ta. Bulk flow field in between inner and outer wall has near zero relative 

radial velocity.  

5.Static temperature: 

                 

                   (a)                                      (b) 

Figure 5. (a) Ta=0,   (c) Ta=2× 107 , (e) Ta=6.45× 108 

Static temperature contour is very interesting. Slant isotherms are due to baroclinicity. It is also 

found that temperature between outer and inner radius tend to be homogeneous very slowly as time 

elapses indicating that the heat transfer process is very slow in the present configuration. It shows 

that impact of heating decreases with elevation as was also found from temperature time series data. 
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                                        (a)                                        (b) 

Figure 6. T vs z for  (a) Ra=3.66× 108  and  (b) Ra=2.44× 107 

Based on simulation data, T vs z near outer wall, at Ra=6.45× 108
 for two different Ta are plotted in 

Figure 13. It is evident that simulated T vs z matches qualitatively well with T vs z  obtained 

experimentally. Similar to experimentally obtained plot, Figure 13a also shows decrease in T occurs 

approximately up to z=1 cm, then increases approximately up to z=3 cm and then onwards it 

remains fairly constant along the vertical height. Whereas for very small ΔT, therefore for small 

Ra=2.44× 107, decrease in T occurs approximately up to z=1 cm, then onwards it remains fairly 

constant along the vertical height due to decreasing bottom heating influences over the vertical 

height. However, quantitative mismatch is expected due to 2D nature of the simulation which 

constrains secondary flow structures in azimuthal direction.   

4. CONCLUSIONS 

Rotating convection in a new configuration with localized bottom heating and central cooling is 

studied by simulation . The present paper primarily focuses on vertical distribution of instantaneous 

temperature near outer wall and different contour plots (temperature, relative velocity) from 2D 

axisymmetric Ansys-Fluent simulation. Relative axial velocity contour plots shows existence of 

thermal plume (near outer wall) and experimental visualization on horizontal plane shows 

wandering baroclinic waves, thereby hinting at coexistance of convective plume and baroclinic 

waves (in bulk). Different modes of heat transport for rotating and non-rotating convection was also 

implied from it. Vertical distribution of instantaneous temperature data at steady state implies 

existence of two different layers, one near boundary layer and the other outside the boundary layer 

in a geostrophic balance.  
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ABSTRACT 

The problem of conjugate natural convection in a square cavity filled with a nanofluid with 

sinusoidal temperature variations on both horizontal walls is visualized by streamlines and 

isotherms. Water-based nanofluids with Ag, Cu, Al2O3, nanoparticles are chosen for investigation. 

The governing equations together with the specified boundary conditions are solved numerically 

using the finite difference method over a wide range of Rayleigh number (103< Ra < 107), wall to 

nanofluid thermal conductivity ratios (0.5 Kr 1) and wall thickness to height ratios varied. 

Comparisons with previously published work verify good agreement with the proposed method. 

Detailed computational results for the influence of the various parameters on streamlines, isotherms, 

and the overall heat transfer are shown graphically. It is found that the heat transfer rate is 

significantly enhanced by incrementing the solid wall thickness. Different values of the thermal 

conductivity ratio are shown to depict a variety of enhancements for the heat transfer rate. 

Key Words: Conjugate natural convection, Nanofluid, Sinusoidal conditions, Finite difference 

method. 

1. INTRODUCTION 

Conjugate natural convection heat transfer is an important phenomenon in engineering systems 

because of its wide range of applications in electronic cooling, heat exchangers, and double pane 

windows. Conjugate natural convection heat transfer occurs in cavities and is caused by temperature 

differences and buoyancy forces. It can be analysed by using cavities filled with a clear fluid or 

nanofluid. The low thermal conductivity of conventional heat transfer fluids such as water and oils 

is a primary limitation to enhancing the performance and compactness of many electronic 

engineering devices. Solids typically have a higher thermal conductivity than liquids. For example, 

copper (Cu) has a thermal conductivity 700 times greater than water and 3000 times greater than 

engine oil. A new innovative technique to enhancing heat transfer is by using solid nanoparticles 

with diameters of 10–50 nm in a base fluid (i.e. nanofluids). Because of the small size and very 

large specific surface area of the nanoparticles, nanofluids have superior properties such as high 

thermal conductivity, minimal clogging of flow passages, long term stability, and homogeneity. 

Thus, nanofluids have a wide range of potential electronic, automotive, and nuclear applications 

where improved heat transfer or efficient heat dissipation is required. An early study considered 

heat transfer enhancement in a differentially heated cavity by using the finite volume method. The 

suspended nanoparticles were found to substantially increase the heat transfer for all of the given 

Rayleigh number.  
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2. MAIN BODY 

 

Consider two-dimensionalsteady natural convection in a square cavity with length L, as illustrated 

in Fig. 1. The top and bottom horizontal walls of the cavity have varying sinusoidal temperature 

distributions, while the left and right vertical walls thermally insulated. The boundaries of the 

annulus are assumed to be impermeable; the fluid within the cavity is a water-based nanofluids 

having Ag, Cu or Al2O3 nanoparticles. The Boussinesq approximation is applicable; the nanofluid 

physical properties are constantexcept for the density. 

3. RESULTS 
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Correlations of average Nusselt number with Rayleigh number 

Case (a) sinusoidal temperature; 

            The correlations presented in the table 1 for sinusoidal temperature variation at   

bottom wall is very close to that of reference with a maximum error of 1%. However the 

error increases to a maximum of 3% when Ra ranges from 2x104 to 107. 

 

Case (b) linearly varying temperature; 

The correlation presented in the table 1 for linearly varying temperature at bottom wall in 

the range of Ra 105 to 107 exhibits a maximum error of 3%. It is also observed that when 

the range of Ra is from Ra 2x104 to 107 the maximum error is 3% for the bottom wall. 

However for the side wall the maximum error is seen to be 3.5.  

4. CONCLUSIONS 

This study considered the visualization of temperature and stream function on conjugate natural 

convection in a square cavity filled with nanofluid with sinusoidal temperature variations on both 

horizontal walls. The finite difference method was applied to solve the non-dimensional governing 

equations together with the specified boundary conditions. 

• Phase deviation increment significantly affects flow behavior and temperature distribution 

within the cavity. This is due to the difference of the sinusoidal temperature variations on 

the horizontal walls. 

• Significant enhancement of streamlines and temperature profiles occur with increasing solid 

wall thickness. At low thickness, a second streamline cell occurs in the anticlockwise 

direction at the top right corner of the cavity. Streamline flow circulation maximum 

strength increases whereas the minimum decreases with insertion of the solid wall, due to 

the resistance of the solid wall. 

• The local Nusselt number shows that convection heat transfer is significantly enhanced with 

sinusoidal temperature variations both horizontal walls. 

• The average Nusselt number significantly increases with increasing nanoparticle volume 

fractions, due to the higher thermal conductivity of the nanoparticles. Significant increment 

of convection heat transfer occurs for increasing phase deviation. 
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ABSTRACT 

This paper discusses about the numerical prediction of isothermal condition with discrete heat 

sources in a vertical channel filled with high porosity metal foams. The problem considered consists 

of a vertical channel in which discrete heat source assembly is placed at the centre and high porosity 

metal foams are placed on either side of the aluminium plates to enhance the heat transfer. The flow 

through the metal foam porous medium is predicted by using Darcy Extended Forchheimer model 

and Local thermal non-equilibrium model as well as local thermal equilibrium model is used for 

heat transfer prediction. The results are presented in terms of temperature excess over the ambient 

for both empty and metal foam filled channel. Finally, the heat input through the discrete heat 

sources is varied to obtain an isothermal condition on all the heat sources at a constant inlet 

velocity. 

Key Words: Heat Transfer, Discrete heat sources, metal foam, vertical channel, LTE, LTNE. 

1. INTRODUCTION 

Metal foams are receiving considerable attention in thermal applications because of its distinct 

properties such as high surface area density, ability to increase turbulence, interconnected voids etc. 

Hotta et al. [1] experimentally determined the optimal distribution and configurations of heat 

sources on a substrate under natural convection. They studied the effect of surface radiation for 

determining optimal configuration and developed correlations for the same. Thermal transport in 

high porous metal foams has been reviewed by Zhao [2]. The review mainly focuses on forced 

convection of single phase, flow boiling and pool boiling heat transfer and thermal radiation in high 

porosity cellular metal foams. Calmidi and Mahajan [3] analyzed different pore density aluminum 

metal foams of varying porosity ranging from 0.89 to 0.97. They reported that the thermal 

dispersion is negligible in the foam – air combination due to high thermal conductivity of the solid 

matrix of metal foams. Lu et al. [4] carried out analytical studies on forced convection through 

horizontal plate channel partly filled with metal foams. They predicted the velocity distribution and 

temperature profile for the entire domain for different pore densities and also examined for different 

porosities of the metal foam. Sener et al. [5] carried out experimental study on aluminum metal 

foam filled in a rectangular channel for calculating pressure drop and heat transfer. They concluded 

that heat transfer in the channel increases with increasing filling rate of the foam. Yu and Joshi [6] 

experimentally studied the heat transfer enhancement in a pin fin heat sinks in horizontal and 

vertical orientations from enclosed discrete components for closed and vented enclosures. They 

concluded that the completely closed enclosures have lower thermal resistance compared to the 

vertical orientation. Kamath et al. [7] carried out experiments on high porosity aluminum metal 

foams filled in a vertical channel. They identified the mixed and forced convection regions based on 

Reynolds and Richardson numbers of the flow. Many researchers [8-9] perfomed optimization 

studies on discrete heat sources involving porous medium.  

Based on the above literature it is has been identified that the numerical studies on discrete heat 

sources are inadequate.  Therefore, the objective of the present study is to predict the isothermal 
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condition on all the heat sources by varying the heat inputs at a constant inlet velocity in a vertical 

channel filled with aluminum and copper metal foams.  

2. Physical and Computational domain 

The physical domain considered for the present study consists of vertical channel in which discrete 

heat source assembly is placed at the centre of a channel and high porosity metal foams are placed 

on either side heater assembly to enhance the heat transfer. The size of the aluminium strips is 20 x 

250 x 3 (all in mm), Bakelite strips are 22.5 x 250 x 7 and the metal foam has a size of 150 x 250 x 

20 (all in mm). The physical geometry considered in the present simulation is shown in Figure 1. 

Since the domain is symmetrical about the Y axis, only a two dimensional computational domain is 

considered for the computations which consists of one side discrete heater plate assembly, one side 

metal foam, upstream and downstream of the channel as shown in Figure 2. The boundary 

conditions used for the computational domain are also shown in Figure 2. The metal foam 

characteristics used for the heat transfer enhancement in the present study are listed in Table 1.  

  

FIGURE 1. Physical domain considered for the 

present study 1) Wall 2) Bakelite 3) heater 4) 

Aluminium strip 5) metal foam 

 

FIGURE 2. Computational domain with boundary 

condition 

Material 

10PPI 
Porosity 

Diameter (mm) 
Permeability 

(K, x 10-7 m2) 

Form drag 

coefficient (C) 

Surface area 

density (asf,    

m-1) Pore Fibre 

Aluminum 0.94 4.982 0.526 6.706 167.56 440.25 

Copper 0.86 4.732 0.703 4.779 225.48 824.72 

TABLE 1. Metal foam characteristics 

3. RESULTS 

The two dimensional numerical simulation is carried out by using commercially available ANSYS 

FLUENT software. The metal foam region in the computations is considered as an isotropic 
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homogeneous porous medium. The Darcy Extended Forchheimer model is used to predict the flow 

characteristics through the metal foam region. The heat transfer through the metal foams which are 

beside the Bakelite strips are predicted with LTE thermal model and metal foams which are 

adjacent to the discrete heat sources are calculated with LTNE thermal model. Air is considered as 

the working fluid which is flowing through open region as well as metal foam region and the 

properties of the air is taken at an inlet temperature of 300 C. For the purpose of validation, the 

results of the pressure drop and the excess temperature obtained for 10PPI aluminium metal foam 

filled in the vertical channel with single full length heater are compared with the experimental 

results of Kamath et al. [7] and are shown in Figure 3. From the plots of pressure drop and 

temperature difference, it is clear that the numerical results obtained are in good agreement with the 

experimental results. 

 

(a) 

 

(b) 

FIGURE 3. Comparison of present simulation results with experimental benchmarks for (a) pressure 

drop (b) temperature difference  

Figure 4 shows the excess temperature variation with respect to the inlet velocity for an equal heat 

input of 9.2W for all the three heaters for an empty channel. From the plot it is clear that the bottom 

heater is able to take more heat compared to middle and top heaters. In the second case a total input 

of 70W is supplied to all the heaters in such a way that the bottom heater is supplied with 40W, 

middle heater is supplied with 20W and top heater supplied with 10W. The excess temperature 

variation for unequal heat input for both with and without metal foam is presented in Figure 5. It is 

clear from the plot that the metal foams significantly enhance the heat transfer.  

  

FIGURE 4. Temperature excess variation for 

equal heat input for empty channel 

FIGURE 5. Temperature excess variation for 

unequal heat input for empty channel and 

aluminium metal foam 
 

To get an optimal heat input condition on all the heaters, a fixed inlet velocity of 0.54 m/s is 

considered and the heat inputs are varied. Figure 6 shows the isothermal condition obtained by 

using aluminium and copper metal foams. The optimal design condition for aluminium metal foam 

is 32W for bottom heater, 22W for middle heater and 16W for top heater. Similarly with the use of 
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copper metal foam the optimal condition is 34W for bottom heater, 21W for middle heater and 15W 

for top heater.  

 

(a) 

 

(b) 

FIGURE 6. Aluminium strip surface temperature for optimal heat input (a) aluminium metal foam 

(b) copper metal foam 

4. CONCLUSIONS 

The numerical simulation of heat transfer through high porosity metal foams with discrete heat 

sources is carried out using commercially available FLUENT software. The use of metal foams 

significantly improves the heat transfer in the range of velocities studied. The aluminium and 

copper metal foams are used for the prediction of isothermality condition on all aluminium strips at 

a constant inlet velocity of 0.54 m/s. The aluminium metal foam gives an optimal design for the 

heat input of Q1=32W, Q2=22W and Q3=16W and copper metal foam predicted at Q1=34W, 

Q2=21W and Q3=15W.  

REFERENCES 

[1] T. K. Hotta, P. Muvvala and S. P. Venkateshan, Effect of surface radiation heat transfer on the optimal 

distribution of discrete heat sources under natural convection, Heat and Mass Transfer, 49, 207-217, 

2013. 

[2]  C.Y. Zhao, “Review on thermal transport in high porosity cellular metal foams with open cells”, 

International Journal of Heat and Mass Transfer, 55, pp. 3618–3632, 2012. 

[3]  V. Calmidi and R. Mahajan, Forced convection in high porosity metal foams, ASME Journal Heat 

Transfer, 122, 557–565, 2000. 

[4]  W. Lu, T. Zhang and M. Yang, Analytical solution of forced convection heat transfer in parallel-plate 

channel partially filled with metallic foams, International Journal of Heat and Mass Transfer, 100,718-

727, 2016. 

[5]  M. Sener, A. Yataganbaba and I Kurtbas, Forchheimer forced convection in a rectangular channel 

partially filled with aluminum foam, Experimental Thermal and Fluid Sciences, 75, 162-172, 2016. 

[6]  E. Yu and Y. Joshi, Heat transfer enhancement from enclosed discrete components using pin-fin heat 

sinks, International Journal of Heat and Mass Transfer, 45(25), 4957-4966, 2002. 

[7]  P. M. Kamath, C. Balaji, S. P. Venkateshan, Experimental investigation of flow assisted mixed 

convection in high porosity foams in vertical channels, International Journal of Heat and Mass Transfer, 

54, 5231-5241, 2011. 

[8]  G. Kumar, C. Rao, Interaction of surface radiation with conjugate mixed convection from a vertical plate 

with multiple nonidentical discrete heat sources, Chemical. Engineering Communication, 198 (5), 692–

710, 2011. 

[9]  A.K. da Silva, S. Lorente, A. Bejan, Optimal distribution of discrete heat sources on a wall with natural 

convection, Int. J. Heat Mass Transf. 47 (2), 203–214, 2004. 

Page 200 of 943



 

 

Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

VORTEX TUBE BASED EXPANSION DEVICE FOR VAPOUR 

COMPRESSION REFRIGERATION SYSTEM  

Irwin O. Toppo, Vishal Singh, Bhajneet Singh  

Department of Mechanical and Automation Engineering, GB Pant Government Engineering 

College, Okhla-III, New Delhi-110020, India 

irwinosmond@gmail.com, vishal.singh.1404@gmail.com, singh84b@gmail.com 

 

 

ABSTRACT 

An experimental and numerical investigation into the possibility of using counter flow vortex tube 

as a substitute to throttling valve in vapour compression refrigeration system with air as a 

refrigerant has been carried out. The output characteristics like cold outlet temperature, hot outlet 

temperature and cold fraction were studied by varying input parameters.   

Key Words: Vortex tube, Vapour compression refrigeration (VCR), Expansion device. 

1. INTRODUCTION 

The Ranque-Hilsch vortex tube is a device without any moving parts that separates a compressed 

gas stream into a low temperature stream and a high temperature stream due to expansion of rapidly 

moving gas vortex [1]. The flow is internally separated in layers rotating at different radii. The flow 

along the periphery becomes hotter as kinetic energy is converted into heat energy due to viscous 

dissipation and the axially flowing stream looses its energy to the outer flowing stream thus cooling 

down.  

Vortex tube is utilized in machine cooling, injection mould cooling, etc. as an independent 

refrigeration system due to its simplicity, durability, compactness, safety, robustness but its low 

COP and high cost makes is less preferable for other applications [1][2]. However, with some 

design modifications its cost can be reduced drastically and it can be utilized as a replacement to 

throttling valve in VCR system providing an expansion device  that can withstand high pressure as 

well as maintain subcritical cycle for CO2 [3]. 

2. DESIGN 

The high cost of the commercial vortex tube overshadows the performance improvement of the 

vapour compression refrigeration system. Thus, a counter flow tube was redesigned with economic 

considerations using relative design parameters available in the literature. For instance, the length to 

inlet diameter ratio should be around 30:1 to 50:1 for optimum results [4]. Similarly, smaller cross-

section area of cold outlet is necessary for the occurrence of secondary cold stream and a diameter 

of 6mm is optimum for reaching the minimum cold gas temperature [5].  

AISI 1080 was used to keep the cost low and the tube was designed in five different parts for the 

ease of manufacturing. The inlet enclosure provides the casing to the vortex generator and acts as a 

reservoir for the compressed gas. The vortex generator swirls the incoming gas which is carried 

through the main tube towards the hot outlet while a part of the gas returns axially along the 

divergent tube to exit at the cold end. At the hot outlet, a control knob was fixed to adjust the mass 

fraction leaving the hot end which will eventually affect the temperature difference between the hot 

and cold stream. 
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  (a) Inlet enclosure              (b) Vortex generator           (c) Divergent tube 

FIGURE 1. Components of vortex tube  

The individual components manufactured by machining (see Figure 1) were welded together to 

complete the assembly. The experimental setup comprised of the vortex tube, air compressor, 

pressure gauges and thermostat. Some crucial dimensions of the vortex tube are as follows:  

• Diameter of the inlet = 15 mm 

•  Length of the main tube = 620 mm  

•  Number of inlets of Vortex Generator = 4 

•  Diameter of the inlet of vortex generator = 6 mm 

•  Diameter of the hot outlet = 26 mm 

•  Diameter of the cold outlet = 8 mm 

 

3. RESULTS 

The vortex tube was tested experimentally by varying inlet pressure and corresponding changes in 

cold outlet temperature, hot outlet temperature and cold fraction were recorded. Also, 3-D transient 

numerical analysis was conducted using mesh shown in Figure 2. Standard k-epsilon model was 

used for modelling turbulence. 

 

FIGURE 2. Computational mesh near vortex generator 

The obtained experimental and numerical results were validated with the existing literature [6]. 

Figure 3 shows the static pressure at cold and hot exit for different values of cold fraction. The 

results obtained for cold exit pressure are in close agreement with those reported in the literature 

[6]. In contrast, the values of hot exit pressure differ significantly from the results available in 
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literature which can be due to difference in the dimensions of the vortex tube that has been used for 

the present study. 
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FIGURE 3. Cold exit and hot exit pressure at various cold fraction 

The variation of cold and hot temperature separation with respect to cold fraction is shown in Figure 

4. The experimental and CFD results of the present study show the same trend as obtained by the 

experimental results reported in the literature [6] but both the experimental and CFD values are 

much higher due to the change in the dimensions of the vortex tube. 
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FIGURE 4. Cold temperature and hot temperature separation at various cold fractions 

4. CONCLUSIONS  

In the present study, experimental and CFD analysis of counter flow vortex tube as an expansion 

device for a vapour compression system has been done. The locally manufactured low cost vortex 

tube has been used instead of commercially available vortex tube. Static pressure and temperature 

separation were recorded at different cold fraction and the trend has been similar with the results 

obtained for commercially available vortex tube. In future, the device will be tested for suitability 

with other refrigerants and the effect on the COP of the system will be studied. 
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ABSTRACT 

Centrifugal pump is a rotating machine in which flow and pressure are generated dynamically. The 

disciplined one dimensioned thinking and analysis enables one to deduce pump operational 

characteristics at both the optimum/design conditions and off design conditions. This enables the 

designer or user to judge whether the pump and the fluid system in which it is installed will operate 

smoothly or with instabilities. The design of the centrifugal pump is taken up to supply metered fuel 

to combustion chamber of a gas turbine engine at all operating conditions based on the flow demand 

set by the engine controller. The Computational fluid flow analysis of centrifugal pump is carried 

out to predict axial loading on the blade during design and off design conditions. 

This paper discusses about the axial load estimation for different rib sizes and different gap between 

blade and casing of the centrifugal pump using CFD code Ansys Fluent 16.0. The code is validated 

with one set of measured data and reported the margin between CFD and experimental. 

Further the performance characteristics at various operating points have been analysed and will be 

covered in the full paper along with the conclusions and references. Figure 1-3 are listed below 

which shows the fluid model, performance characteristics and contour plots of static and total 

pressure. 

Keywords: Impeller, Ribs, CFD, axial load 
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Figure 1: Geometry model of centrifugal pump  Figure 2: Plot of mass flow with axial load 

 

 
(a) Static Pressure, 

Blade Surface 

 
(b) Static Pressure, 

 Rib Surface 
(c)Total Pressure, 

Blade Surface 

(d) Total Pressure,  

Rib Surface 

Figure 3: Contour plots of Static pressure and Total pressure on Blade surface and Rib surface 
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ABSTRACT 

This paper reports on a combined inverse method and IC engines performance simulation, to design 

near “optimal” thermal barrier coatings (TBC). Using GT suite, ideal piston surface temperature 

profile that maximizes I.C. engine thermal as well as volumetric efficiency is obtained. Ideal 

temperatures are used as inputs for an inverse heat conduction parameter estimation problem. 

Thermal conductivity and volumetric heat capacity of TBCs are simultaneously obtained. A set of 

possible permutations of structures are obtained when the estimated thermophysical properties are 

combined with geometric parameters. Generic models based on topology and porosity are used to 

arrive at the effective thermophysical properties. A simple protocol to arrive at realizable geometry 

is obtained when manufacturing and reliability constraints are imposed. To showcase the 

performance improvement, the generated porous TBC material is modelled on FLUENT, 

commercial CFD software, with instantaneous combustion gas temperature and heat transfer 

coefficients at rated speed full load condition to quantify the heat insulation and temperature 

“swing” characteristics.    

 

Key Words: Thermal Barrier Coating (TBC), temperature swing, parametric study. 

1. INTRODUCTION 

Nowadays several research programs, in automotive industries, are being carried out to decrease 

engine fuel consumption and pollution. Normally, in diesel engines about 19-22 percent of fuel 

energy is rejected to coolant fluid. TBCs can reduce this heat loss and lead to better thermal 

efficiency [1]. Interest in design and development of thermal barrier coating (TBC) is increasing 

due to increase in fuel costs and due to decrease in high quality fuel production. The concept of 

TBC for diesel engines began in 1980s. The primary function of the TBC is to reduce the rate of 

heat transfer from the working gas of the combustion chamber to the metallic wall of the IC engine. 

Thin TBC of low thermal conductivity and low heat capacity gives high thermal efficiency [2]. Thin 

coatings can help prevent intake air heating with effective resistance during the combustion. 

However, fundamental relationships between thermal/volumetric efficiency and thermophysical 

properties, structure and durability of TBC is not known.                                                                         
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Variable thermal properties of the coat can improve the thermal efficiency and volumetric 

efficiency [3]. Time varying thermal properties such as thermal diffusivity and thermal effusivity 

can improve the thermal efficiency and reduce the major heat loss during the power stroke [4]. 

Thermal diffusivity ( k c = ) and thermal effusivity ( e k c= ) depends on the thermal 

conductivity ‘k’ and heat capacity per unit volume ‘ρc’ of the material. In our prior work [4] we 

showed that a TBC material should possess high thermal diffusivity during intake stroke while 

lower thermal effusivity during power stroke.   

In this work, we report on an “inverse” method to arrive at required TBC properties from ideal 

performance thermal profiles. When combined with generic models for effective properties using 

known manufacturable topologies then realizable TBC structures are obtained. Further, this work 

establishes an optimization framework, to obtain near optimal TBCs.  

2. PROBLEM FORMULATION 

In this problem, heat transfer in TBC depends on many parameter such as thermal conductivity, 

density and heat capacity of material. Parameter estimation methodology adopted to understand the 

behaviour of TBC for optimum performance. In parameter estimation, model studied repeatedly for 

different parameter values. [5,6]  

                              Figure 1. Thermal Barrier Coating with Substrate Material 

An axisymmetric, one-dimensional insulated piston substrate geometry is assumed for the 

numerical model as shown in Figure1. Instantaneous boundary conditions throughout the engine 

cycle, which includes gas temperature, surface temperature and heat transfer coefficients (HTC) 

calculated from initial GT Suite engine cycle simulation.  

In the first part of study, The thermal conductivity ‘k’ are considered unknown with known value of 

heat capacity per unit volume, C=ρc. Where ρ is density and c is specific heat of the material. A 

pulse heat flux boundary condition at x = 0 and an initial temperature (Tini) condition are applied. 

The amount of heat flux (q) is considered known. The governing differential equation for the TBC 
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Using sequential parameter estimation method, the thermal conductivity ‘k’ and heat capacity 

per unit volume ‘ρc’ are determined [5]. 
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3. ANALYSIS AND RESULTS 

A one-dimensional transient heat conduction analysis was conducted to predict the surface 

temperature profile. Instantaneous combustion gas temperature and heat transfer coefficients 

calculated from initial GT Suite engine cycle simulations at rated speed full load condition were 

used as convective boundary conditions on the gas side and the constant wall temperature boundary 

condition was assumed on the other side. The detail of engine operating conditions listed in Table 1. 

Various hypothetical insulation materials were studied by scaling the thermal properties (thermal 

conductivity and volumetric specific heat) and the case which shown best thermal swing 

characteristics and the optimum engine performance (the one with lower thickness, lowest 

effussivity and higher diffusivity), was selected for analytical work to predict the time varying 

thermal properties such as thermal conductivity. A detailed methodology is shown in Figure2. 

 

 

Figure 2. Simulation Methodology 

 

Engine Type Turbocharged, Air Cooled 6 

cylinder inline engine 

Stroke 159 mm 

Bore 159 mm 

Compression Ratio 14.7 

Engine Speed 1200rpm, 1500rpm and 1900rpm 

Load Part Load and Full load 

Fuel Diesel 

Table 1: Engine Operating Conditions 

 

Figure 3 shows the variation of thermal conductivity as a function of crank angle (one cycle) for 

different thickness of TBC. Two different TBC thicknesses are plotted in Figure 3. Owing to high 

temperature gradients, 0.3 mm thickness TBC may incur higher thermal stresses. Hence, higher 

thickness material may be preferable.  
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Figure 3.Thermal Conductivity of TBC for different thickness (tc=0.3mm and 0.5mm) 

. 4. CONCLUSIONS 

Inverse heat conduction method coupled with the GT Suite-ANSYS FLUENT software has been 

used to design near optimal TBC. Ideal piston’s surface temperature profile was used as input in an 

inverse heat conduction problem to simultaneously predict the thermal conductivity and volumetric 

heat capacity of the TBC. Results indicate that thin TBC showed less heat loss in the power stroke 

due to its lower effective thermal conductivity (keff). However, thin TBCs may incur high thermal 

stresses and hence there is a need to optimize TBC thickness for durabilty. Knowledge of thermal 

conductivity and volumetric heat capacity of TBCs can provide valuable design guidelines for 

optimum engine performance. 
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ABSTRACT 

The passive mode of heat transfer enhancement is most frequently used in the process heat transfer 

applications. The cross-flow heat exchanger prominently uses the circular tubes in forming an array 

of tube bank. however, the development of wake and high-pressure drop lowers the thermal 

performance of the heat exchanger. In this study the numerical analysis is performed over the cam-

shaped tube to investigate the thermal performance of the system. The CFD results indicates that 

cam-shaped tube results in slight lower heat transfer rate over circular due to reduction in frontal 

area, but pressure drop is also significantly very low. This leads to the overall improvement in the 

thermal performance of the tubes. The results are also compared with the experimental finding with 

overall deviation was found to be less than 10%.    

Key Words: Heat Transfer, friction factor, thermal performance. 

1. INTRODUCTION 

The heat transfer augmentation with the passive mode of enhancement is being widely used across 

the globe since decades. The passive mode of enhancement is mostly preferred as it requires no 

additional secondary energy source. The heat exchangers commission in process industry are often 

involved gas-liquid interface for energy transfer. The parallel and counter flow heat exchangers are 

cannot be used due to the large difference in the heat capacity of the two fluids. So the cross flow 

heat exchangers are considered to be the best possible option in many industries. The cross-flow 

heat exchangers are associated with the two fluids in orthogonal flow directions. The cross-flow 

heat exchanger comprises of tubes carrying hot fluid and cold fluid flows over the tube surface. The 

layout of the tubes can be in-line or staggered configuration. The most commonly used tube profile 

is circular tubes as used since initial work reported by Roshko [1]. However, the circular section are 

bluff bodies and hence flow experience large pressure drop along with the wake and large eddies at 

the tube downstream. Hence research involves in reducing the wake and pressure drop across the 

circular tubes. The possible way is to control the tube profile which reduced the wake and pressure 

drop across the tubes. So us of non-circular tubes are being used to control the flow characteristics.  

 Ota et al.[2] make use of the elliptic tube section in tube bank and suggests the 

improvement in the thermal performance with attack angle. Aiba et al. [3] investigated the Nusselt 

number for staggered tubes at different tube pitch ratio. The high heat transfer with increased 

turbulence is reported at large pitch ratio. Talaat et al. [4] investigated the thermal performance at 

different pitch ratio and attack angle in case of the elliptic tubes. The results report the better 

thermal performance is found at a lower attack angle of tubes. Similarly, other section as wing 

profile is investigated by Ahmed et al. [5] and reported that the pressure coefficient increases with 
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the increased attack angle of air. Toolthaisong et al. [6] investigated the performance of tubular 

tubes in tube bank with different attack angle in the estimation of heat transfer and friction factor 

for the tube bank array. As most of the above profiles are being used since last few decades there is 

a need for a new profile which can enhance the thermal performance eve more. So Lavasani et al. 

investigated the thermal performance for cam shaped tubes at pitch ratio of 1.5, and 2.0 and 

reported the improve performance than circular tubes. As the cam profile is the latest development 

in the new tube profile the better insight is necessary for the exact application. hence the present 

study reported the three-dimensional numerical simulation for cam shaped tubes in a staggered 

configuration with the comparison over the experimental data for the wide range of Reynolds 

number. The present study highlights the numerical contours for the heat and fluid flow 

characteristics for the flow over the cam-shaped tubes in a staggered configuration, as no such study 

is performed in recent times.          

2.  GRID DEVELOPMENT AND NUMERICAL ANALYSIS 

The numerical simulation is performed by considering the experimental study performed by 

lavasani et al. [7]. The ambient air is being allowed to pass over the staggered layout of cam tubes 

aas shown in fig. 1. The three-dimensional numerical grid is generated using commercial software 

ANSYS ICEM CFD 16.0. The mesh domain is indicated in fig 2. 

  

    Figure 1. tubes arrangement                       Figure 2. structured mesh over domain 

The structured uniform mesh is generated with the dimensionless y plus as 1.0, so effects of the 

boundary layer can be considered while estimation the heat transfer. The mesh quality is maintained 

as 0.85 and above with aspect ratio of 1.12. The very fine mesh is created near the wall surface of 

the cam-shaped tubes.  

The numerical analysis is performed in solver FLUENT 16.0, with pressure-velocity coupling by 

SIMPLE algorithm. The tubes surface is maintained at constant temperature of 353K, while the 

ambient air flows across the tube surface. The Reynolds number for the flow is maintained from 

27000 to 42500. The flow is assumed to be steady and convective losses from the wall are 

negligible. The residuals are converged to the order of 10-5 and 10-8 for the mass continuity and 

energy equation. The RNG k-ε turbulence model with enhanced wall function is most suited in case 

of the staggered orientation of the tube surface.  

The mean Nusselt number is determined as 

h.Deq
Nu=

k                      (i) 

friction factor across the tube bank is estimated as, 

2.ΔP
f=

2
ρ.N .UmaxL      (ii) 

where Deq is the equivalent diameter of the cam-shaped tube, k is the thermal conductivity of the 

fluid, ΔP is the pressure drop across the tube array, NL is the number of tubes in the longitudinal 

direction, Umax is the maximum flow velocity, and ρ is the fluid density. 
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3. RESULTS 

The flow characteristics across the tube bank can be studied by the temperature and 

streamline contours which is derived numerically.  

  

Figure 3 Turbulent kinetic energy contour and streamline contours  

The turbulent kinetic energy and streamline contours are represented in the fig. 3. The 

intensity of turbulence increases with the number of the tube along the flow direction. 

The peak intensity is observed at a point close to the downstream of the tube indicating 

the point of separation of the fluid. In a similar way, for streamline contours, the vortex 

formation at the downstream is of a smaller size indicating the delay separation as 

compared to the conventional circular tubes. The vortex at the last row of tubes are 

relatively of large size due to a reduction in the flow velocity of the fluid. As the 

separation is delayed the fluid remain in contact with the tube surface for the longer 

duration thereby transferring more energy to the cross fluid.  

Heat transfer and friction factor:- The average Nusselt number and friction factor for cam 

shaped tubes are represented in figure 4. The thermal performance is governed by both 

the parameters.  

  

Figure 4 Average Nusselt number and friction factor for cam shaped tubes  

The Nusselt number increases with increase in the flow Reynolds number. The CFD 

results are close to that of the experimental data of Lavasani et al. [7]. The variation in 
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the experimental and CFD results are of the order of 6-9%. However, the deviation is 

slightly higher at high Reynolds number as convective losses increase with increased flow 

Reynolds number. In case of the friction factor, there is a drastic reduction in the pressure 

drop for the cam-shaped tubes due to the streamline section of the tubes. Furthermore, 

due to a reduction in the frontal area of the tube, the pressure drop reduces even more. In 

the conventional circular cylinder, the separation occurs at mid-way for high flow 

Reynolds number which contributes to high-pressure drop. So by considering the 

combined effect of heat and friction factor the overall thermal performance is improved. 

In case of staggered layout the pressure drop is very high for the circular tube bank, 

hence friction factor significantly controls the overall thermal performance.  

4. CONCLUSIONS 

The numerical simulation is performed on the staggered configuration of cam-shaped tubes. The 

numerical analysis is being compared with the experimental finding [7] with the following aspects; 

• The numerical results are in close proximity with the experimental data generated by 

Lavasani et al. [7]. The Nusselt number increases with increase in the flow rate. 

• The average Nusselt number is less than that of the circular tube due to a reduction in the 

flow projected area, but the pressure drop is reduced substantially for cam shaped tubes. 

This leads to the improved thermal performance of cam shaped tubes over the circular tubes 

for entire range of Reynolds number. The overall thermal performance is improved by four 

times over circular tubes. 

• The vortex formation is reduced at the cylinder downstream due to the delayed separation 

of the boundary layer. This leads to reduced turbulence within tube bank over circular 

tubes. So friction factor is significantly low even for staggered layout thereby promoting 

superior overall thermal performance for the entire range of Reynolds number. The overall 

reduction in the friction factor was found to be around 70% over circular tubes.      
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Abstract

Shape effects of particle in free molecular regime is investigated using an in-house, three dimensional
direct simulation Monte-Carlo (DSMC) solver. The solver is validated for typical shape i.e sphere with
available analytical results and compared with practical particle shape i.e ellipsoidal. The sensitivity of
particle shape is discussed using surface properties such as drag and heat transfer. Moreover, the variation
of surface properties with respect to angle of attack is discussed.

KEY WORDS :: DSMC, GAS-SOLID FLOW, NON-SPHERICAL, FREE MOLECULAR REGIME

1 Introduction
Multiphase flows considering gas-solid have many applications in industries such as cyclone separators,
sand blasting, sand storm, pollution control systems, etc. Numerous studies had been done in several years
to study the gas-solid flow behavior, however it is limited to low-speed and continuum regime. Even though
not many research found in high speed and free molecular regimes considering gas-solid flows, it is impor-
tant to study in order to address several practical situations such as unburned fuel in solid propellant rocket
nozzles, dust dispersion in lunar/planetary landings, etc. Experimental studies are quite expensive in order
to mimic the low density environments as well as high speed flows. Moreover, the conventional Navier-
Stokes solver is not suitable to study because of continuum failure at free molecular/transitional regime,
where the characteristic length is comparable to the mean free path of the molecule. Some researchers
proposed theoretical approaches to study gas-solid flows at free molecular regime notably: Gallis et al. [1]
proposed a theoretical relation using Greens function approach to calculate drag and heat flux experienced
by a particle moving in free molecular regime for monatomic gas. This approach was used to study effects
of unburned solid propellants in rocket nozzle [2], predict dust emission mechanism of lunar sand particles
due to plume impingement from the nozzle[3], etc. Saucer [4] derived a analytical relation to determine
total heat transfer experienced by a particle in free molecular regime.

All the aforesaid research had considered particles as perfect spheres which are very convenient to
model whereas, particles are non-spherical in reality. Non-spherical particle-gas flow behavior have been
studied by some researchers in continuum regimes[5, 6] and addressed the complexity dealing with it. A
single characteristic value (diameter) is enough to describe the behavior for spheres whereas at least two
parameters are required to study even for regular non-spherical particles such as ellipsoid. Moreover, the
pitching torque and lift force need to be considered if the angle of attack is non-zero.

The present work aims to study the importance of particle shape consideration in free molecular regime
in aerodynamic as well as heat transfer aspects. In this work, we have used a kinetic-particle based Direct
Simulation Monte-Carlo (DSMC) solver to study particle behavior in free molecular regime. This paper is
arranged as follows: the brief description about DSMC method is given in Sec. 2, the numerical parameters
are presented in Sec. 3. This is followed by results and discussion in Sec. 4 and conclusions in Sec. 5.

2 Computational Model :: The DSMC Method
The Direct Simulation Monte Carlo method (DSMC) is a particle based method proposed by G.A. Bird
for the simulation of non-equilibrium gas flows [7]. This method deals with simulated molecules, each of
which represents a large number of real molecules. This method governs the physics through molecular
movements and collisions. Every molecule is moved with respect to their velocities and given time step.
Molecular collisions are modeled probabilistically. The macroscopic parameters are calculated by time
averaging the sampled data. The DSMC method does not produce direct solution to Boltzmann equation
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but it evaluates the same physics as the Boltzmann equation and it has been demonstrated that this method
approaches to solution of the Boltzmann equation in the limit of vanishing cell size and time step [7].
The detailed explanation about the method can be found in the references [7, 8]. The parallel in-house
DSMC solver named NFS used in this work is already validated with several experimental and simulation
results[9, 10]. In our solver, the Variable Hard Sphere (VHS) model is used for elastic collisions. The
quantum and continuous versions of Larsen Borgnakke model are employed to model inelastic collisions.

To study this problem, the three dimensional NFS solver is used in this study with some modifications
to reduce computational cost. In free molecular flows, gas-surface collision is more dominant mechanism
governing the physics than gas-gas collision because the mean free path of the molecule is greater than the
characteristic length (particle diameter in this case). To ensure that gas molecules are not affected by the
presence of body, we have made a small modification in gas-surface interaction step in DSMC algorithm.
Once a molecule hits the particle surface, the molecule velocity is unchanged instead its position will be
changed randomly inside the domain. In other words, gas is not affected by the presence of body and
it is quite valid in free molecular regime. However, the incident and reflected momentum/energy during
gas-surface collision is sampled to calculate forces, moments and heat flux experienced by the particles.
Therefore, the actual gas-surface interaction is modeled but post-reflection velocities are not assigned to the
gas molecules to ensure gas properties are constant throughout the simulation.

3 Numerical Parameters
A 3D cubical domain is considered with a particle at the center. Argon is used as gas species. The gas
density and temperature are 1.989× 10−5 Kg/m3 and 500 K, respectively. The bulk velocity of gas is
varied based on speed ratio. Particle volume is taken as 5.236× 10−19 m3 represents a sphere of having a
diameter 1 µm and mass of the particle is 9.94×10−16 Kg. The time step is taken as 1×10−9 s, which is
much smaller than the mean collision time of the gas. Periodic boundary condition is employed at all the
six sides of the domain. CLL model [11] is used for gas-surface interaction with accommodation coefficient
of unity.

4 Results and Discusion

4.1 Spherical Particle In Free Molecular Regime
It was found by several researchers that the particle drag and heat flux depend only on the molecular speed
ratio S [12, 13] in free molecular regime, where S is the ratio of particle speed to the mean molecular
speed of gas (S = U√

2RT
). The analytical relation for heat transfer experienced by a spherical particle[4] is

expressed in terms of thermal recovery factor r′ and modified Stanton number St ′ as:

r′ =
(2S2 +1)[1+ ier f c(S)

S ]+ 2S2−1
2S2 er f (S)

S2[1+ ier f c(S)
S ]+ er f (S)

2S2

(1)

St ′ =
S2 +S ier f c(S)+ er f (S)

2
8S2 (2)

where ier f c(S) is the integrated complementary error function. The analytical relation for drag coefficient
of a spherical particle in the free molecular limit[12] is given by:

CD =
eS1/2

√
πS2 (1+2S2)+

4S4 +4S2−1
2S4 er f (S)+

2
√

π

3S
(3)

In DSMC simulation, the modified Stanton number is derived from heat flux Q and is given by:

St ′ =
Q

AρUcp(Tr−Tw)

γ

γ+1
(4)

The variation of drag coefficient and modified Stanton number with respect to speed ratio for a spherical
particle is plotted and compared with analytical results given by Eq. 2,3. The results obtained from 3D
DSMC solver is agree well with the analytical result in all speed ratios.
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Figure 1: Comparison of DSMC results with analytical a) Drag coefficient (left) and b) Modified Stanton
number (right)

4.2 Ellipsoidal Particle In Free Molecular Regime
To study the shape effects, we have considered an ellipsoidal particle having volume as same as sphere.
In this study, there are three different ellipsoidal shapes considered having eccentricity of 0.7,0.8 and 0.9.
In the first phase, the angle of attack is considered to be zero to avoid pitching torque, which arises due
to particle shape. The drag coefficient and Stanton number are plotted against molecular speed ratios as
shown in Fig.2. As eccentricity increases, the particle shape deviates from spherical and closes to flat
plate. In other words, the contact surface area decreases as eccentricity increases since the angle of attack
is zero. Therefore, less number of gas-surface collision occurs as eccentricity increases, which makes less
momentum and energy imparted to the surface. This is the reason for decreasing drag coefficient and
Stanton number observed in DSMC simulations as shown in Fig.2.

The difference in drag/heat flux between spherical and ellipsoidal cases is large at high speed ratios.
It is observed that the variation is in the order of 50% between sphere and ellipsoidal case of eccentricity
0.9 after speed ratio 2. Similarly, the difference in Stanton number is also in the order of 50% after speed
ratio 2. In our second study, we have considered ellipsoidal particle of eccentricity 0.7 and simulated for

Figure 2: Comparison of spherical particle results with ellipsoidal a) Drag coefficient (left) and b) Modified
Stanton number (right)
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different angle of attacks as shown in Fig. 3. As angle of attack increases, the frequency of gas-granular
collision increases and this leads to an increase in drag and heat flux. From the above results, we conclude
that the surface properties very sensitive to the shape and its orientation to the flow.

Figure 3: Variation of a) Drag coefficient (left) and b) Modified Stanton number (right) with respect to
speed ratio for different angle of attack

5 Conclusions
Aerodynamic and heat transfer characteristics of different shaped/sized particles were studied in the DSMC
framework. There was huge variation in drag and heat flux have been observed for spherical and ellipsoidal
particles. Moreover, the sensitivity of angle of attack was studied in terms of drag and heat transfer. It was
found that particle shape and its orientation play an important role in determining the dynamics of gas-solid
flows. Furthermore studies need to be done by considering particle rotation.
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ABSTRACT 

Pressure drop effects are neglected in most cryogenic applications, as its effects are negligible. 

However when the heat exchanger requirements are strict, the examination of the pressure effects is 

a must. In this study the thermal aspect of pressure loss is investigated, which is different from most 

previous researches were they examined the hydraulic aspects. The study is carried out using Finite 

Element Method by considering seven non-dimesional parameters of which one includes Joule-

Thomson pressure loss parameter. The results reveals the indirect effect of pressure loss on the 

thermal performance of heat exchanger.  

Key Words: Pressure loss, Heat Exchangers, Finite element methods. 

1. INTRODUCTION 

Three fluid heat exchanger are widely used in several fields of applications such as power plant, gas 

liquefaction process, refrigeration systems including cryocooler, air conditioning and so on [1]. 

Ideally a heat exchanger is assumed to have infinite heat transfer conductance and implicate no 

pressure loss. However the pressure loss is indispensably developed with the increase in heat 

transfer conductance. Therefore a proper heat exchanger design is mainly to make a compromise 

between hydraulic aspect (pressure loss) and thermal one (heat transfer conductance).  

The finite element model for a three fluid heat exchanger with three communications with ambient 

heat in leak and longitudinal conduction through walls was developed by V. Krishna et al. [2, 3]. In 

their research they studied the effect of seven non dimensional parameters on temperature profile, 

effectiveness and degradation factor. Results revealed the degradation of heat exchanger 

performance with an introduction of ambient heat in leak and longitudinal conduction. 

Veerabhadrappa et al. [4] developed a transient model of three fluid heat exchanger with three 

communications. They studied the effects of step change in inlet temperature of fluids on time to 

reach steady state, outlet temperature of fluids and effectiveness. This investigation concluded that 

the time to reach the steady state is independent of the amplitude of step change in the inlet 

temperature of fluids. Hwang and Jeong [5] developed the first analytical model of two fluid 

recuperative heat exchanger with Joule-Thomson(J-T) pressure loss. These analysis presented that 

the effect of pressure drop depends on NTU and heat capacity ratio. As per the author’s knowledge, 

no work is carried on the performance of three fluid heat exchanger in context to J-T pressure drop. 
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2. MODEL FORMULATION 

A three fluid, single pass, parallel flow heat exchanger involving thermal communication between 

all the three fluids – hot, intermediate and cold are considered. Each of these fluids is in thermal 

communication with the other two fluids. Along with the fluid thermal interactions during the flow, 

there is continuous pressure drop. The pipe cross-sectional view for the heat exchanger (HX) along 

with the flow arrangement for this study is as depicted in Figure 1, where cold and intermediate 

flows in one direction while the hot fluid flows in counter direction to them. 
 

 
 

 

FIGURE 1. Tubular arrangement and flow directions of the three fluid heat exchanger. 

 

 

The governing equations for hot, cold and intermediate fluids obtained by energy balance are as 

follows. 

  Hot Fluid: 

dθh

dX
   +    ωh * ( 

dθh

dX
 - 

dθc

dX
 - 

dθi

dX
 )  =  

NTU

R2
 (θh- θc)   +   

NTU∗ H2

R2
 (θh- θi)               (1) 

  Cold fluid: 

dθc

dX
   -    ωc ∗ ( 

dθh

dX
 - 

dθc

dX
 - 

dθi

dX
 )  =   NTU ∗ (θh- θi)   +   NTU ∗ H1 (θi- θc)               (2) 

  Intermediate fluid: 

dθI

dX
   -    ωi ∗ ( 

dθh

dX
 - 

dθc

dX
 - 

dθi

dX
 )  =  

NTU∗R1∗ H2

R2
 (θh- θi)   -   

NTU∗R1∗ H1

R2
 (θi- θc)              (3) 

The different non-dimensional terms used in the analysis are defined as below: 

NTU = 
U1P1Le

Cc
 ,  H1 = 

U2P2

U1P1
 , H2 = 

U3P3

U1P1
                    (4) 

R1 = 
Ch

Ci
, R2 = 

Ch

Cc
 , θ = 

T− Tc,in

Th,in−Tc,in
 , ω = 

dθJT

d(θh−θc)
 ,   X = 

𝑥

Le
                  (5) 

 

 

4. FINITE ELEMENT METHOD 

 

The heat exchanger is discretized into a number of elements. A linear variation is assumed for the 

hot, cold and intermediate fluids in a single element. Using the Galerkin’s method of minimizing 
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the weighted residual (Lewis et al. [6]), the governing equations are reduced to a set of algebraic 

equations. The discretized governing equations are written in the matrix form for each element as:  

[K] { θ } = {f}                      (6) 

where [K] is a stiffness matrix, {θ} is the non-dimensional temperature vector and {f} gives the 

loading terms. The stiffness matrix is assembled for all the elements in the solution domain to get 

the global stiffness matrix. The boundary conditions are applied and the system of equations is 

solved by MATLAB to obtain the dimensionless temperatures along the heat exchanger.  

 

5. EFFECTIVENESS 

Cooling of hot fluid is identified as the core objective of three fluid heat exchanger(V. Krishna et al. 

[2]). So along with the cooling of hot fluid the pressure drop effect are also introduced. Hence the 

effectiveness is redefined as: 

𝜀 = {

(1 −  θh,out) + ωh{(θh,out + θc,out + θi,out) − (θi,in + 1)}                    (Ch ≤ Cc, Ci)

(1− θh,out)+ωh{(θh,out+θc,out+ θi,out)−(θi,in+1)} 

1

R2
 + 

1− θi,in
R1

                                                   (Ch > Cc, Ci)

                

          (7) 

        

6. PERFORMANCE CHANGE 

Performance change is the measure of increase or decrease in performance with the change in 

pressure drops. It is defined as the ratio of the heat exchanger effectiveness with pressure loss to the 

one without pressure loss(Hwang and Jeong [5]), as given below. 

r =   
actual heat transfer rate with pressure loss effect (ε)

actual heat transfer rate without pressure loss effect (εω=0)
                 (8) 

 

7. RESULTS 

According to the defination of NTU, an increase in NTU leads to decrease in heat transfer 

resistance between hot and cold fluid and/or decrease in thermal capacity of the cold fluid. As the 

values of H1 and H2 are fixed, the increase in NTU will not result in any change in the thermal 

resistance between the hot and cold fluid. This will only result in decrease in thermal capacity of 

cold fluid. As the specific heat of cold fluid is constant, hence it results in decrease in mass flow 

rate of cold fluid with the increase of NTU. The effect of NTU and Joule-Thomson pressure drop on 

the hot fluid effectiveness is shown in Figure 2. The effectiveness increases rapidly for the initial 

values of NTU from 0 to 3, further increase in NTU shows marginal change in effectiveness. The 

positive pressure drop on the hot fluid shows an decrease in effectiveness. For cold and intermediate 

fluids the positive pressure drop shows an increase in effectiveness until value NTU=4 and reduces 

eventually. In similar way the negative pressure drop on hot fluid side shows increased 

effectiveness. And negative pressure drops at cold and intermediate fluid shows reduced 

effectiveness upto NTU value of 4 and increases for higher values of NTU. 
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FIGURE 2. Effect of NTU on the hot fluid performance for a three fluid HX with Joule-Thomsons 

pressure drops, values of other non-dimensional parameters: H1 = 1.5, H2 = 2, R1 = 2, R2 = 1.25, 

θh,in = 1, θi,in = 0.4, θc,in = 0. 

 

6. CONCLUSIONS 

The idea of this paper is to put forth the effect of Joule -Thomson pressure drops on the performance 

of heat exchanger. It also originates with a suggestion that the numerator of the effectiveness, which 

is ‘actual heat transfer rate’, should be defined not only by temperature difference but also by 

pressure difference (i.e. the enthalpy difference) if the pressure drop occurs inevitably. 
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ABSTRACT 

Heat transfer in an unsteady natural convection within a fluid-saturated square porous enclosure 

having vertical diathermal partition wall is studied for different partition ratio in this paper. The 

primary objective is to curtail the heat transfer rate across a differentially heated porous enclosure by 

aligning the diathermal partition vertically and to manifest the effect of its position within the 

enclosure. Governing equations are developed using Darcy's model and solved numerically by 

Successive Accelerated Replacement scheme and explicit scheme. Partition ratio, which is the ratio 

of partition position from hot wall to the length of enclosure, is varied from 0 to 1. Fluid flow is 

analysed by observing streamlines and isotherms while heat transfer is evaluated by calculating 

average Nusselt number. Numerical analysis is carried out for modified Rayleigh number 100, 500 

and 1000. It is found that employing the diathermal partition attenuates the heat transfer rate 

considerably. Also, Nusselt number is the least when partition is in the center of enclosure. The drop 

in Nusselt number is sudden and larger for higher modified Rayleigh number while for lower value 

of Ra the drop in Nu is gradual and comparatively smaller. 

Key Words: Porous Media, Partition, Natural Convection. 

1. INTRODUCTION 

Most materials in engineering applications like insulation, cork, cement, ceramics, desalination 

equipment’s, rocks, wood, nuclear fuels etc. are porous in nature. Anderson and Bejan [1] worked on 

vertical impermeable wall and found that Insertion of one vertical partition in the middle of a vertical 

porous layer drastically reduces the net heat transfer through the layer. The current work is based on 

attenuating the heat transfer rate through a fluid saturated porous medium within a square enclosure. 

The objective is to investigate the effect of partition ratio on heat transfer in a fluid-saturated square 

porous enclosure with vertical diathermal partition wall.  

2. MATHEMATICAL FORMULATION 

Consider an incompressible, laminar, two dimensional, unsteady natural convection flow in a square 

porous enclosure of length L. Figure 1 shows the physical model with vertical partition. Initially, 

complete enclosure is at a lower temperature Tc. For τ > 0, the left wall is subjected to a higher uniform 

temperature Th, while the bottom and top wall are insulated. The outer boundaries are considered 

impermeable and Boussinesq approximation is applied. The solid matrix of the porous media is 

assumed rigid; porous bed is assumed homogenous, isotropic, and saturated with incompressible 

fluid. Moreover, the partition under study is assumed to be diathermal, impermeable, rigid and thin.  

The conservation equations for momentum and energy equations for Darcy flow model in non-

dimensional form are shown below. X (= x/L), Y (= y/L) are non-dimensional x and y coordinates, ψ 

and θ are non-dimensioanl stream function and temperature (T-Tc/Th-Tc), rp is partition ratio (d/L), 

Ra is modified Rayleigh number (KgβΔTL/αν) and τ is non-dimensioanl time (αt/L2). 
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FIGURE 1.  Physical model of square porous enclosure with vertical partition 
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Subjected to initial and boundary conditions, 

   θ = 0,        ψ = 0          at      τ = 0 

θ = 1,        ψ = 0       at      X = 0 ,      τ > 0 

θ = 0,        ψ = 0,     at      X = 1 ,          τ > 0       

∂θ

∂Y
 = 0,       ψ = 0,      at         Y = 0, 1   ,  τ>0                                           (3) 

The suitable condition at vertical partition is, 

X=0.5,           ψ=0,           
∂θ

∂X

−

=
∂θ

∂X

+

                                                    (4) 

                                                                     

Average Nusselt number is calculated as shown below. AR is aspect ratio given by H/L. 

𝑁𝑢 = ∫ Nuh(𝑌)𝑑𝑌
1

0

= ∫ Nuc(𝑌)𝑑𝑌
1

0

                                                      (5) 

Eq. (1, 2) along with boundary conditions in Eq. (3) and suitable condition at partition in Eq. (4) were 

numerically solved using Successive Acceleration Replacement (SAR) scheme. For discretization of 

equations, Finite Difference Method (FDM) with second-order accuracy in central difference was 

used while a second order forward and backward difference was used at the wall boundaries. 

Unsteady term was dealt using explicit scheme. The stream function and temperature were solved 

using this technique for all grid points until the convergence was achieved. 

 

3. RESULTS 

The effect of vertical partition and partition ratio (rp) was studied by noting the transient effects of 

streamlines and isotherms for modified Ra = 100, 500 and 1000 and 0 ≤ rp ≤ 1. A numerical code was 

developed to solve the algebraic equations resulted from FDM scheme. In view of both computational 

cost and precision, the results obtained with the 41 x 41 mesh was considered acceptable. Exception 

occurs for higher Rayleigh number where 61x61 mesh is preferred. For validation, the values of 

average Nusselt number were compared with similar works in literature for porous enclosure with no 

partition i.e., rp = 0 which are shown in Table 1.  
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AUTHORS/ Ra 

BEJAN [2] 

BAYTAS & POP [3] 

TREVISAN & BEJAN [4] 

PRESENT STUDY 

10 

 

1.079 

1.080 

1.081 

100 

4.2 

3.160 

3.270 

3.309 

1000 

15.8 

14.060 

18.380 

16.950 

TABLE 1. Validation of present work with similar works in literature 

 

(a) 

 

(b) 

 

     (c) 

                 FIGURE 2.  Streamlines (left) & isotherms (right) at steady state for enclosure with 

partition ratio: (a) rp = 0.3; (b) rp = 0.5; (c) rp = 0.7  

 

Based on above validation, it can be concluded that the current work shows a good agreement with 

the works in literature and thus, present computational code can be used with greater assurance to 

study the problem stated in this paper. Fig 2 shows streamlines and isotherms for enclosure with 

vertical partition for modified Rayleigh number 100 and rp 0.3, 0.5 and 0.7 at steady state. When rp = 

0.3 as shown in Fig. 2a, the partition is near the hot wall. Hence in initial stages, there is a larger 
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temperature difference in the first porous block of enclosure wall. Thus convection which is set up in 

the first block heats up the partition and this gradually sets off convection in second block. As the 

distance of partition increases, as can be seen in Fig 2b the temperature difference across the first 

block in initial stages decreases which in turn slows the convection strength and hence the heat 

transfer rate. As and when partition approaches the cold wall as in Fig. 2c, the temperature difference 

across the second porous block in the latter stage increases, which aids in a comparatively faster 

convection in second porous block. More insight of this phenomena can be taken from Fig. 3 which 

shows variation of average Nusselt number with entire range of partition ratio. It is clear from the 

figure that Nusselt number decreases as rp approaches the centre of enclosure and after which it starts 

increasing again. However, for higher values of Ra the decrease in Nu is more prominent.  

           

FIGURE 3.  Variation of average Nusselt number with partiton ratio at steady state 

4. CONCLUSIONS 

Numerical analysis of square porous enclosure with vertical diathermal partition for varying partition 

ratio has been carried out in this paper. It is found that employing vertical diathermal partition 

decreases the Nusselt number considerably. Nusselt number shows a maximum drop when partition 

is at the center of enclosure. The decrease in Nusselt number is sudden and larger for higher modified 

Rayleigh number while for lower value of Ra the drop in Nu is gradual and comparatively smaller. 
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ABSTRACT 

With this work we introduce a bio-heat transfer framework for the human body, which accounts for 

ageing effects. This is carried out by introducing new features into a pre-existing bio-heat transfer 

model recently proposed by the authors. Blood variables are computed by employing a 

morphologically detailed arterial tree, including a realistic heart model. Age condition is simulated 

for the flow system by modifying respectively heart function, arterial stiffness and terminal 

resistance. Aortic and brachial pressure waveforms were computed for different ages and showed a 

good agreement with experimental data and other simulated results. This represents a key step 

towards the development of an aged human body bio-heat transfer model. 

Key Words: Bio-heat transfer, ageing, arterial flow 

1. INTRODUCTION 

Ageing is a process that can be defined as an intrinsic deterioration of the homoeostatic capabilities 

of an organism, leading to a constantly increasing risk of death [1]. The accumulation of defective 

mitochondria represents one of the most accredited factor causing ageing [2, 3, 4, 5]. At tissue level 

such irreversible cellular degradation leads to changes in organs’ functionalities, physical properties 

and volumes. Ageing effects on the human body may also be influenced by the lifestyle and the 

environmental conditions which the subject is exposed to. Due to a less efficient immune system, 

elderly individuals are more vulnerable to pathogens than young adults. Furthermore, ageing affects 

also the capacity of the body to react to changes of either internal or external conditions, such as 

physical workload, food digestion and thermal stress exposure. The energy balance of the body 

depends on different physiological and anatomical components such as cardiac output, tissue 

volumes and thermal properties, metabolic production, and may be extremely sensitive to any of 

these factors’ variation. Elderly people generally present significant alterations of such components 

with respect to the younger individuals, which may involve completely different thermal responses 

for the same external conditions. The difference of patterns becomes more evident whether the 

environmental exposure is extreme, like in case of heat waves or hypothermic conditions. However, 

due to their limited sensory perception, elderly people are at risk also when they are exposed to mild 

environmental conditions for long times. When the subject is exposed to a hot stress environment, 

the body temperature increase is contrasted by the action of thermoregulatory system, which tries to 

keep the core temperature within the thermo-neutrality range (assumed to be 36.8-37.5 o C) by 

using different mechanisms such as sweating and vasodilation. If, the regulatory mechanisms are 

not able to level off the thermal energy income with the cooling losses, the thermal balance remains 

impaired, causing a further temperature rise. Every time that the body core temperature is out from 

the thermos-neutrality range, cellular physiological processes start gradually to change, up to impair 

organs’ functions and regulatory functions. If this situation is prolonged, the person may 

experience, in order, heat exhaustion first and then heatstroke, which is considered a life-threatening 

illness. This scenario is quite rare for young people but it is more likely to happen for aged people, 

because their thermal resistance may be much lower and thus such processes may occur much 

faster, without letting the subject to take adequate countermeasures. The prediction of the 

temperature distribution in an aged body under thermal stress may therefore provide insightful 
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indications for preventing the onset of such pathological conditions. Furthermore, modelling heat 

transfer in aged human body may also be useful for other applications, such as temperature 

controlled surgeries, and ageing related diseases, like Alzheimer. For studying heat transport in the 

human body, several different bio-heat transfer models were proposed in the recent past [6, 7, 8, 9, 

10, 11], ranging from simple lumped models to more complex realistic 3D representations of the 

body. Although most of these works present very comprehensive modelling methodologies, ageing 

effects on the body energy balance are not generally taken into account. To the best of the author’s 

knowledge, a limited number of works were carried out on this topic. In this work age-variations in 

cardiac output and tissues volumes are not included, but they assumed that sweating losses are 

affected by ageing. Also in this case, the predicted results agreed well with the experimental data 

obtained for different age categories. With regard to the ageing effects on the arterial system 

circulation, relevant contributions were given by the works of Maksuti et al. [15] and Pagoulatou 

and Stergiopulos [16]. In these works the left ventricle thickening, and thus the contractility, is 

changed by the age-related arterial stiffening, which represents a bigger resistance for the pumped 

flow. The modelling of such components was carried out according to experimental data and the 

global methodology were proved to give excellent simulating results with respect the 

measurements. With the current work, we believe that, by including all the major features above 

mentioned, we can obtain the most comprehensive approach possible for representing heat transfer 

in a elderly person body. The current methodology is based on the framework proposed in [11]. 

2. AN AGE-DEPENDENT HUMAN THERMAL MODEL 

The proposed model is based on the methodology developed in [11], which can be subdivided into 

3 major sub-components, that are the arterial systemic circulation, the solid tissues and the thermo-

regulatory system. 

2.1 Systemic circulation 

The larger arterial system is realized according with what proposed by Low et al. [18]: it is a 

branching characterized by bifurcations and cross-sections discontinuities. Reflections due to net-

work singularities and terminals are also accounted for. The whole network is composed of 91 

segments (28 tapering vessels), 6288 elements and 6379 nodes. Full details about the parameters 

and dimensions of the network are given in [18]. 

2.2 Solid conduction 

The tissue model consists of fourteen cylindrical elements representing head, neck, shoulders, 

thorax, abdomen, thighs, legs, arms and forearms. The segments representing shoulders, legs, 

thighs, arms and forearms are constituted by four layers of materials with different properties; from 

inside to outside there are bone, muscle, fat tissues and skin. For head, thorax and abdomen, inner 

organs are included, which are respectively brain, lung and viscera. In addition, cylinders are not 

considered to be deformable by temperature gradients. For the geometrical, thermos-physical and 

basal physiological properties of tissue materials and the body features, we use those proposed by 

Fiala et al. [7].  

2.3 Age related modifications 

For representing arterial stiffening we adopted 2 different strategies: i) uniform augmentation, in 

which wall elasticity is linearly increased with age (doubling from 20 to 80 years), ii) specific 

augmentation, where the pulse wave velocity  is linked to the diameter of the artery via the age-

related relationships proposed in [16]. For representing the left ventricle thickening we used 

changed the elastance coefficients (Emin, Emax) according to [15]. The terminals were tapered in 

order to obtain a final cardiac output between the range 6-7 l/min. In the next future it will also be 

necessary including age-modifications for the tissues, such as the ones indicated in [17]. 
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3. PRELIMINARY RESULTS AND CONCLUSIONS 

In such section we present arterial pressure waveforms computed for 4 different ages (30, 40, 60,80 

yr). The left column reports results for beta coefficient uniformly augmented, while the central 

column shows results obtained by using the relationship from [16]. Both approaches have results 

that are in good agreement with the computational results from [16]. 

 

Figure 1. Pressure waveform along arterial tree for different ages. 

Such comparison demonstrates also that uniform stiffening hypothesis (beta augmented 

with a uniform coefficient) along the arterial network may also give accurate results. In 

the case of uniform stiffness augmentation, the pressure amplitude is bigger than the 

specific. This may be due to the fact that such a method does not take into account the 

type of vessel, and is globally applied to each vessel of the network, regardless the 

diameter size. On the other hand, this strategy has the advantage that no extrapolation 

from measurements is necessary. Modelling flow age-related changes represents the first 

step towards modelling ageing effects on heat transfer  occurring within the entire human 

body. 
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ABSTRACT 

An efficient equivalent porous media model designed to simulate the heat and fluid flow in a gas-

gas micro heat exchanger is presented. Although similar models are common in macroscale 

environment, the present implementation takes into account several issues typical of microscale 

applications. In particular, three coupled solutions provide the hot fluid temperature, cold fluid 

temperature, and solid temperature, thus including conjugate heat transfer effects. Proper source 

terms incorporate the pressure loss effects and provide the coupling among the domains via the 

mutual heat transfer computation. Furthermore, since for gaseous, compressible flows no fully 

developed flow is attained, specific local based microscale correlations are used for the 

determination of heat transfer coefficients and friction factors, using only local values and properly 

taking into account both rarefaction and compressibility effects.  

Key Words: Micro Heat Exchanger, Porous Model, compressible, rarefaction. 

1. INTRODUCTION 

Micro-heat exchangers typically include tens, if not hundreds, of micro-channels, and often are 

component of more complex devices. The flow details within each of the micro-channel actually are 

of much smaller scale than the whole device: thus, despite the high efficiency of current CFD tools, 

the detailed simulations of the whole device geometry is not practical as standard design tool. 

Modelling of the whole device via a homogeneous porous media representation reduces the 

computational effort, offering an interesting compromise between accuracy and efficiency: the 

computational domain for both operating fluids covers the whole device, and the single control 

volume includes both fluids and solid sections. The solid must be modelled, too, since the relatively 

thick walls may well have an effect on heat transfer rate [1]. A porous resistance introduces the wall 

effect in the momentum equations, as commonly done also in most commercial CFD tools. The 

same approach is applied to the energy balance defining, at each control volume, three different 

temperatures (hot fluid, cold fluid, wall) and three different energy equations. The heat transfer 

between solid and fluids provides the coupling among the domains and is computed via Nusselt 

correlation. For gaseous, compressible, rarefied micro flows, no fully developed flow occurs, and 

thus the correlations have to be based on local parameters, and have to take into account both 

compressibility and rarefaction. Here, we exploit a fully local correlation developed by the authors 

in a recent paper [2] in order to simulate the flow in a micro heat exchanger in presence of relevant 

rarefaction and compressibility effects. The correlation is defined in terms of a proper temperature 

parameter designed to take into account the relative importance of heat transfer and conversion of 

thermal into kinetic energy, typical of highly compressible regime.  

 

2. MATHEMATICAL MODEL 

The main idea is to discard the geometrical details of the single heat exchanger tube or channel, 

introducing proper source terms in order to mimic their average effect on the bulk flow. In 

particular, we have to model a source term to introduce the average effect of wall friction in the 
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momentum equation, assuming some correlation for the friction factor f, and a source term for the 

energy equation in order to take into account the energy exchange between the hot and cold stream. 

For each stream, a porosity coefficient  defines the geometrical obstruction due to the solid walls 

and the other fluid passage.  

This distributed approach, or porous media description of the device, has been commonly used for a 

while in heat exchanger applications [3]. Commercial CFD codes usually implement a similar kind 

of porous media model for the momentum equation, including the proper source terms and porosity 

definitions, while the energy equation takes into account the solid only as a kind of passive element, 

affecting the average effective conductivity and thermal capacity in the computational domain.  

If the subscript i identify identifies either the hot or the cold stream (i=h,c) and the subscript s refers 

to the solid, the governing equations, in steady state, assume the following form: 

 

( ) 0i i i  =u     

( ) ( ) ( )
1

2
i i i i i i i Mi i i ip C     +  − = − u u τ u u

( ) ( ) ( )01

2
i i i i i i i i Ti s iE p T C T T     +  −   = − u  

( ) ( )01

2
s s s Ti s ii

T C T T   = −   

These equations correspond to nine scalar equations for a 2D problem, and eleven scalar equations 

for the 3D case. Fully compressible flow form is retained, since at microscale we can have 

significant density variation and possibly high Mach numbers [4,5]. Thermal conductivities are 

anisotropic, to take into account specific channel geometries. Furthermore, the energy source term 

is function of the stagnation temperature 0T  (i.e., the temperature attained after an adiabatic stop), 

which is a measure of the actual total energy content of the fluid, including the kinetic component. 
Finally, the coefficients CM and CT are related to the friction coefficient f and Nusselt number Nu: 

2

1
Mi i

h i

C f
D 

=   i
Ti i

h i

A
C Nu

D V




=  

3. GEOMETRY AND CORRELATIONS 

As a preliminary validation, a simple configuration is considered, allowing for validation with previous 

full CFD computations [6]. In particular, let us focus on an infinite array of planar channel, with hot 

and cold streams running in a counter current arrangement. The resulting 2D geometry was analysed in 

[6] for a wide range of pressure ratios, Maranzana axial parameter [1] and rarefaction levels within the 

slip flow regime. The operating fluid on both sides is air, and each channel has a height H of 10m. 

The microchannels are separated by a solid wall of 5m thickness, with a solid/fluid conductivity ratio 

of 100. Boundary conditions for both full CFD solution and the current porous media approach follow 

usual compressible flow approach: fixed stagnation temperature and pressure (i.e., upstream plenum 

values) at the inlets, fixed static pressure at the outlet, symmetry on the remaining domain boundaries. 

The governing equations may be solved with any kind of CFD solver. Here, we used Fluent code 

coupled with proper user defined functions for the fluid simulations, and an in-house finite difference 

code for the conduction problem. Correlations for microscale gas flows are not yet well established, 

due to the complex superimposition of different effects: slip flow at the wall, compressibility effects, 

strong axial conduction due to the relevant relative thickness of solid walls, often of the same order of 

magnitude of the hydraulic diameter Dh. In [2] it was found that the main reason for discrepancies 

between heat transfer values at gaseous, compressible, microscale conditions and geometry, and the 

standard macroscale incompressible flow is due to the competition between two independent 
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phenomena that affect the temperature: the actual convective heat transfer, and conversion between 

internal and kinetic energy. In particular, following [2,6] we define the Nusselt number using bulk 

stagnation temperature 
0

bT , since it is a direct measure of the flow energy content. Nusselt was found to 

be, in most conditions, in nice correlation with the parameter : 
0

0

b w

b b

T T

T T


−
=

−
        

The numerator, difference between the bulk stagnation temperature and wall temperature, measures 

the total convective heat transferred in the process; the denominator, difference between the flow 

bulk stagnation temperature and flow bulk temperature, relates to the amount of energy transported 

by the flow as kinetic energy. The correlation derived in [2] will be adopted here, and offers: 

0

1

5

3
7.54

2

Nu


 

= −  .       

Note that eq.(11) implies Nusselt higher than the incompressible values if the flow is cooled, and lower 

if the flow is heated; furthermore, the equation admits negative values for Nu. This is reasonable, since 

at low heat transfer rate and high compressibility effect (i.e. small ) we may have a hot fluid bulk 

total temperature still higher than the wall temperature despite a static temperature always lower 

than the wall one. Finally, by post-processing and fitting the same data base used to derive the Nu, the 

following expression is used for the Poiseuille number or the friction factor f: 

( )2 496
Re 1 4.21 92.18

1 12
Po f Ma Ma

Kn
=  = + +

+
         

The correlation prediction, validated in [7], combines the evaluation of compressible and rarefaction 
effects, via the Knudsen number, ratio between mean free path and hydraulic diameter. Minor entrance 
loss are included via an additional, zero-thickness porous screen at inlet section. 

4. RESULTS AND DISCUSSION 

An array of short channels, with an aspect ratio height to length of 20, with an inlet total pressure of 
3106 Pa and an outlet pressure of 106 Pa is considered leading to a significant exit Mach number (Fig.1, 
left). Pressure profile are no longer linear (Fig.1, right). Hot flow enters at 333 K, cold one at 285 K. In 
contrast with the uncompressible case, Fig.2 shows that the wall temperature is clearly closer to the 
cold fluid, due to the cooling related to the conversion of internal energy into kinetic one. It is worth to 
notice that the exit bulk static temperature for the hot fluid is actually lower than the wall temperature 
(275 K vs. 280), yielding to the abrupt change of slope of the temperature near the hot flow exit 
(x=0.0002). Comparisons with the full CFD results from [6] looks fully satisfying, and even the 
thermal efficiency ( ) ( )0 0 0 0/inlet exit inlet inlet

h c h cT T T T = − −  of the device is well predicted, with a 5% 
accuracy. Finally, Fig.3 offers the static temperature contours for the cold stream in a cross-flow 
arrangement. Both convective heating and conversion between internal and kinetic energy affects the 
contour shape: the latter provides the temperature reduction at the left side of the domain (cold flow 
exit), the former the temperature reduction from the top left corner (hot side inlet, cold side exit) and 
the bottom right corner (hot side exit, cold side inlet).  
 

5. CONCLUSIONS 

A porous media modelization for the simulation of microscale heat exchangers is applied to 

compressible flow regime. The results and the comparison with full CFD results show that the 

combination of the porous model and of a set of correlation taking into account the conversion of 

internal to kinetic energy due to compressible flow acceleration, is able to fully predict the unusual 

conditions that can be found in short microchannels. 
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FIGURE 1. Validation: Mach (left) and pressure (right, [Pa]) profile along streamwise direction [m] 

 
FIGURE 2. Validation: fluid stagnation and wall 

temperature [K] along streamwise direction [m] 

  

FIGURE 3. Static temperature contours, cross flow 

arrangement, exit Ma=0.5, cold stream [K] 
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ABSTRACT 

Large eddy simulation of flow in a rectangular duct with transpiring walls is performed to capture 

transition to turbulence and associated increase in friction coefficient. The constant mass flux 

condition at the walls in current simulation replaced with a pyrolysis law along with addition of 

solid phase heat condution and a gas phase flame model is expected to result in a predictive model 

for combustion is solid rocket motors. As the flow transitions, increased convective heat transfer 

and pyrolysis would lead to erosive burning. 

Key Words: Turbulence, Transition, Heat transfer, solid propellant combustion. 

1. INTRODUCTION 

Turbulence may play a key role in internal flow and combustion dynamics of solid propellant rocket 

motors. Flow starts out laminar at the head end of the motor and if the lenth-to-diameter ratio and 

burn rate are high enough, there would be transition and possibly fully turbulent flow at the nozzle 

end of the motor. As in case of any solid fuel based combustion, the flame in solid rocket motors 

stands away from the fuel surface. The heat transfer from the flame to the surface leads to pyrolysis 

generates gaseous species that burn within the flame. Accurate modeling of this heat transfer is key 

to capturing the flow effects on combustion. 

Accurate predictions of convective heat transfer rates to or from solid boundaries are routinely done 

in case of both laminar and turbulent boundary layers. For turbulent boundary layers, the 

computational cost associated with resolving all the near wall dynamics is circumvented by using 

scaling laws for near wall regions in Reynolds averaged Navier-Stokes equations (RANS) based 

simulations. The scaling laws adjusted to account for transpiration are available [1] but their use in 

RANS approaches, if any, is not common knowledge.  

The additional difficulty in modeling heat transfer in rocket motors is associated with transition. 

RANS based transition approaches are mostly phenomenological with adjustable constants. 

Besides, they are mostly used for external flows. Even those that may work for internal flows may 

need to be adjusted for transpiration boundary conditions and the fact that the transpiration makes 

the mass flux vary in space (unlike in case of confined flows with solid walls).  

Large eddy simulation (LES) methods which resolve the wall layer dynamics and are more 

predictive for transitional flows offer a tractable computational platform for modeling flow and 

combustion dynamics in solid rocket motors. For Reynolds numbers typical of even small rocket 

motors,  direct numerical simulation approaches which seek to resolve all the length and time scales 

of relevance still remain impossible even with the computing power that parallel computers of today 

offer.  

Two relatively inexpensive LES approaches are possible for modeling flow/flame dynamics in 

rocket motors. First is a two-dimensional simulation with accurate modeling of conjugate heat 

transfer and flame using multispecies transport equations. The very small time step required for 

integrating chemical kinetics make three-dimensional simulations very expensive as explained in 

our earlier work [2]. The present work lays the foundation for an alternative three-dimensional 
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approach where a level set approach using a single scalar equation called the G-equation is used for 

modeling the flame. This obviates the need for integrating reaction kinetics and is therefore quite 

suitable for three-dimensional simulations. The results of the three-dimensional and previous two-

dimensional simulations are compared here. 

2. MAIN BODY 

The experiment of Traineau et al. [3], which emulates flow in a solid rocket motors is considered 

for validation here. The sideview of the domain is shown in Figure 1. The width of channel is 4cm.  

Use of solid walls on the sides as in the experiment would require near-wall grid clustering. Use of 

a mesh that is uniform in spanwise direction would reduce the number of grid points and the overall 

computational cost. This can be done by using periodic boundary conditions provided side walls 

effects localised to boundary that are very thin compared to spanwise width of 4cm. One of the past 

LES studies [4] used side walls but the other made this simplification and used periodic boundary 

conditions [5]. A comparison suggests that periodic boundary conditions does not affect the overall 

predictions which compare very well with measurements in the middle core region of the flow. The 

same is done here.  

 

 

 

 

 

The mass flux and the temperature at the walls are fixed at 13.0 kgm/s2 and 260K respectively. 

Additional white noise is added to the inflow velocity to mimic the noise in the experiment that 

induces transition. The details of the numerical method are provided elsewhere [6] and are left out 

here. A 512x64x32 mesh that is clustered near the transpiring walls in used for the simulation.  

3. RESULTS 

 

 

 

 

 

 

 

 

 

 

The mean streamwise velocity profiles at various axial locatons are plotted in Figure 2. Results 

from a previous three-dimenional LES [4] are included for comparison. Transition from a near 

parabolic laminar profile to flatter at the center turbulent profile is well captured in the simulations. 

In fact, mean velocity profiles can accurately be captured even with two-dimensional simulations as 

 

Figure 1: Side view of the flow setup 

 

 

 

 

 

 

 

Figure 2: Mean streamwise velocity profiles at various axial locations 
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noted in past studies. It is in second order statistics predictionwhere they fall short. The  two 

simulations predict similar profiles indicating an insignificant confinement effect and negligible 

effect of the periodic spanwise boundary conditions. 

 

 

 

 

 

 

 

 

 

 

The flow in the upstream half of the domain is mostly steady with low level noise resulting from 

white noise superimposed at the inflow. Coherent structures resulting from hydrodynamic 

instabilities start to appear around the mid-point of the domain. In addition to primary shear 

instability which creates Tollmien-Schlichting waves, the transpiration boundary condition leads to 

so called parietal vortex shedding. The parietal vortex shedding has a single characteristic frequency 

and in this sense, the parietal vortices are more regular. The two-dimensional structures resulting 

from the two instabilities by first twisting into lambda-vortices and then into hairpin vortices 

breakdown and generate three-dimensional turbulence. The generation of Reynolds stress is integral 

to this process. In two-dimensions, however, the lack of vortex stretching keeps the two-

dimensional structures in tact and Reynolds stress levels are subdued. This is evident from the 

comparison of the predictions from two [2,7] and three-dimensional simulations along with 

corresponding experimental data in Figure 3. The profiles and levels predicted in the present three-

dimensional simulation, like in some of past three-dimensional simulations, are almost similar to 

those in experiments. 

Figure  3: 

Reynolds stress profiles at various axial locations 
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The profiles of turbulent intensity at various axial locations are shown in Figure 4. At any location, 

though the levels of turbulence in two-dimensional simulations are nearly the same as in the 

experiment, the profiles shapes are clearly incorrect. The unsteady kinetic energy in these 

simulations is associated with chaotic dynamics of two-dimensional vortices as compared to three-

dimensional turbulence in the experiments. The migration of such large scale two-dimensional 

structures in two-dimensional simulations leads to overprediction of unsteadiness in the core region 

towards the downstream end of the flow.  

4. CONCLUSIONS 

The three-dimensional predictions here and in past studies are closer to experiments than the two-

dimensional predictions. The increased accuracy comes at a computational cost that is an order of 

magnitude higher but not prohibitive. While the turbulence intensities in the near wall regions are 

well predicted in two-dimensional simulations, the nature of the constituent eddies could be 

different when compared to the experiment.  How the three-dimensional fluctuations affect the 

flame depends of how close it is to the wall. If the time scales associated with spanwise fluctuations 

are too small, the flame may not respond to them. Use of a simplified flame tracking model using 

the G-equation in a three-dimensional simulation is proposed as the next step. This when compared 

to a similar two-dimensional simulation may help bring out the three-dimensional effects. This 

seems to be a more pragmatic approach than using multispecies transport equations based flame 

simulations. 
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Figure 4: Turbulent intensities profiles at various axial locations 
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                                                             ABSTRACT  

The need for low weight, high efficiency and low cost heat transfer system contributes for new 

development of fin materials which finds major application in electronics industries. Keeping this 

requirement and new micro-fin material is developed with different composition of nano sized 

reinforcement. Nano sized reinforcement such as silicon carbide (SiC) and alumina is considered for 

the study with different composition such as 2, 4 and 6 gms respectively. The thermal conductivity of 

the different composition micro-fin is evaluated. Among the various composition of alumina nano 

powder, the weight of 6gms reinforcement produces stable and higher convective heat transfer co-

efficient. Aluminium with,6grams of alumina test piece produces increased convective heat transfer 

coefficient compared to aluminium with 2,4,6grms of SiC. Increased convective heat transfer 

coefficient of 23.07% is obtained after 4 hours of heating for aluminium with alumina test piece 

compared to aluminium with 6gms of SiC test piece. 

Keywords :  Nano reinforcement,free convection, Buoyancy force,viscous force,metal matrix 

composite(MMC)    

                                                 INTRODUCTION                                                                          

Recent requirements for the low volume and high performance devices add for the development of 

micro-technologies in the last decades. Fields such as power electronics, photovoltaic’s cells and 

Light Emitting Devices requires micro-fins for micro-cooling application [1]. Progressive research on 

thermal behaviour of micro-fin under natural convective conditions is extensively carried out by the 

researchers. Kim et al (2008) studied the natural convective heat transfer around the micro-fin. The 

micro-fin array with fin height of 100 µm shows better result compared with one with fin height of 

200 µm. Mahmoud et al. (2011)  experimentally investigated the effects of micro-fin dimensions on 

convective heat transfer coefficient for a horizontally mounted heat sink. Their study revealed that the 

convective heat transfer coefficient decrease with increase in fin height and the highest convective 

heat transfer coefficient value is recorded as 8 Wm-2K-1.  Yu et al. (2011) investigated the natural 

convective heat transfer of radial heat sink. They propose to optimise both thermal performance and 

heat sink mass simultaneously and suggested that the simultaneous optimization of both the 

characteristics is impossible. Zhou et al. (2012) have developed 3D graphene growth for thermal 

management on porous Al2O3 ceramics heat sink using chemical vapour deposition technology. They 

found that this type of heat sink is suitable for electronic applications. Micheli et al. (2015) have 

studied the thermal behaviour of pin micro-fins and plate micro-fins. Based on the investigation the 

pin micro-fins show the better thermal performance compared to plate micro-fins. Taha et al. (2016) 

modified the surface of the nickel wire using carbon nano fibre to improve the heat transfer 

performance characteristics. The dense carbon nano fibre distribution resulted in 34 % increased heat 

transfer performance compared to samples made at 500ºC. The highly conductive surface, rough 

surface and surface area contributes for increased performance. Primeaux et al. 2016 moulded the 1D 

and 2D micro-fin array on an aluminium sheet metal. They suggested a new and low cost fabrication 

method for micro fin arrays. Zhuang et al. 2016 developed a micro fin with composite metal and 

polymer and studied the heat transfer performance. The study reveals that the highest heat transfer 
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coefficient of 23.7 W/m2 K was obtained at the lowest fin height of 0.1 mm and the greatest spacing 

of 0.5 mm. Thanigaivelan and Deepa (2017) have fabricated the aluminium and copper micro-fin with 

different orientation and improved the heat transfer coefficient by applying aluminium paint coating 

on each test piece. It is evident from the above literatures that the research on micro-fin is witnessed 

in recent years there is still a lack of knowledge on the thermal behaviour of composite micro-fin 

under natural convective conditions. Moreover in the view of improving the overall efficiency, 

weight, cost and size of the heat transfer system a new micro-fin material is proposed. In this research 

a micro-fin arrays are fabricated with aluminium reinforced with nano SiC[5] and nano alumina 

[1].Three different composition of nano-reinforcement is proposed for preparing the micro-fin 

materials[7]. Among these compositions, low and medium shows good response for the convective 

heat transfer. 

                                                      EXPERIMENTAL SET-UP 

The MMC casting is prepared through stir casting process in which aluminium 8090 series of weight 

150gm is melted up to the temperature 740º C for 20 minutes. Ball milled preheated SiC and alumina 

nano powder is added to the aluminium matrix, stirred and cooled for some time in order to make a 

perfect casting. Three different compositions such as 2, 4 and 6 grams of SiC and alumina nano 

powder were added to the aluminium matrix. The prepared casting was surface finished using milling 

process and surface grinding[8]. The finally micro-fin array[2] ,[6]with dimension of 4.5 x4.5 x 0.5 

cm is generated on the test specimen. Total 6 test pieces with same dimensions of height 0.25 mm and 

spacing of 5 mm with thickness of 5 mm is fabricated [9] and heated with 12 Watts supply for 4 

hours. To evaluate the thermal conductivity of the test pieces it is covered with fibre glass box and 

further covered with styropor block. The specimen was heated by supplying AC voltage using step 

down transformer. The experiments are carried out with the help of auto transformer, ammeter, 

voltmeter and heating element as shown on figure 1. Heating element is kept at the bottom of the test 

pieces and constant 15 Watts power supply was given to the specimen and readings were taken for 

every one hour. The specimen is totally covered with insulating material and heat will be added from 

the bottom side of the test piece. Since the temperature researches to stable at the top of the specimen 

the heating was done.The thermal conductivity of the test specimen is calculated by using equation 1 

[12]. The thermalconductivity for AlSic(150gms+2,4,6gms) increases by 

11.85w/mk,6.44w/mk,37.036w/mk. For Al +Al2 O3  (150gms+2,4,6gms)  decreases by 

32.92w/mk,49.38w/mk,12.88w/mk 

                                 K   = q* d /   T 1    -    T 2                                           [ 1]   

q* - Quantity of heat passing through a unit area of the sample in unit time (W / m2)   

q*   =     ( Q  /  A) 
d - Distance between two sides of the sample (in meters)  
T 1 -    Temperature of warmer side of sample (K) 
T 2   - Temperature of colder side of sample (K) 
Q - Quantity of heat passing through a base area of the sample (W)  
A -   Base area of the sample (m2) . 
                                                                                

Convective heat transfer was calculated by  , 

  Nu  =  1.18  [ Ra ( r/H )4  ( r /  L )4 ] 0.147    [6]                                        

  Nu   = hcr  /  k  [11] 

  Ra   =  g ß ( Tw  -  T a )  r3   /   v α 

  r     =  2 HS/2H+ S [3] 

   h  c      -      convective  heat transfer coefficient 

   H     -    Height of  fin 

   K      -    Thermal  conductivity   W/mk 

   T  w     -      Surface   temperature   in Kelvin 

   Ta      -   Air  temperature  in Kelvin 

    υ      -    Kinematic   viscosity  m2  /   sec   

    α     -     Thermal  Diffusivity   m2  /    sec 
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                                              RESULT AND DISCUSSION 

 

                                 Fig 3 (Al+2,4,6 grams of sic ) 

The above graph is plotted between time and  convective heat transfer coefficient.In high composition 

the heat convection decreases by  18.92%  when compared  to low composition.The reason is ,heat  

conduction is essentially the transmission of energy by molecular motion. Thermal conduction in 

solids is due to the  two effects.i)motion of free electrons ii). Molecular vibrations. For metals the 

Increase in temperature abstruct the flow of free electrons and and reducing the thermal conductivity . 

In case of non metals,there are no free electrons,so  only the molecular vibrations are responsible for 

conduction of heat  and hence for non metals the conductivity increases with increase in temperature 

And also when  conduction increases, the convective heat transfer co efficient decreases. Sic is having 

the ability to store much amount of heat only the conductivity increases. 

 

                                       Fig 3 (Al+2,4,6 grams of Al2O3 ) 

In case of  (aluminium+ alumina ) the conductivity decrease by 60.87%. The reason is aluminium and 

its alloy is having the ability to loss its heat at high temperature.So the conductivity decreases and 

convection increases [4],[12] 

                                                          CONCLUSION 

In the view of reducing the weight and cost of the heat transfer system a new micro-fin 

material is developed with different composition of nano- reinforcement. Nano-reinforcement 

such as SiC and alumina is considered for the study with different composition such as 2, 4 

and 6 gms. 

1. The thermal conductivity for 2, 4, and 6 gms of SiC reinforced test piece was found to be 

11.85W/m K 6.44 W/m K and 37.06 W/m K respectively. 

2. The thermal conductivity for 2, 4, and 6 gms of alumina reinforced test piece was found to be 

32.92,49.38,12.88w/mk respectively. 
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3. The convective heat transfer coefficient was found to be in higher side for aluminium with 

alumina reinforcement [10] 

4. Among the various composition of alumina nano-powder, the weight of 6 gms reinforcement 

produces stable and higher convective heat transfer co-efficient over a period of time. 

5. Aluminium with 6 gms of alumina test piece produces 23.30% increased convective heat 

transfer coefficient compared to aluminium with 6 gms of SiC at four hours of heating.  
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ABSTRACT 

In the present investigation a computational study of droplet laden flow in a linear compressor 

cascade has been carried out. Simulations have been carried out at different incidence angles in 

order to understand the effect of water droplets in the separated flow regions. The study reveals 

significant flow modifications in the separated flow region by the presence of water droplets and the 

total loss coefficient reduces at the downstream side of the compressor significantly at positive 

incidence angles. Particular emphasis has been given to study the effect of water injection on the 

blade loading and analyze pressure distribution over the blade at negative and positive incidence 

angles. It has been noted that pressure distribution over blade is almost uniform at higher incidence 

angles. At smaller incidence angles the blade suction side pressure values are non-uniform in the 

axial direction due to the increased droplet wall interactions. As a result, the pressure contours are 

highly non-uniform in the suction surface. On the contrary at higher incidence angles a smoother 

pressure contours are observed at the suction side . 

Key Words: Wet compression, Incidence angle, Linear compressor cascade,Over spray, 

1. INTRODUCTION 

The consequences for the operation of gas turbines equipped with a water injection system have 

been investigated and the possibility to augment the power output has been confirmed by many 

researchers [1-8]. However, development of the theory and explanation of the phenomena 

associated with overspray are not always consistent and are sometimes misleading and incorrect. 

The detailed aerodynamic effects on the compressor’s blades imposed by the presence of liquid 

droplets in the compressor flow have not been fully understood. This knowledge is essential to be 

able to match the blade geometry to fully utilize the potential of the overspray technique. The 

presence of water droplets can alter the local recirculation zone and compressor stage matching 

inside a multistage compressor. Hence a detailed understanding of the blade loading with the 

overspray under various operating conditions is extremely important. The present study is aimed 

towards that direction. 

2. METHODOLOGY 

A linear compressor cascade available at the Turbo machinery Laboratory, NITK has been chosen 

for the present study. It is a low speed linear cascade and the blades are designed such that they 

have aerodynamic similarity to real machines rather than geometrical similarity. It operates at a 

Reynolds number several times lower than a real compressor. The cascade tunnel is of blown down 

type with an axial flow fan. For the numerical study a single compressor blade passage is modeled 

using ICEM CFD. The inlet of the fluid domain is 1.5 times the axial chord distance (Cax) away 

from the leading edge of the blade, whereas the outlet plane is kept at a distance of 1.25 times the 

axial chord distance away from the trailing edge of the blade. Entire span of the blade is modeled 

and along the transverse direction, translational periodicity is set at one pitch length. The 

computational domain is filled with structured hexahedral elements (Fig. 1). Large Eddy 
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simulations using Smagorinsky model is used for the computations. ANSYS CFX is used for 

solving as well as post processing . The values of the total pressure and total temperature prescribed 

at compressor inlet are 220 Pa and 303 K respectively. Outlet boundary is defined with a mass flow 

rate of 0.157 kg/s. No slip and adiabatic conditions are specified on the hub, shroud and blade 

surfaces. Boundary condition chosen for the periodic surface is conservative interface flux.  

 

 

 

 

 

 

 

 

 

 

 
 

FIGURE 1. Computational domain filled with hexahedral elements 

 

For simulations with water injection, air is the continuous fluid and water droplets is set as the 

Lagrangian fluid. Water injection at the compressor inlet assumed to be in accordance with the 

Rosin-Rammler distribution. Droplets are specified as fully coupled to continuous fluid. Wall film 

formation due to the droplet interaction with the blade surface is considered for this study. 

Accordingly, Elsaesser model is chosen for the droplet wall interaction. Primarily six incidence 

angle has been considered other than the nominal incidence angle; these are -5deg. -10deg. -15deg. 

+5deg. +10deg. and +15deg. If the flow leaning towards the pressure surface, it is regarded as a 

positive incidence. The wall static pressure distribution of the simulated results (without water 

injection) is compared with the experimentally measured values. In fact, the static pressure values 

are normalized with inlet dynamic pressure and is plotted in the form of contours for a blade 

passage. The comparison with the experimental results reveals that the low pressure regions near 

the pressure surface and in the middle of the blade passage have been accurately captured with the 

present numerical simulations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 2. Comparison of normalized static pressure distribution (a) computed values (b) experimental 
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4. RESULTS 

The effect of incidence angle on compressor cascade performance can be directly analyzed from the 

variation of total pressure along the blade passage. Hence the mass average total pressure loss 

coefficient (Cp0) is calculated along the axial chord and is shown in Fig. 3a. This has been carried 

out without any water injection at the inlet. As expected the increasing positive incidence angles 

enhances the flow separation at the suction side whereas the negative incidence angles tries to 

suppress it. In order to understand the effect of water injection one percent (by mass) of water 

droplets with a mean diameter of 20 microns is injected at the inlet and simulations are carried out 

for negative as well as positive incidence angles. Figure 3b shows the loss coefficient values for 15 

deg. incidence angles (positive and negative). It is observed that with the introduction of 1% water 

droplets the loss coefficient values are reduced significantly for positive incidence angles, whereas 

the losses are enhanced for negative incidence angles.  

 
 

 

 

 

 

 

 

 

 

 

 

(a)                                                                                      (b)   

 

FIGURE 3. (a) Mass flow averaged total pressure loss coefficient at different incidence angle for dry air (b) 

Comparison of loss coefficient for dry (without water injection) and wet (with water injection) cases 

 

Velocity contours are plotted for +15 deg. incidence angle at 5% span and is shown in Fig.4. The 

flow is much more detached from the suction surface in the dry case in comparison with wet case. 

The disturbances are high in the flow passage as well as in the downstream region, particularly near 

the trailing edge, for dry case. The separated flow region causes significant blockage in the blade 

passage. With the injection of water droplets, the blockage in the blade passage is brought down 

(Fig.4b). However, the circumferential mixing of the fluid streams from pressure surface and 

suction surface are diminishes at the downstream side after the trailing edge. This establishes one 

favorable and another unfavorable outcome at the downstream side. The lower circumferential 

mixing accounts for a smaller mixing loss in the downstream region, which results in smaller total 

pressure loss coefficient. The unpropitious outcome of the weaker mixing is that it results in a 

higher circumferential non uniformity at exit. Hence it can be concluded that the point of separation 

and the separated flow regions within the blade passage are almost similar in both wet and dry 

cases, but the mixing at the downstream side of the blade is affected by the presence of water 

droplets. 

As there is not much variation in the point of separation from the blade surface, the overall blade 

loading also remains similar for cases with and without water droplets. Figures 5a-d shows the 

blade loading for 5 deg. and 15 deg. incidence angles. For 5 deg. incidence angles the area enclosed 

by the curves are almost similar for both wet and dry cases. However smaller differences are noted 

at larger incidence angles. At 5 deg. incidence angles the blade suction side pressure values are no  
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(a)                                                                  (b) 

FIGURE 4. Axial velocity contour at 5% of span (a) dry case (b) wet case 

uniform in the axial direction due to the increased droplet wall interactions. As a result, the pressure 

contours are highly non-uniform in the suction surface. On the contrary at higher incidence angles a 

smoother pressure contours are observed at the suction side due to lower droplet-wall interactions. 

 

 

 

 

FIGURE 5.  blade loading and pressure distribution over the blade (a) -5 deg.(b)-15deg.(c) +5deg.(d)+15 

deg. 

5. CONCLUSIONS 

 

A computational investigation is carried out to understand the effect of water injection on the 

separated flow regions in a compressor cascade at different incidence angles. The major findings of 

this investigation are detailed below.The water injection produces two contrasting results at positive 

and negative incidence angles. With increase in the positive incidence angles the water injection 

helps to reduce the loss coefficients inside the blade passage by controlling the separated flow 

regions. Whereas for negative incidence angles, presence of water droplets enhances the loss 

generation inside the blade passage. It is also observed that the mixing of the jet and wake fluid 

streams at the downstream of the blade is diminished with the water injection. The overall blade 

loading is not significantly affected by the droplet-wall interactions. However small perturbations 

are observed on the suction surface of the blade. As a result, the pressure gradient in the transverse 

direction is affected. 
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ABSTRACT 

The major advantage of fluidized bed dryer is that it gives high heat and mass transfer rates. Due to 

fluidization of bed particles in hot gas, high heat and mass transfer rates between solid and gas are 

observed. The heat and mass transfer rates vary with material properties and dryer conditions. In the 

present study, Nusselt number and Sherwood number of Geldart B particles using batch fluidized 

bed dryer are estimated and reported.  

Key Words: Heat transfer coefficient, Mass transfer coefficient, Geldart B particles 

Nomenclature 

d diameter of particle, m δ  bubble fraction in bed 

u velocity of air, m/s Subscripts 

µ viscosity of air, kg /m.s g gas 

ρ density, kg/m
3

 p particle 

Greek symbols s solids 

Ɛ voidage m minimum fluidization velocity 

Ø Sphercity f fluidization 

1. INTRODUCTION 

Drying is the mechanism of removing moisture due to transfer of heat energy to wet material. 

Several industries use different types of dryers based on product requirements. The type of dryer 

can be classified based on supplied heat transfer. Heat and mass transfer plays important role in any 

drying process. Fluidized bed dryers are very efficient and economical for different food and 

pharmaceutical industries. Main advantages of these dryers are high heat and mass transfer and 

good gas solid mixing. Heat and mass transfer rates depend on several parameters like material 

characteristics and operating conditions of dryer [1]. Generally, bed materials used in fluidized bed 

dryers are solids of different sizes. According to Geldart classification, the solid particles are 

classified into four types such as C, A, B and D based on their fluidization behavior. Most of the 

bed materials used in industries come under Geldart B and Geldart D particles. Comparatively, both 

have different fluidization behavior [2]. Peishi and David (1984) have studied on fluid to particle 

heat transfer of ferric oxide particles in fluidized bed and developed a correlation [3]. Mohideen et 

al. (2012) have conducted heat transfer studies on Geldart D particles of diameter 3.56 mm in 

swirling fluidized bed and reported heat transfer coefficient at different heights [4].  Zhang and 

Koksal (2006) have studied on heat transfer from surface to Geldart B bed of particles at different 

flow pulsation in pulsed fluidized bed [5]. Several authors have conducted heat and mass transfer 

studies in different ways and correlated the results. Recently Ndukwu et al. (2017) conducted 

studies on heat and mass transfer of cocoyam slice in oven drying [6]. In the present study the 

Nusselt number and Sherwood number of Geldart B particles of 0.4 mm and 0.6 mm using batch 

fluidized bed dryer are estimated using the present experimental data from the equations reported in 

literature. 
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2. EXPERIMENTAL SETUP AND PROCEDURE 

In present experimental set up, fluidized bed dryer consists of fluidization column with a height of 1 

m and diameter of 8.3 cm. Calming section of 1 m height has been used for uniform distribution of 

air. Air is drawn from the compressor and passed through calming section, followed by the 

fluidized bed drying zone. The air flow rate was controlled using a bypass valve and measured 

using rotameter. The inlet air temperature is maintained through air heater. The temperature of bed 

and air were measured with the help of thermocouples and indicator.  In the present study, material 

used is sand with density 2600 kg/m
3
.  Figure 1 shows the experimental setup. Sand particles of 

Geldart Type B of diameter, dp: 0.4, 0.6 mm have been used in the present study. Known amount of 

solids with a particular initial moisture content has been used inside the fluidized bed dryer.Initially 

air flow has been initiated with required temperature for experimentation and the samples were 

collected at the top of the bed at regular intervals. The collected samples were weighed and dried to 

obtain the moisture content of solids. 

 

            
FIGURE 1.Batch fluidized bed dryer 

3. RESULTS AND DISCUSSION 

Generally in any dryer, heat transfer between gas and particle plays major role on drying 

characteristics of bed material. In fluidized bed dryer, the heat transfer rate between gas 

to particle and particle to particle shows impact on moisture removal rate of particle. 

Experiments were carried out for Geldart B particles (0.4 and 0.6 mm) varying air 

velocity and keeping remaining parameters constant. From Figure.2, it can be observed 

that drying rate of particles increased with increasing air velocity. Reynolds number of 

particles at different air velocity was determined using Equation.1 and presented in 

Figure.3. In fluidized bed dryer bed porosity also shows impact on heat and mass transfer 

rate. Nusselt number and Sherwood number of particles considering bed porosity in 

emulsion phase were calculated using Equation 2 to 7(Gunn 1978) [7, 8]. From Figure 4, 

it can be observed that heat transfer coefficient of Geldart B particles increased with air 

velocity. From Figure 5, it can be observed that mass transfer coefficient increased with 

increasing air velocity and air temperature.  
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 𝑅𝑒𝑝 =
𝑑𝑝𝑢𝜌

𝜇
                       (1) 

𝑑𝑝𝑢𝑚𝑓 𝜌𝑔

𝜇
=   28.7 2 + 0.0494  

𝑑𝑝
3𝜌𝑔 𝜌𝑠−𝜌𝑔 𝑔

𝜇2
  

1/2

− 28.7      (2)                                                                                                 

 

 

 
FIGURE 2.Drying characteristics of Geldart B 

particles at different air velocities 

 
 FIGURE 3.Reynolds number of Geldart B 

particles at different air velocities 

 

 

 

FIGURE 4.Heat transfer coefficient of Geldart 

B particles  

 

FIGURE 5.Mass transfer coefficient of Geldart 

B particles  
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εmf =  0.586 ×  ∅−0.72  ×   
μ2

ρs ρs−ρg gdp
3 

0.029

( 
ρg

ρs   
)0.021                (3)                     

 𝛿 = 0.534 − 0.534 × 𝑒𝑥𝑝  −
𝑢0−𝑢𝑚𝑓

0.413
        (4)              

휀𝑓 =  𝛿 +  1 − 𝛿  휀𝑚𝑓                 (5)                                                                

 

Nu =  7 − 10휀𝑓 + 5휀𝑓
2  1 + 0.7𝑅𝑒𝑝

0.2𝑃𝑟1/3  + 1.33 − 2.4휀𝑓 + 1.2휀𝑓
2 Rep

0.7Pr1/3      (6)   

    

Sh =  7 − 10휀𝑓 + 5휀𝑓
2  1 + 0.7𝑅𝑒𝑝

0.2𝑆𝑐1/3  + 1.33 − 2.4휀𝑓 + 1.2휀𝑓
2 Rep

0.7Sc1/3       (7)

4. CONCLUSIONS 

Experiments were carried out with Geldart B particle (0.4 and 0.6 mm) using batch 

fluidized bed dryer. Reynolds number, Nusselt number and Sherwood number of Geldart 

B particles at different experimental conditions were estimated from the correlations 

reported in the literature using present exper imental data on heat and mass transfer 

studies in a batch fluidized bed dryer. From the results, it can be observed that heat 

transfer coefficients increased with increasing air velocity and mass transfer coefficient 

increased with increasing air velocity and air temperature.  
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ABSTRACT

Flow between differentially rotating cylinders, also known as counter rotating Taylor-Couette (CRTC) system
exhibit a wide variety of flow states comprising of separate laminar and turbulent regions as well as flow states
with co-existence of both of them. In the present work we focus on simulating incompressible turbulent flow in
a CRTC system using large eddy simulation(LES) turbulence model available in OpenFOAM. The statistical
features of the flow field such as time-averaged mean field and the root means square velocity fluctuations are
computed for different Reynolds numbers and are validated from literature. The dynamical features of the flow
such as  instantaneous iso-surfaces  of  λ2 are  computed from the simulations.  Overall,  the  results  obtained
demonstrate the capability of LES to simulate strongly rotating wall bounded flows.

Key Words:  Finite volume, LES, Turbulent flow, PISO, Reynolds stress, CRTC, subgrid scale.

1. INTRODUCTION

Rotating turbulent flows are omnipresent in science and engineering applications.  Examples of such flows
include atmospheric and ocean flows and flows in the wake of ship propellers, jet engines, and wind turbines.
Rotating turbulent flows exhibit a number of features that are not present in turbulent flows without rotation. 

Previously Direct Numerical Simulation(DNS) was performed by Dong [1] for this CRTC systems at a range of
Reynolds numbers varying from Rei =−Reo= 500,1500,2500 and 4000, a detailed study of the statistical and
dynamical features were reported. In the present simulation we focus only on a k-equation model for all the
simulations. Also validating the results with the DNS study of CRTC system, we study the physics of the flows
at high Reynolds numbers by using LES.

2. MAIN BODY

Governing Equations

In LES, the large scales which contain the most of the energy, which are affected strongly by the boundary
conditions and do the most of the energy transport are resolved while the small scales are represented by using
a model. To saperate small scale from large scale filtering process  used, in present case it happens itself by
grid size filter.

In LES, any flow F variable can be composed of a large scale F̄ (resolved/filtered component) and a small 
scale f (residual/SGS part f) contribution as follows: F=F̄+ f

The governing equations are the filtered incompressible Navier-Stokes equations, assuming that the filter 
commutes with differentiation we can write these equations as follows:

1. Continuty Equation :
∂Ū i

∂ x i

=0

2. Momentum Equation :
∂Ū i

∂ t
+Ū j

∂ Ū i

∂ x i

=−
1
ρ

∂ p̄
∂ x i

+ν
∂2Ū i

∂ x i
2 −

∂ τ ij
SGS

∂ x j
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In the above equations the term  τ  ij
SGSthe residual-stress tensor/SGS stress tensor and the isotropic

part  has  been  absorbed  into  the  filtered  pressure  term.  Like  the  Raynolds  Average  Navier-
Stokes(RANS) equations for Ū , the filtered equations for U are unclosed. Closure is achieved by
modeling the residual (or SGS) stress tensor τ ij

SGS as, 

τ ij
SGS

=U i U j+U i U j

Geometry and mesh details

The geometry of the domain consists of two circular cylinder with inner and outer radius R i = 1, Ro

= 2 and the length of the domain in the axial direction is taken as L z = π. Both the inner and outer
cylinders act as impermeable no-slip walls and in the axial direction periodic boundary conditions
are  used  in  order  to  simulate  infinitely  long cylinders.  Only  a  quarter  of  domain  was used  in  the
azimuthal direction to save computational time. Finite volume method with PISO (Pressure Implicit
with Splitting of Operators)  algorithm is used for the pressure velocity coupling and second  order
accurate schemes are used in space and time.

The mesh was  generated,  contains  a  total  of  0.96  million cells,  with  Δr=2.22e-03,  Δθ =  0.0196
and Δz =0.0314 with this grid maximum r+ ,θ+ and z+ are  0.607, 5.36 and 8.58  respectively for a
Reynolds number 8000. Velocity of the both cylinders maintained in such that  Re i=-Re0.  Reynolds
number of the system calculated as  Re= Re i – Reo.  Grid convergence of the system is varified with
the three cases, a course mesh (100 × 60 × 80) with 0.48 million cells, a medium mesh (120 × 80 ×
100) with 0.96 million cells  and a fine mesh (130 × 100 × 100) with 1.3 million cells.  Azimuthal
velocity  profile  at  Re i=-Reo=1500  plotted  in  Fig.  2  and  compared  with  DNS study  for  the  same
Reynold number. 

3. RESULTS

All the cases were run using k-equation as the SGS model  in LES and they have been run upto a
time  t=  500  with  a  time  step  of  ∆t  =  1e-03.  Simulations  were  performed  using  OpenFOAM  in
parallel  mode  with  Message  Passing  Interface  as  the  parallelization  technique  and  domain
decomposition method. A total of 16 processors were utilized for running the solver and each of the
simulations have taken a total wall clock time of 42 hrs.

Figure 1: Geometry of the counter
rotating Taylor-Couette flow

Figure 2: Validation of mean azimuthal velocity
across the cylinder using different grids.
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     (a)         (b)

Figure 3: (a) Normalised mean azimuthal velocity profiles at different Reynolds numbers
averaged along z-θ plane and the result from DNS (b) radial coordinate of the zero velocity
surface as a function of Reynolds number. Uθ is the azimuthal velocity and R∗ is the radius

of zero-velocity surface.          

In order to validate the results obtained, we first compare the variation of mean azimuthal velocity
profiles  averaged  over  the  z-θ  plane  at  di erent  Reynolds  numbers  as  shown  in  Fig.  3(a),  withff
corresponding  results  from  DNS  study  of  Dong  [1].  The  results  obtained  from  the  present
calculations  seem  to  be  matching  to  that  of  the  DNS results.  As  the  Reynolds  number  increases
from  1500  to  8000  we  can  see  in  Fig.  3(a)  that  mean  azimuthal  velocity  profiles  have  become
steeper with a wider zero azimuthal region in the central portion away from both the walls. Unlike
the  plane  Couette  flow the  mean  velocity  profiles  are  not  symmetric  and  the  profile  seems  to  be
closer  to  the  inner  wall  more  than  it  does  at  the  outer  wall  rendering  the  asymmetry.  R * is  the
coordinate  where  zero  azimuthal  velocity  is  attained.  In  Fig.  3(b)  normalized  R * is  plotted  as
function  of  the  Reynolds  number,  together  with  the  location  of  the  zero-velocity  surface  in  a
laminar  circular  Couette  flow with  Re i=−Reo and  Ri/Ro=0.5  plotted  as  a  horizontal  line,  which is
(R*−Ri)/(Ro –Ri)=√2−1.  As  the  Reynolds  number  increases,  the  zero-velocity  surface  moves
outward, and its radius appears to approach a limiting value is about (R *−Ri)/(Ro –Ri) ∼ 0.55.

      (a)                       (b)

Figure 4: Comparison of profiles of mean azimuthal velocity flactuations and Reynold
stress at di erent Reynold number averaged over the z-θ planeff
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From Fig. 4(a) showing the validation of azimuthal velocity fluctuations, we see two peaks closer to
the wall and the fluctuations reaching a minimum value in the central portion of the annulus. As the
Reynolds  number  increased from 1500 to  8000 the peaks  move closer  to  the  walls  indicating the
presence of more near wall vortices and fluctuations. Also, the Reynolds stress normalized by Ui*Ui

are plotted in Fig. 4(b). From this plot we can see that Reynolds stresses are very small for the case
of  low  Reynolds  number  indicating  very  little  turbulence  in  this  case.  As  the  Reynolds  number
increases we see that peak moves closer to the inner wall indicating more intense fluctuations and
near wall vortices. Whereas at the outer wall all the plots seem to be closing in a tail like fashion.
In core region the Reynolds stress become more and more flat as Reynolds numbers increses which
shows  that  Reynolds  stress   becoming  constant  in  core  region  as  the  Re  tends  to  infinity.
Throughout in all the case we observe a positive Reynolds stress distribution.

In the present to analyse the vortical structures in turbulent
flow,  we  used  λ2 criteria  the  second  eigen  value  in  the
tensor S · S + Ω · Ω, where S and Ω are the symmetric and
anti-symmetric  parts  of  the  velocity  gradient  tensor.
Plotting  of  these  λ2 surfaces  as  discussed  in  Jeong  &
Hussain  helps  us  to  visualize  and  explore  the  structural
characteristics  of  the  small-scale  vortices  in  the  turbulent
CRTC system.  Isosurfaces  for  λ2=-21  is  plotted  in  Fig.  5.
Many azimuthal  vortices  seem to  be  originating  from the
inner  and  outer  walls  and  convecting  into  the  central
portion  of  the  annulus.  In  the  present  CRTC  system  the
vortices seem to be elongated in azimuthal direction rather
than hairpin-like as seen in the turbulent channels and flat-
plate boundary layers. 

4. CONCLUSIONS

In the present work the dynamical and statistical features of the
turbulent flow between counter-rotating concentric cylinders are
investigated  employing  detailed  three-dimensional  large  eddy

simulation. The study is for a radius ratio R i/Ro=0.5 at inner/outer cylinder Reynolds numbers ranging from
500 to 8000 while the condition Rei=−Reo is maintained.

LES with k-equation model  as  the SGS model  is  used to simulate  a CRTC system at  different  Reynolds
number and the results seem to be matching with reference DNS data. Also, the turbulent statistics and the
vortical structures obtained are similar to the DNS results. The results obtained demonstrate the capability of
LES to simulate strongly rotating wall bounded flows.
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Figure 5: Iso-surface of instantaneous 
λ2= -21 at Re i = −Reo = 4000.
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ABSTRACT

The haemodynamics of the Fontan connection is studied both numerically and exper-
imentally by placing porous media across the connection. The 1D-offset total cavopul-
monary connection (TCPC) configuration is considered for the present study with steady,
laminar and newtonian assumptions. The inlet caval flow rates are varied by increasing
the total cardiac output from 2LPM to 6LPM. The TCPC with porous media provides 7%
reduction in pressure drop penalty, compared with no-porous medium case. Hence the in-
troduction of porous media helps in improving the hydraulic efficiency by curtailing the
recirculation zones across the connection.

Key Words: Fontan surgery, Porous media, Pressure drop

1. INTRODUCTION

The babies born with congenital heart disease (CHD) such as tricuspid atresia, and hypoplastic
heart syndrome, have heart chambers which are connected in parallel fashion. This results in
mixing of venous return and pulmonary blood which lead to cyanosis and detrimental to the life
expectancy of the patients. The palliative surgical procedure for tricuspid atresia was performed
by Fontan et al. [1] through the cavo-pulmonary anastomosis. This physiological correction re-
stores the pulmonary blood flow and suppresses the mixing of the right and left blood. Since its
inception, Fontan procedure undergoes various modifications and adopted for the management
of various CHDs. The improved form of Fontan connection called total cavo-pulmonary con-
nection (TCPC) [2] which gained importance due to the reduced flow resistance across the con-
figuration. Several in-vitro and in-vivo investigations are performed to make the flow pathway
energy efficient by streamlining the Fontan geometry. Of these Sharma et al. [3] evaluated the
effect of offsetting the vena cava and found that energy loss reduced by 50% for 1D and 1.5D
offset cases compared to zero offset case. The recent improvement in TCPC design includes
Optiflo TCPC model [4], Y- shaped graft to connect IVC to PA [5] and flow divider (triangular
insert) [6] in the IVC baffle helps in reduction of power loss across the connection. The major
traits for the pressure loss in the connection are flow recirculation, stagnation zone, flow separa-
tion and vortices across the junction. It has been shown that use of porous media at appropriate
locations can reduce the overall pressure drop by 20% in near-compact heat exchanger config-
uration [7]. The present study investigates the TCPC with suitable porous medium design to
perform with reduced pressure drop when compared to existing TCPC design with recirculation
loss.
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Figure 1: TCPC configuration. IVC-Inferior Vena Cava, SVC-Superior Vena Cava, LPA-Left
Pulmonary Artery, RPA-Right Pulmonary Artery

2. METHODOLOGY

2.1 Model description:

The present study is performed in one diameter offset TCPC model as shown in Figure 1. The
diameter (D) and length (L) of the blood vessel are 13.34 mm and 140 mm respectively. The
porous medium (PM) is employed at the junction of both pulmonary arteries and vena cava. The
three-dimensional geometry is constructed and meshed using ICEM CFD. The blood flow across
the connection is simulated by solving conservation equations for clear fluid and porous media
domain using ANSYS Fluent 14.5. The flow is considered to be steady, newtonian, laminar and
incompressible. The total cardiac output is varied from 2LPM to 6LPM. It is assumed that 40%
of the cardiac output flows through SVC and the remaining 60% flow through IVC. The flow
split condition of LPA:RPA = 40:60 is maintained throughout the study. The uniform velocity
boundary condition is applied at each inlet. The outlets are extended to ensure fully developed
flow at the exit to prevent false diffusion errors. The porous medium properties used in this study
are shown in Table 1. The properties are used to simulate the viscous and form drag effects in
the porous domain.

2.2 Pressure drop calculation:

The pressure drop is a major source of energy loss which determines the Fontan efficiency of
the connection. Therefore total pressure drop across the TCPC connection is calculated using
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static pressure data of each blood vessel and it is given by,

∆P = ∆Ps,IVC +∆Ps,SVC −∆Ps,LPA −∆Ps,RPA (1)

Material Porosity Permeability (m2) Form-coefficient (m−1)

ABS 0.72 1.18E-07 59

Table 1: Porous medium properties

3. RESULTS AND DISCUSSIONS

3.1 Numerical investigation:

The hydraulic efficiency of the TCPC configuration depends on the local flow dynamics across
the geometry. The TCPC with porous media placed at the centre is modelled and simulated to
investigate the performance of the connection. Figure 2 shows the variation of pressure drop
for different total cardiac outputs. The insertion of PM at the center of the TCPC connection
helps in on average of 7% reduction in pressure drop when compared with clear fluid (CF) case.
Hence, placing the PM at the TCPC junction arrests the recirculation zones which in-turn helps
in improving the overall performance.
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��������������������������������������������������������������������������������������������������ReIVC
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����

ΔP/L��������
�(Pa/m)�������

�
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PM

Figure 2: Effect of PM on the pressure drop of TCPC configuration for different ReIVC. CF
denotes the no-porous medium case.
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Figure 3: Variation of pressure drop with ReIVC for TCPC configuration with PM placed at the
junction. CF denotes the no-porous medium case.

3.2 Experimental investigation:

The present numerical study is validated by performing experiments on in-vitro glass Fontan
model. The blood mimicking fluid, water-glycerine mixture solution is used as a working fluid
with a viscosity of 3.65 mPas. The static pressure across the connection is measured using
differential pressure transmitter. Using the pressure data, the total pressure drop is determined
using equation (1). The flow rates are measured using variable area flow meters and controlled
by ball valves. Figure 3 shows the effect of PM on the pressure drop of the TCPC configuration.
An average of 6% reduction in pressure drop is observed for PM placed at the centre of the
junction. The presence of porous media curtails the recirculation region at the TCPC junction
which results in the gain in efficiency of the connection. The greater amount of reduction in
pressure drop is observed at higher flow rates.

The present study is performed by changing the total cardiac output from 2LPM to 6LPM.
The lower cardiac output and higher cardiac output corresponds to diseased and exercised con-
dition of the heart. From the study, latter condition shows greater improvement in performance
for the TCPC configuration with PM .

4. CONCLUSIONS

Three-dimensional computational model of TCPC with porous medium (PM) has been devel-
oped and numerical simulations are performed to determine the hydraulic efficiency of the con-
nection. The current numerical study is validated with experiments. Placing the porous medium
at the centre of the TCPC connection helps in 7% reduction of overall pressure drop. Hence the
presence of porous media influences the hydraulic performance of the TCPC connection.
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ABSTRACT 

In this study, a biomass gasification based solid oxide fuel cell (SOFC) integrated advanced heating 

cogeneration system has been modeled and analyzed thermodynamically. The proposed integrated 

system includes a biomass gasifier, a SOFC module and a heat recovery steam generator (HRSG) 

for the heating process. As SOFC is the power production component of the system, the influence 

of major variables on the performance of integrated heating co-generation system has been 

analyzed. Performance of the co-generation system is expressed in terms of net electrical power 

output, useful heat, exergy efficiency and fuel energy saving ratio (FESR). 

Key Words: Solid Oxide Fuel Cell, Gas Turbine, Exergy, Fuel Energy Saving Ratio 

1. INTRODUCTION 

Developing clean and energy efficient power generation system is a concern specially with ever 

increasing energy demand and steady depletion of fossil fuels. Unlike fossil fuels, biomass is 

considered as renewable energy sources. Carbon neutrality and renewability are the two major benefits 

of typically utilized biomass fuels. On the other hand, solid oxide fuel cell technology is an attractive 

technology because of its high efficiency. 

In this study, an advanced heating co-generation system comprises a SOFC unit for power generation, 

and a HRSG unit for the heating process has been modeled and analyzed thermodynamically. 

Performance of the proposed co-generation system is measured in terms of fuel energy saving ratio 

(FESR) and heating to power ratio (HTPR). As SOFC is the power production component of the system, 

the influence of it major variables on the performance of integrated heating co-generation system has 

been deeply analyzed. This study differs from other SOFC integrated studies as in this research three 

technologies viz. gasification, SOFC and HRSG have been incorporated in an unique system. 

2. SYSTEM DESCRIPTION 

The proposed system is shown in Figure 1. Proposed heating co-generation system is a combination 

of a SOFC module, and a HRSG for heating process. Schematic representation of the proposed 

plant is depicted in Figure 1. Air is compressed by a primary air compressor (AC1) and fed to the 

biomass gasifier for the gasification of the woody biomass. Syngas from the gasifier exit is supplied 

to the anode inlet of the SOFC after cleaning the gas in the gas cleaning equipment (GCE) unit. 

GCE unit is similar to the model of Jia et al.(2015). Heat is supplied to the secondary air 

compressor (AC2) fed compressed air. Preheated compressed air is fed to the cathode inlet of the 

SOFC. Unutilized fuel from the anode channel exit of SOFC is completely burned in the after 
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burner (AB) by using unutilized air coming out from cathode exit. HRSG module produces steam 

utilizing waste heat coming out from the exhaust of  HEX. 
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FIGURE 1. Schematic of proposed heating co-generation system 

3. RESULTS 

The effects of changing fuel utilization factor (uf) on the performance of co-generation system have 

been shown in Figures 2 & 3. In these figures, performance of the system on fuel utilization factor 

from 0.55 to 0.90 are investigated.  Figure 2 depicts the variations in Wnet and Q with changing fuel 

utilization factor of SOFC for three different operating temperatures of SOFC. Figure 2 shows, as 

the uf increases net power output also increases whereas Q decreases. It is due to higher 

consumption of fuel in SOFC stack at elevated fuel utilization factor, which results in a lower molar 

fraction of fuel at the SOFC exhausts. It is also observed that rising cell temperature negatively 

affects the Wnet, at higher fuel utilization factors. 
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FIGURE 2. Variations of Wnet and Q with 

fuel utilization ratio at different cell 

temperatures (Pcell=106.5 kPa, j=0.2 A/cm2)  
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Figure 3 depicts the effect of fuel utilization factor (uf) on heating to power ratio (HTPR) and fuel 

energy saving ratio (FESR) at Tcell=1050 K,Pcell=106.5 kPa, j=0.2 A/cm2. With rising fuel utilization 

factor, net work output increases whereas heat output decreases as shown in Figure 2. Thus, HTPR 

decreases with rising fuel utilization factor. It is also seen from Figure 3, FESR increases with 

increasing uf. It is due to increase of Wnet as the fuel utilization factor increases. Component-based 

exergy destruction of the heating co-generation system has been inspected in this paper. Useful 

exergy, total exergy destruction and stack loss of the system in terms of fuel input have been 

depicted in Figure 4. The useful exergy and total exergy destruction of the proposed system found 

to be 40.72% and 55.34% respectively. Exergy destruction for individual components with respect 

to total exergy destruction have been shown in Fig.5. It is found that highest exergy destruction 

taking place at gasifier (38.94%) followed by HRSG (23.66%). Other components such as HEX , 

AB and SOFC also contributes higher exergy destruction.  

 

 

 

 

 

 

 

 

 

 

 

4. CONCLUSIONS 

In this study, biomass gasifier coupled with an internal reforming type SOFC driven heating co-

generation system has been modeled and analyzed. Energy and exergy analyses of the proposed 

system have been conducted. It is found that FESR increases with increasing uf. The useful exergy 

and total exergy destruction of the proposed system found to be 40.72% and 55.34%, respectively. 

It is found that highest exergy destruction taking place at gasifier (38.94%) followed by HRSG 

(23.66%). Highest FESR of the cogeneration system found to be 30.02%. 
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ABSTRACT 

Ventilation is essential in all occupied premises and assumes a crucial role for the efficiency of an operating 

theater. It controls the thermo-hygrometer comfort level and the airborne contaminant level, in order to 

minimize the risk of post-operative infections for patients. For this reason, the design of ventilation systems in 

operating rooms is of fundamental importance. The aim of this work is to perform an experimental and 

numerical activity to reproduce the air distribution and thermal comfort in an actual operating theater.  

Key Words: Airflow, Operating room, Thermal field 

1. INTRODUCTION 

The operating theater is the environment inside of hospitals that requires the greatest deal of attention in the 

choice of the devices for air supply, diffusion and recovery. The design of Heating Ventilation and Air 

Conditioning (HVAC) systems dedicated to these environments plays a crucial role, in order to drastically 

reduce the risk of infections for patients, in addition to the maintenance of adequate thermo-hygrometric 

comfort conditions for the medical team.  

Nowadays, the air quality in an operating theater is one of the key factor for reducing the post-operative 

infection rates of surgical procedures. It has been reported that 80-90% of bacterial contamination observed in 

an open wound comes from the ambient air [1]. Therefore, a lower risk of sepsis has been reported thanks to a 

cleaner air injection in operating rooms. Several guidelines are available for a correct design of HVAC systems 

for operating rooms, depending on the country legislations.  

The obtained numerical results have proven that the numerical modelling approach can be successfully applied 

to the simulation of the real performance of an operating theater in terms of air velocity and temperature 

distributions, after validation against experimental data. 

2. CASE STUDY 

Experimental investigation was conducted in a real operating theater of the Hospital of Aversa “G. Moscati” 

(Italy). The layout of the operating theatre considered in this work is reported in Figure 1. The net height of 

the room is 2.8m and its area is 36.6m2. The operating theater is provided with a vertical laminar airflow (LAF) 

system composed of 6 terminal HEPA H14 filters (of which 4 with dimension 610x900mm and 2 with 

dimension 610x610mm) installed in a plenum of 2400x2400mm. At each corner of the operating theater, two 

extraction grilles are installed, as shown in Figure 1. In order to respect the limitations in terms of air quality 

and contamination control, 3200 m3/h (or 30 Air Changes per Hour – ACH) of air is injected from the ceiling 

filters. In order to avoid the risk of contaminant infiltrations from adjacent environments, an overpressure of 

15Pa is maintained in the operating theater by extracting 90% of air. The supply air at the ceiling filters has a 

design set-point temperature of 23°C and 50% relative humidity.  
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Figure 1. Layout of the operating theatre and detail of the H14 filters installed in the ceiling. 

3. GOVERNING EQUATIONS AND BOUNDARY CONDITIONS 

The numerical model is based on the partial differential equations reported in reference [2], and is based on 

the RANS (Reynolds Averaged Navier-Stokes) approach, and on realizable k-ε turbulence model, which has 

already proven to be appropriate for calculating airflow and heat transfer phenomena in indoor environments 

[3]. The air is modelled as a Newtonian incompressible fluid, under steady state conditions. The fluid properties 

have been referred to dry air, since the difference with the values corresponding to humid air can be considered 

negligible. 

The boundary conditions, reported in Table 1 have been determined during an experimental campaign in the 

operating room or taken from the available literature. 

 

Objects Boundary conditions Value Source 

Inlet Velocity inlet 0.3 m/s Measured 

Outlet Pressure outlet 0 Pa Measured 

Walls No slip velocity and wall functions -  -  

Surgical light (glass) Temperature 27.5°C Measured 

Surgical light (cover) Temperature 29.2°C Measured 

Monitor Heat flux 400 W/m2 From literature 

Brain and Body 

Temperature 

 

36°C 

From literature 

Neck 36.4°C 

Leg 32°C 

Foot 29.3°C 

Chest  33.9°C 

Thigh and Arm 32.9°C 

Abdomen 33.2°C 

Hand 29.9°C 

Temperature (Inlet and Outlet) Temperature 23°C Measured 

Table 1. Boundary conditions employed. 
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4. RESULTS 

The numerical model has been validated against the experimental data collected during the on-field activity. 

Figure 2 shows the comparison between experimental and numerical results, in terms of vertical velocity. The 

velocity values are referred to a height of 2.25m, under the ceiling filters, as reported on the rigth side of Figure 

2. As concerns the measured values, the authors report both the average values and the expanded combined 

uncertainties, calculated combining type A and type B uncertainties and by using a coverage factor k=2, 

implying a 95% confidence interval [4]. 

The results reported in Figure 2 are in good agreement with the experiments. In fact, the maximum difference 

between the numerical results and the experimental data is approximately equal to 6.6%, and this value is 

smaller than the minimum measurement uncertainty value, equal to 8.7%. 

 

Figure 2. Comparison between experimental and numerical results at a height of 2.25m, under the ceiling 

filters. 

 

Figure 3. Velocity field and path lines in the middle plane of the operating theatre. 

Figure 3 reports the velocity field calculated in the middle plane of the operating theatre. Near the wound site, 

the air velocity is lower than 0.15 m/s, even if the air velocity field is slightly deformed by the thermal effect 

due to the presence of the surgical lights. In order to reduce this effect, it is possible to tilt the lamps, with a 

consequent increase of the comfort conditions for the medical staff. In fact, higher velocity close to neck and 

face should be avoided (this is a common problem in operating theatres, if the HVAC system is not well design 

and regulated). The ceiling filters generate an unidirectional airflow over the operating table, ensuring a good 
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flushing in the critical area. However, there are small areas of air stagnation close to the walls of the operating 

theatre, where no extraction grilles are installed. 

Figure 4 reports the temperature field on a horizontal plane, at a height of 1.1m. The authors have chosen to 

report the results at this height in order to involve the surgical table. The thermal field inside the room is locally 

modified due to the presence of the medical staff, patient and surgical light. However, the air temperature in 

the critical area is less than 23.5°C, and the ventilation system installed in the real operating theatre ensures of 

temperature distribution uniformity. 

 

Figure 4. Temperature distribution at the horizontal plane 1.1m above the floor and details of the temperature 

profile and heat flux on human bodies. 

5. SUMMARY 

A numerical model to reproduce the airflow and thermal field inside a real operating theatre, provided with a 

vertical laminar airflow (LAF) system, has been developed. The authors have carried out an experimental 

campaign, in order to acquire data to be used both for boundary conditions and for validation purposes. An 

analysis of the measurement uncertainties has been also carried out. 

After validation, the model has been used to reproduce the air distribution and thermal field inside the operating 

room. The present model allows to produce useful results to improve the comfort conditions for the medical 

staff. The numerical data can be also used as practical indications for the operation of the room, for example 

to avoid undesired stagnation areas. 
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ABSTRACT 

Effect of force field selection and the parameters are investigated on the prediction of molecular 

transport of oxygen in the electrolyte membrane of PEMFC (proton exchange membrane fuel cell.) 

Simulation has been conducted by using GROMACS. Various force fields are examined to compare 

the calculated density to choose the AMBERGS with parameter adjustment. The results predict the 

density within 5% or relative error to the experimental value, and the value of D (relative diffusion 

coefficient of oxygen to the humidified electrolyte membrane) within about 20% of relative error to 

the experiment in the range of  (water content) between 2.5 to 7.5. The results also predict the 

decreasing trend of D with increasing T (temperature of the membrane) within the range of 80 ˚C to 

30 ˚C. Comparison between calculated and experimentally obtained values of Ea (activation energy 

obtained from the Arrhenius plot of D) with various  are also disccussed to show that the 

calculated values are relatively smaller than the values in membrane and closer to the value in bulk 

water. The results can be due to the domain size. Further study is needed to simulate much larger 

computational domain to see the effect on the data prediction. 

Key Words: Molecular dynamics simulation, Force field, PEMFC. 

1. INTRODUCTION 

PEMFC (Proton exchange membrane fuel cell,) or PEFC (polymer electrolyte fuel cell,) can be an 

alternative energy conversion device option for the applications, such as automobile, co-generation 

systems, emergency power supplies, and UAVs (unmanned aerial vehicles,) considering the variety 

of primary energy sources, local clean nature, and its relatively high thermal efficiency. Fuel cell-

based co-generation systems for households have been commercially available since 2009 in Japan, 

and the cumulative market sales exceeded 200,000 units in 2017. Fuel cell vehicles have also been 

commercially available since 2014 with over 100 hydrogen stations including the planned sites. 

One of the issues for the PEMFC is its durability. Previous studies have revealed cell degradation 

due to gas molecules cross-leaking [1]. The polymer electrolyte membrane, which is supposed to 

have gas barrier function, in fact has a very tiny amount of permeation of oxygen and hydrogen gas 

molecules during its operation. This cross-leaking of gas molecules results in the formation of 

hydrogen peroxide in the membrane under certain condition to degrade the membrane as well as 

degrading the cell performance. 

Authors have experimentally measured the diffusion coefficient of oxygen and hydrogen in 

electrolyte membrane under operation conditions [2]. Limiting current technique is applied to 

measure the overall gas transport resistance along the thickness-wise direction of the membrane by 

using microprobe technique. The resistance is then analyzed to obtain the diffusion coefficient in 

the membrane by plotting the resistance versus thickness-wise position of the microprobe. The 

results showed the increasing trend of the diffusion coefficient of both oxygen and hydrogen with 

increasing membrane water uptake and with other parameters, as well as other unique trends. 

Further understanding of the behavior however encounters fundamental problem; one cannot see 
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what is happening at molecular level to analyze the phenomena. The authors [3] therefore used MD 

(molecular dynamics) simulation by using commonly used free software, LAMMPS, to simulate the 

oxygen in the humidified membrane to reveal the molecular structure and the resulting diffusion 

coefficient trend. MD simulation is so powerful to visualize the molecular structure in order to 

explain the trend of bulk transport property. Next step is to enlarge the computational domain to 

improve the statistical accuracy. In this sense, MD software for high performance computing 

capability on TSUBAME, the super computer of our institution, is a better choice for us. 

In this work, we have conducted a molecular dynamics simulation of oxygen molecules in 

humidified PFSA (perfluorosulfonate acid) membrane by using MD software called GROMACS. 

As the first step for simulation, force field selection and the parameter adjustment have been 

conducted, followed by the evaluation of calculated diffusion coefficient in comparison with the 

experimental values. 

2. NUMERICAL METHOD 

Figure 1 shows the chemical formula of PFSA membrane simulated in calculation where x = 7, y = 

1, n = 10 are chosen as the parameter set to simulate Nafion® membrane [4], NR-211 and NR212 

with EW = 1100 g/eq, that are used in experiment [2]. Protons are considered to bond with water 

molecules, and SPC/E model is used for water molecules. 

 

FIGURE 1. Chemical formula of PFSA (perfluorosulfonic acid) 

Free and open source software, GROMACS [5], is used for simulation. Three types of force fields, 

GROMOS53a6, AMBER99, and AMBERGS are examined since they can handle both fluorine 

atoms and hydrogen bond. Initial configuration consists of 24 PFSA chains with water molecules, 

ranging  = 3 to 20, and three oxygen molecules. Annealing is conducted by swinging both the 

pressure and temperature for four times under NPT ensemble. The system is then held under NVT 

ensemble to obtain the final structure. 

3. RESULTS 

Figure 2 shows the comparison of the effect of the force fields. Calculated density becomes 25% 

lower for GROMOS53a6 and 11% lower for both AMBER99 and AMBERGS than the experiment 

[6]. Since the molecular structure is reported to have strong influence on the transport properties [7-

8], torsion and angle parameters are further modified by following the idea of previous work [9] 

where the authors adjusted the parameters in potential field to fit the density. AMBERGS, that is 

more sensitive to the angle and torsion parameter adjustment, get the density values of 1864 g/L for 

 = 3, 1815 g/L for  = 5, and 1743 g/L for  = 8 at both torsion and angle parameter of 1/8 of their 

original values. The calculated density values lie within the range of 5% relative error to the 

experimental value. Density value is then compared by repeating the annealing process to see the 

change after 3rd and 4th cycles to find that the relative error of the 4th cycle to the 3rd is within 1% to 

confirm the convergence. 
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FIGURE 2. Effect of force field and parameter on density prediction 

Figure 4 shows the calculated D as a function of  at various temperature in comparison with the 

experiment at 80 ˚C [2]. Calculated results agree well with the experiment at 80 ˚C. The increasing 

trend of D with increasing T also agree with the well-known trend in polymers [2]. 

 

FIGURE 3. Calculated and experimental diffusion coefficient 

Figure 4 shows the Arrhenius plot of D. The plot is then used to obtain the value of activation 

energy, Ea. 

 

FIGURE 4. Arrhenius plot of diffusion coefficient 
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Table 1 shows the calculated value of Ea, and Table 2 shows the reference values of Ea. Calculated 

results show relatively smaller values compared with the values in membrane that lies between 23 

to 50 kJ/mol and are closer to the value in bulk water, indicating that the calculation domain needs 

to be enlarged to obtain statistically reliable data to avoid localization of the molecules. 

 3 5 9 12 20 

Ea, kJ/mol 20.5 18.2 18.9 20.9 21.9 

TABLE 1. Calculated activation energy 

 In membrane w/ 0% RH gas In membrane w/ 100% RH gas In water 

Ea, kJ/mol 50 23 18 

TABLE 2. Apparent activation energy of gas diffusion [2] 

4. CONCLUSIONS 

MD simulation of oxygen molecule behaviour in PFSA membrane has been conducted by using 

GROMACS in order to predict the diffusion coefficient. Further study is needed to enlarge the 

computational domain to see the dependence on the domain size. 
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ABSTRACT 

In this article, the boundary layer flow and heat transfer of steady flow in a circular pipe under 

different temperature boundary condition effects are investigated numerically. The velocity profiles 

are obtained in various station of pipe in order to predict the internal flow velocity profile. This 

work depicts the thermal fluid interaction, utilizing Computational Fluid Dynamics (CFD), which is 

the area to be considered in real world problems. In addition, the presented method reduces the 

solution of the problem to the solution of a system of governing equations. The numerical results 

are reported to show the accuracy and efficiency of the novel proposed computational procedure. 

Comparisons of present results are made with those obtained by previous works and show excellent 

agreement. 

Key Words: boundary layer, thermal fluid interaction, computational fluid dynamics. 
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ABSTRACT 

We extend a sharp-interface immersed boundary method (IBM) based in-house fluid-structure 

interface (FSI) solver to tackle the conjugate heat transfer (CHT) problems. The governing equations 

of fluid flow and heat transfer within the fluid region are discretized on the non-staggered 

uniform/non-uniform Cartesian grid using finite difference method. The energy equation within the 

structure is solved by utilizing Galerkin finite element method. The immersed structure is represented 

by the unstructured triangular element. The Dirichlet-Neumann coupling is used at the fluid-structure 

interface to achieve the perfect thermal contact. We verify the results obtained from our CHT-IBM 

solver by comparing with the analytical and published results.  

Key Words: Immersed boundary method, Conjugate heat transfer. 

1. INTRODUCTION 

The development of conjugate heat transfer (CHT) solver along with immersed boundary method 

(IBM) based incompressible viscous flow solver has a great advantage to tackle a large class of 

problems. The implementation of CHT using IBM scheme was successfully accomplished by 

Iaccarino and Moreau [1]. In the past, the coupled CHT-IBM solver based on the curvilinear grid was 

proposed by Nagendra et al. [2]. The advantage of using the IBM is that it doesn’t require the body-

conformal grid, which eliminates the complexities (re-gridding and/or grid deformation at every time 

step) arising due to body-conformal grid method. In the IBM the body is “immersed” in a background 

grid and at the immersed structure boundary special treatments are required to apply boundary 

conditions.  The CHT solver to handle flow past a heated cylinder in cross-flow has been developed 

by Laskowski et al. [3] which is CHT-RANS (Reynolds-averaged Navier-Stokes) solver. In the more 

recent steady Marinis et al. [4] has proposed improved conjugate heat transfer (CHT) immersed 

boundary method (IBM) to tackle flow past the air-cooled C3X turbine guide vane. Nearly all the 

experimental or computational conjugate heat transfer studies both focus on the turbulent flows and 

flow past the air-cooled turbines.   

The objective of present work is to extend in-house solver to tackle CHT problems for 

stationary and moving structures. Already existing sharp-interface immersed boundary method based 

flow solver has the capabilities to handle incompressible, viscous flow over complex stationary, 

moving and/or deformable structures. The energy equation to get temperature field inside the structure 

is discretized using Galerkin finite element method. The solver capable to simulate the heat transfer 

inside the structure is coupled with the existing flow solver, but to get the perfect thermal contact at 

fluid-structure interface a combination of Dirichlet-Neumann boundary condition is used. The CHT-

IBM solver is verified with the analytical solutions of Barletta et al. [5]. 
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2. Computational Model  

The governing equations of fluid flow and heat transfer for unsteady incompressible viscous fluid, as 

well as the energy equation to get the temperature field within the structure, are given as follows: 
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Where ju  (j = 1,2) are components of non-dimensional velocity vector in x( 1x ) and y( 2x ) directions, 

respectively. Re and Pr are Reynolds number ( /ref refu L  ) and Prandtl number ( /  ), respectively, 

where   and   are kinematic viscosity and thermal diffusivity, respectively.   is non-dimensional 

temperature. Q is the non-dimensional volumetric heat generation. The Eqs. (1-3) are discretized 

using finite difference method on Cartesian uniform/non-uniform collocated (non-staggered) grids. 

To satisfy the boundary conditions on immersed boundary ghost-cell based method is employed [6]. 

For time integration the fractional step method is used. To get intermediate velocity components 

Crank-Nicolson scheme is used for convective and diffusion terms of momentum equations, given by 

eq. (2). The second order central difference scheme is used for both convective and diffusion terms. 

Eq. (4), the energy equation to get the temperature field within the structure, is discretized by using 

Galerkin finite element method (GFEM) on unstructured triangular grid. 

 Summary of the Strongly Coupled Algorithm 

1. First, we obtain the flow field using in-house flow solver. 

2. Obtain temperature field within the structure by utilizing the GFEM based structure solver. 

Dirichlet boundary condition is applied at the structure boundary as the temperature is 

available at the interface from fluid. 

𝜃𝑠 = 𝜃𝑓    𝑎𝑡 𝛤𝑏                                                                                        (5) 

3. Calculate and transfer the heat flux at the interface from structure to fluid. Before that provide 

some under-relaxation to the evaluate temperature within the structure as mentioned below   

𝜃𝑠
𝑛 = (1 − 𝜔)𝜃𝑠

𝑛−1 + 𝜔𝜃𝑠
𝑛                                           (6) 

𝑘𝑓 (
𝜕𝜃

𝜕𝑛
)

𝑓
= 𝑘𝑠 (

𝜕𝜃

𝜕𝑛
)

𝑠
 𝑎𝑡 𝛤𝑏                                                       (7) 

4. Now solve the energy equation within fluid region. The boundary condition at the fluid-

structure interface to solve this equation is the heat flux (Neumann boundary condition) 

obtained for fluid at the interface.  

5. Repeat steps 1-4 till the convergence of temperature in the whole domain is reached. 

3. RESULTS 

First we verify the CHT-IBM solver with the published results. Second we present a simple problem 

in which uniform flow over a stationary cylinder (with volumetric heat generation, Q = 1) at Re = 

100, to demonstrate the developed CHT-IBM solver capability.  
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3.1 Verification of CHT-IBM solver  

We verify CHT-IBM solver with the analytical results of Barletta et al. [5].  Fig. 1(a) is the schematic 

of the problem taken by Barletta et al. [5], it has two parallel infinite plates with wall thickness 1.2H, 

where H is the height of the channel as shown in. The fully developed velocity boundary condition is 

implemented at the inlet of the channel with a sinusoidal temperature distribution in the longitudinal 

direction at the channel walls is taken. The analytical solution is determined with the assumption of 

negligible heat conduction in the longitudinal direction along with no viscous dissipation. The 

channel length in our numerical model is taken as long enough to take care of these assumptions. The 

parameter B is defined as Peβyo, where yo = H/2 and Pe is Peclet number signifies the convective to 

conductive heat transfer within the fluid.  

Figure 1: (a) The schematic of two infinite-parallel plates with sinusoidal longitudinal temperature boundary 

condition, (b) the steady state non-dimensional interface temperature for different conductivity ratio K. 

The non-dimensional interface temperature is compared for two cases with the structure to fluid 

conductivity ratio is taken as 0.5 and 3. The parameters B and Pe are taken 100 for both the cases. 

The domain is taken as 2.4×12.6 with uniform mesh in both direction with ∆xmin and ∆ymin = 0.02, 

630×120 grid points for the fluid region and for the structure triangular unstructured mesh is used for 

both the walls (i.e. top & bottom walls of the channel) with 8777 nodes & 16276 elements each. The 

results are time marched with uniform time stepping as ∆t = 0.005. Also, the effect of conductivity 

can be observed in non-dimensional interface temperature as shown in fig. 1(b). There is a spatial 

shift in interface temperature in both the cases in the forward direction compared to the sinusoidal 

longitudinal boundary condition, for lower conductivity ratio K = 0.5 the shift is larger than the larger 

conductivity ratio K = 3.0.     

  3.2 Flow over cylinder with heat generation  

We present the problem in which the CHT-IBM solver is utilized to solve the flow over a cylinder 

with a volumetric heat source. The computational domain is taken as 30D×50D (where D is the 

cylinder diameter), with uniform mesh in both direction with ∆xmin and ∆ymin = 0.02, 384×384 grid 

points for the fluid region and for the cylinder triangular unstructured mesh is used with 5563 nodes 

& 10809 elements. The cylinder is kept in the uniform flow field with the centre located at 8D×15D. 

The Neumann boundary condition for velocity and temperature is imposed at the top, bottom and 

right boundaries of the computational domain. At the left boundary which is considered as the inlet, 

the velocity and the temperature are specified as 1u   = 1.0 and 𝜃 = 0, respectively. The cylinder to 

fluid conductivity ratio is taken as K(𝑘𝑠/𝑘𝑓) = 1. The cylinder has the volumetric heat source Q = 1.0. 

The numerical experiment is performed at Re = 100 and Pr = 0.71 (corresponding to air). In figs. 2(a), 
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(b) and (c), the temperature field, vorticity field and interface temperature are shown, respectively, at 

the time instant t = 100.      

 

Figure 2: (a) The temperature field for the flow over cylinder with volumetric heat generation Q = 1, (b) the 

vorticity field and (c) the interface temperature at time instant t = 100 for Re = 100.  

4. CONCLUSIONS 

The in-house IBM based FSI solver is further developed to tackle the problems involving conjugate 

heat transfer. To account for the perfect thermal contact, the Dirichlet-Neumann coupling is used at 

the fluid-structure interface. The CHT-IBM solver is verified with the published results. A simple 

problem in which the uniform flow over a cylinder with the heat source is considered to demonstrate 

the CHT-IBM capability. In future, the more numerical experiments need to be performed to account 

for the moving boundary CHT problems.     
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ABSTRACT 

Modern NPP designs require a device for core melt localization within the containment, a key 

element of Severe Accident Management (SAM). Several concepts of molten core immobilization 

have been developed and implemented such as in-vessel corium retention (IVR), crucible-type core-

catcher developed for Russian VVER-1000 reactors and Catcher with melt spreading developed for 

the European EPR reactor. A Finite volume method (FVM) based Computer code for analysing the 

phenomena inside core-catcher of KK NPP has been developed in-house. Detailed modelling and 

simulation of interaction of molten corium with sacrificial material which includes thermal tracking 

of melt and associated heat transfer, chemical reactions and metallurgy associated with this 

phenomena has been carried out. This is a first of a kind (FOAK) work being done in India. 

        The modelling involves dynamic geometrical behaviour of molten corium having different 

components and having dispersed melting and solidification on solidus and liquidus lines. 

Simultaneous chemical reactions occurring and all three modes of heat transfer have been taken into 

account along with crust formation dynamics. Cumulative hydrogen generation due to melt- water 

interaction is also estimated. 

Key Words: Severe Accident Management , Finite volume, Natural Convection, core catcher. 

1. INTRODUCTION 

Severe accident is defined as an accident involving the melting or breakdown of a substantial 

portion of the fuel rods in the core of a nuclear reactor. The main objective of severe accident 

management is to keep the containment building intact.  

A core melt accident could occur if multiple safety systems fail to transfer the decay heat out of the 

fuel after reactor is shutdown. Such a situation could only be developed if the initiating event, for 

example a large break LOCA or a total loss of electricity, is combined with major loss of plant 

safety systems. So, modern NPP designs require a device for core melt localization within the 

containment as a key element of severe accident management. 

This paper describes the modelling and simulation of molten corium and sacrificial material 

interaction inside KKNPP core catcher. After giving a brief description of KKNPP core catcher, 

function of sacrificial material and phenomenon related to crucible type core catcher, detailed 

modelling of interaction of molten corium and sacrificial material have been described. The 

simulation results are discussed subsequently. 

Page 280 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

2. MAIN BODY 

KKNPP core catcher is basically a cylindrical vessel and the distribution of Sacrificial Material 

(SM) in core catcher is axi-symmetric. The outer wall core catcher consists of three layers.  

 
FIGURE 1. Schematic of VVER core catcher 

 
After relocation of molten corium inside core catcher, ablation of sacrificial material takes place in 

radial and axial direction. To capture the ablation behaviour of SM inside the core catcher an axi-

symmetric model is developed. The rate of sacrificial material ablation is controlled by heat transfer 

from melt to molten corium 

Since, conduction is a dominant mode of heat transfer in molten corium and SM, the governing 

energy equation becomes as below for axi-symmetric treatment 

 

 

Where r and z are radial and axial directions respectively 

Finite Volume Method (FVM) is adopted for converting the governing energy equation from PDE 

(partial differential equation) form to a set of algebraic equations and grids are generated to 

discretise the axi-symmetrical computational plane. An implicit scheme is used for time-marching 

for this unsteady-state problem. The resulting algebraic system is solved using line-by-line TDMA 

(Tri-diagonal Matrix Algorithm) method.  

 

 

 
 
Radiative boundary condition is employed at the top surface. To compute the heat transfer from the 

side walls of core catcher, an equivalent thermal resistance is calculated by considering conductive 

resistance of composite wall and convective resistance (natural convection) of surrounding water. 

As the natural convection current inside the heat generating molten pool is not modelled, empirical 

correlations for Nusselt number at the boundary of natural convective was implemented to simulate 
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the heat transfer at melt-SM interface. These correlations are based on modified Rayleigh number 

of the heat-generating pool.  

Among numerous reactions, both at the top of melt and melt-SM interfac, the following exothermic 

reactions dominates the resulting thermal behaviour of the system and reaction enthalpy is added to 

the heat source term in the govering equation. 

 

2H2O   +    Zr                               ZrO2    +   2H2   + Q 

 

Fe2O3   + 1.5 Zr                       1.5ZrO2    +   2Fe   + Q 

 
The kinetics of 1st equation is modelled using parabolic Urbanic model which is based on 

Arrhenious equations and the 2nd reaction the rate of reaction is assumed to be infinite.  

 

The thermal abalion of SM is modelled using decomposition temperature of SM and the abalated 

SM is instantaneously mixed with molten pool by assuming infinite mass diffusivity.   

 

RESULTS 

 Initially when the corium relocates in the core catcher, sacrificial material is present in core catcher 

at the containment ambient temperature. As time progress molten corium in the core catcher melts 

the sacrificial material. Figure 4.10 to Figure 4.19 shows the progression of corium penetration 

inside core catcher. 

 

 

 

 

 

 

           FIGURE 2.1 after 1 hour                                                    FIGURE 2.2 after 10 hour 

 

 

 

 

 

 

           FIGURE 2.3 after 30 hour                                                   FIGURE 2.4 after 100 hour 

 

FIGURE 2. Temperature contour at different time instant 
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              FIGURE 3.1 after 1 hour                                                    FIGURE 3.2 after 10 hour 

 

 

 

 

 

 

 

 

 

              FIGURE 3.3 after 30 hour                                                   FIGURE 3.4 after 100 hour 

 

                FIGURE 3. Melt front propagation at different time instant 

4. CONCLUSIONS 

Natural convection in melt plays an important role in heat transfer from melt to SM. SM material 

plays a vital role in preconditioning of melt inside core catcher. 
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ABSTRACT 

The aim of this paper is to study heat transfer characteristics of Poiseuille flow through a 

microchannel. The variation of the local heat flux and Nusselt number is studied for a range of 

Knudsen number varying from 0.01 to 1. The pressure ratio is 3 and aspect ratio is 10. The velocity 

slip and temperature jump increase with an increase in rarefaction. The heat flux and Nusselt 

number (Nu) decrease with increase in Kn. The local Nusselt number varies from 19.81 at the inlet 

to nearly zero at the outlet for Kn = 0.01 whereas it varies from 0.195 to nearly zero for Kn = 1. The 

Peclet number (Pe) is less than 10 and Brickman number (Br) is greater than 1 that makes viscous 

dissipation and axial conduction effects significant.   

Key Words: Heat Transfer, microchannel, DSMC. 

1. INTRODUCTION 

The flow in a microchannel is rarefied and compressible even at atmospheric conditions on account 

of the small characteristic dimension. The rarefaction induces velocity slip and temperature jump at 

the walls and compressibility leads to a non-linear pressure variation. This changes the fluid flow 

and heat transfer characteristics of a micro flow compared to macro flow. The rarefaction is 

quantified in terms of Knudsen number (Kn) which is the ratio of the mean free path of gas to the 

characteristic length. Based on Kn, flow is divided into four regimes namely, continuum (Kn < 

0.001), slip (0.001 < Kn < 0.1), transition (0.1 < Kn < 10) and the free molecular (Kn > 10). The 

flow in a microchannel falls in the slip and transition regimes where the Navier-Stokes equations do 

not give accurate answers.  

Conventionally, the rate of heat transfer is estimated in terms of Nusselt number (Nu). Sparrow and 

Lin [1] discussed the effect of rarefaction on heat transfer in tubes. It was found that Nu decreases 

with an increase in rarefaction. The velocity slip tends to decrease the temperature difference 

between wall and flow whereas temperature jump tends to increase this difference. This results in 

an increase in Nu with an increase in the velocity slip and a decrease in Nu with an increase in the 

temperature jump. Aydın and Avcı [2] studied the effect of viscous dissipation on heat transfer for 

rarefied gas flow between parallel plates. For the heated wall case, viscous dissipation increases the 

bulk temperature near the wall. This results in a decrease in the difference between the wall and 

flow temperatures and ultimately Nu. In both these studies, it was assumed that the flow is 

incompressible. Demsis et al. [3] experimentally studied heat transfer for rarefied gas flows and 

obtained Nu three orders lower than the continuum value. Yan and Farouk [4] studied heat transfer 

for rarefied gas flows using the Direct Simulation Monte Carlo method for constant wall 

temperature boundary condition. The aspect ratio of the heated portion was 4. It was observed that 

average Nu decreases with an increase in rarefaction. A correlation for Nu was derived in terms of 

Peclet number (Pe) and Kn. It was concluded that the effect of Pe is more pronounced than the 

effect of Kn. Balaj et al. [5] studied heat transfer in a microchannel using DSMC for constant wall 

heat flux condition. 

The analytical studies for rarefied gas flow employs incompressible flow assumption while 

available DSMC study used small aspect ratio channel for constant wall temperature boundary 

condition. The objectives of this paper are to discuss the effect of rarefaction on the local heat flux 
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and local Nu and to discuss the effect of viscous dissipation and axial conduction on the local Nu 

for constant wall temperature boundary condition. 

2. Numerical Methodology  

The heat transfer in a 2-D micro Poiseuille flow is studied using DSMC in this work. The DSMC 

method was devised by Bird [6] in 1960 and it is used for solving rarefied gas problems. DSMC is a 

particle simulation method. The algorithm of DSMC consists of movement, indexing, collision, and 

sampling of particles. The flow domain is divided into cells and subcells. The cell width is selected 

such that it is less than the mean free path. The simulated molecules are distributed into cells and 

velocities are assigned according to the Maxwellian distribution function. Each simulated molecule 

represents a large number of actual molecules. The molecular movement and intermolecular 

collisions are separated by a small time step. The time step should be lesser than the mean collision 

time. The molecules are moved and their interactions with the wall are calculated. The molecules 

are indexed into cells and collision pairs are selected from a subcell on a probabilistic basis. The 

macroscopic properties are calculated by sampling over long time. An in-house 2-D OPEN-MPI 

parallel DSMC code was developed that was also used earlier to study temperature drop in 

microchannels [7]. The code validation and simulation details are given in [7].  

The geometry of the microchannel is shown in figure 1. The working fluid is Argon gas. The length 

of the microchannel (L) is 10 μm and height (H) is 1 μm. The inlet gas flow temperature (Tin) is 300 

K and wall temperature (Tw) is 500 K. The pressure ratio across the microchannel is kept as 3. The 

inlet Kn numbers are 0.01, 0.05, 0.1, 0.5 and 1. 

 

FIGURE 1. Geometry of the 2-D microchannel 

3. RESULTS 

The general characteristics of the 2-D microchannel flow with wall temperature higher than inlet 

flow temperature are discussed initially. The pressure variation is non-linear along the length of the 

microchannel and nonlinearity decreases with an increase in the rarefaction. The streamwise 

velocity increases along the length of the microchannel and it decreases with increase in the 

rarefaction. The flow slips at the wall and the slip velocity increases along the length of the 

microchannel. The slip velocity increases with increase in the rarefaction.  

 (a)           (b)  

 

 

 

 

 

 

FIGURE 2. Variation of the (a) flow temperature near wall and (b) bulk temperature along the length 

of the microchannel for different Kn. 
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Figure 2 (a) shows the variation of fluid temperature next to wall along the length of the 

microchannel for different Kn numbers. The temperature starts to increase along the length of the 

microchannel and achieves a constant value after a certain length (L1). The temperature in the 

middle portion of the microchannel is constant and nearly equal to the wall temperature. The 

temperature decreases towards the exit of the microchannel. The difference between the wall 

temperature and fluid temperature next to wall is defined as the temperature jump. The temperature 

jump increases with increase in Kn up to length L1. The temperature jump is nearly zero for low Kn 

and a small temperature jump is observed for higher Kn after L1 distance. Figure 2 (b) shows the 

variation of the bulk temperature along the length. The variation of the bulk temperature is similar 

to that of fluid temperature next to the wall. However, bulk temperature is lesser than the wall 

temperature for Kn = 0.01, 0.5 and 1.  

The heat flux (    
      

    
) at the wall is defined as the difference of energies of the incident and 

reflected molecules. Figure 3 (a) shows the variation of heat flux along the length of the 

microchannel. The maximum heat exchange is observed at the inlet and it decreases rapidly along 

the length and becomes zero after distance L1. The heat flux is maximum for Kn = 0.01 and the heat 

exchange process is observed up to x/L = 0.4. The heat flux decreases with an increase in Kn and 

the length over which heat exchange happens also decreases.  A similar trend of heat flux was 

observed by Yan and Farouk [4]. 

Figure 3 (b) shows the variation of local Nu (   
   

          
) along the length of the 

microchannel. The local Nu is maximum at inlet and decreases along the length and becomes nearly 

zero towards the exit of the microchannel. Similar behaviour of Nu was observed by Hemadri et al. 

[8] in the experimental studies. The Nu decreases with an increase in the inlet Kn. It should be 

noted that Nu becomes negative for Kn = 0.05 and Kn = 0.1 in the middle section. This is because 

the heat flux is positive in the middle section for these Kn. However, the magnitude of this heat flux 

is small compared to the inlet heat flux.  Yan and Farouk [4] did not observe Nu = 0 towards exit as 

their aspect ratio was small (=4). 

            

           

 

(a)        (b)       (c)   

 

 

 

FIGURE 3. Variation of the (a) heat flux and (b) Nu (c) Br along the length of the microchannel for 

different Kn. 

The viscous dissipation is defined in terms of Brickman number (   
    

         
 ). Figure 3 (c) shows 

the variation of local Br along the length of the microchannel. The Br number increases along the length 

sharply achieve a peak and decreases towards the exit. The Br number decreases with an increase in Kn. 

However, Br for Kn = 0.01 and Kn = 0.05 are of the same magnitude.  

4. DISCUSSIONS 

The variation of bulk temperature and heat flux can be explained through Pe. Pe is defined as the ratio 

of advective transport rate to the diffusive transport rate. The highest Pe is 9.8 for Kn = 0.01 among 

all cases considered here. Instead of advecting the heat along the length of the channel (stream 
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velocity increases along the length), most heat is diffused in all directions. This causes heat 

exchange in the initial part of the microchannel and flow attains the wall temperature after that. The 

length over which heat is exchanges decreased with increase in Kn due to further decrease in Pe. In 

the same fashion, Nu varies. The Nu number is maximum at inlet and decreases rapidly and 

becomes zero in the middle part of the microchannel. The Nu number decreases with increase in Kn 

due to rarefaction and decrease in Re. A similar behavior was observed for earlier studies[1,2,3,4]. For 

Kn = 0.05 and Kn = 0.1, the Br is maximum in the middle part of microchannel where positive heat flux 

and negative Nu is observed. The viscous dissipation acts like a heat source near the wall. For the 

middle part of the microchannel, the temperature is already equal to the wall temperature, viscous 

dissipation increases temperature slightly higher than wall temperature and this result in positive 

heat flux and negative Nu.  

5. CONCLUSIONS 

The heat transfer in a 2-D microchannel with constant wall temperature is studied for slip and 

transition regime flows. The velocity slip and temperature jump increase with an increase in 

rarefaction. The heat exchange occurs in the initial part of the microchannel and no heat exchange 

occurs in the middle section due to small Pe. The diffusive heat transport mechanism (small Pe) is 

dominant for microchannel flows. The Nu number decreases along the length rapidly and 

asymptotes to nearly zero after the midsection. The Nu decreases by two orders of magnitude for 

high Kn. The effect of the viscous dissipation is seen in the midsection of the channel for Kn = 0.05 

and Kn = 0.1.  
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ABSTRACT 

The prime objective of this study is to examine the effect of temperature dependent thermal 

conductivity on heat transfer characteristics of a rectangular fuel element dissipating heat into a 

stream of liquid sodium. Accordingly, equation governing the thermal field in the solid domain is 

solved numerically along with equations governing the flow and thermal fields in the fluid domain. 

Taking Prandtl number as constant at 0.005, numerical results are presented and discussed for wide 

range of values of thermo-geometric parameters. Finally, it is concluded that unrealistic assumption 

of constant thermal conductivity results in significant under prediction of maximum temperature in 

the fuel element. 

Key Words: Nuclear Fuel Element, Variable Thermal Conductivity, Finite Difference Method. 

1. INTRODUCTION 

Plate with volumetric energy generation finds many applications in thermal systems such as nuclear 

reactors and electronic equipments [1,2]. In such cases, energy generated within the plate is to be 

dissipated to a coolant so as to keep its maximum temperature below its allowable limit [3]. As the 

thermal conductivity of a material such as uranium dioxide, which is commonly used material of a 

nuclear fuel element, generally varies with temperature [3], many investigators have paid their 

attention to the heat transfer characteristics of an energy generating plate having temperature 

dependent thermal conductivity. Ghasemi et al. [4] analytically obtained steady, one-dimensional 

thermal field in an energy generating plate with variable thermal conductivity. Employing a semi-

analytical method and considering the dependence of thermal conductivity on temperature, 

Mosayebidorcheh et al.[5] studied transient one-dimensional heat conduction problem in an energy 

generating plate. Using semi-analytical method and considering variable thermal conductivity, 

Torabi and Zhang [2] obtained heat transfer and thermodynamic performances of a heat generating 

composite wall. Using finite difference method, Sobamowo [6] analyzed heat transfer 

characteristics of an energy generating plate having variable thermal conductivity. The preceding 

review of the literature reveals that all previous studies are based on one-dimensional heat 

conduction in a plate and on unrealistic assumption of average heat transfer co-efficient over its 

heat dissipating surfaces. Deriving motivation from these shortcomings, the present numerical study 

examines the effect of temperature dependent thermal conductivity on the variation of maximum 

temperature in a rectangular nuclear fuel element with vital thermo-geometric parameters by 

including the effect of axial conduction in the fuel element and by imposing conditions of 

continuity of temperature and heat flux at solid-fluid interface. 

2. MATHEMATICAL MODEL AND ITS NUMERICAL SOLUTION 

Figure 1 depicts a rectangular fuel element of a nuclear reactor of height 𝐻 and thickness 2𝑊 

dissipating heat into a laminar, incmpressible and viscous stream of liquid sodium. The volumetric 

energy generation 𝑞′′′ in the fuel element is considered to vary along its axial direction [1]. Thermal 
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conductivity 𝑘𝑠 of the material of the fuel element is assumed to vary as 𝑘𝑠 =
1

𝑎1+𝑎2𝑇𝑠
 [3]. Under 

steady state conditions, energy generated in the fuel element is first conducted within it and 

ultimately dissipated to the stream of liquid sodium. Due to existence of flow and thermal 

symmetry, half of the solution domain can be taken as the computational domain as shown in Fig. 2 

with relevant boundary conditions indicated thereon. The non-linear equation governing steady, 

two-dimensional temperature field in the solid domain in its linearized form can be obtained as:  

𝑎3

𝜕2𝜃𝑠

𝜕𝑋2
+ 𝑎4

𝜕2𝜃𝑠

𝜕𝑌𝑠
2 + 𝑎12

𝜕𝜃𝑠

𝜕𝑋
+ 𝑎13

𝜕𝜃𝑠

𝜕𝑌𝑠
+ 𝑄 = 0 ;               𝑄 = 𝑄𝑚𝑎𝑥𝑐𝑜𝑠𝜋 (

1

2
− 𝑋)                     (1) 

Where, 𝑎3 = 𝑎7𝑎8 ;   𝑎7 =
1

𝑎1 + 𝑎2(𝜃𝑠 𝛥𝑇𝑐 + 𝑇∞)
;  𝑎8 =

𝑎9

𝐶
 ;   𝑎9 =

1

𝑘∞

;  𝐶 = 4𝐴𝑟2;   𝑎4 =  𝑎7𝑎9; 

𝑎5 =  𝑎8𝑎10𝑎11;   𝑎10 = −𝑎2 𝛥𝑇𝑐;   𝑎11 = 𝑎7
2;   𝑎6 = 𝑎9𝑎10𝑎11;   𝑎12 = 𝑎5 (

𝜕𝜃𝑠

𝜕𝑋
) ; 𝑎13 = 𝑎6 (

𝜕𝜃𝑠

𝜕𝑌𝑠
) 

𝑎1 = 0.0533;       𝑎2 = 0.000235 ;  𝛥𝑇𝑐 = 𝑇0 − 𝑇∞ 

 

 

 

 

 

 

 

 

 

 

 

                           

 

Stream function, vorticity transport and energy equations governing the flow and thermal fields in 

the fluid domain can be transformed into their dimensionless forms as given below: 

𝜕2𝛹

𝜕𝑋2
+

𝜕2𝛹

𝜕𝑌𝑓
2 = −Ω                        (2𝑎);      𝑈

𝜕Ω

𝜕𝑋
+ 𝑉

𝜕Ω

𝜕𝑌𝑓
=

1

𝑅𝑒𝐻
(

𝜕2Ω

𝜕𝑋2
+

𝜕2Ω

𝜕𝑌𝑓
2)                            (2𝑏) 

𝑈
𝜕𝜃𝑓

𝜕𝑋
+ 𝑉

𝜕𝜃𝑓

𝜕𝑌𝑓
=

1

𝑅𝑒𝐻𝑃𝑟
(

𝜕2𝜃𝑓

𝜕𝑋2
+

𝜕2𝜃𝑓

𝜕𝑌𝑓
2 )                                                                                                  (3) 

The dimensionless variables and parameters used in the preceding equations are defined as: 

𝑋 =
𝑥

𝐻
; 𝑌𝑠 =

𝑦

𝑊
;  𝑌𝑓 =

𝑦

𝐻
;   𝑈 =

𝑢

𝑈∞

;  𝑉 =
𝑣

𝑈∞

;  𝜃 =
𝑇 − 𝑇∞

 𝛥𝑇𝑐
;  𝐴𝑟 =

𝐻

2𝑊
 ; 𝑃𝑟 =   

𝜇𝑓𝑐𝑝

𝑘𝑓
; 

𝑁𝑐𝑐 =
𝑘𝑓

𝑘∞

(
𝑊

𝐻
) ; 𝑄 =

𝑞′′′𝑊2

𝑘∞ 𝛥𝑇𝑐
 ; 𝑄𝑡 =

2

𝜋
𝑄𝑚𝑎𝑥;  𝑅𝑒𝐻 =

𝜌𝑓𝑈∞𝐻

𝜇𝑓
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𝜕𝜃𝑓

𝜕𝑌𝑓
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𝜕𝜃𝑠
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=

𝑎4
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𝜕𝜃𝑠

𝜕𝑌𝑠
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FIGURE 1. Physical model 

 FIGURE 2. Computational domain 
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Equations (1) and (2a) are discretized using second-order accurate finite difference schemes and the 

resulting system of equations is solved using Gauss-Siedel iterative solution procedure, while 

pseudo-transient form of Eqs. (2b) and (3) are discretized using Alternating Direction Implicit 

(ADI) scheme and resulting system of equations is solved using Thomas Algorithm. The numerical 

results are generated using an indigenously developed and validated computer code [7], the details 

of which and grid convergence test performed are not presented here for the sake of brevity.  

3. RESULTS AND DISCUSSION 

The prime objective of the present numerical study is to examine the effect of temperature 

dependent thermal conductivity on variation of maximum temperature 𝜃𝑚𝑎𝑥 in the fuel element 

with conduction-convection parameter 𝑁𝑐𝑐, total energy generation parameter 𝑄𝑡  and Reynolds 

number 𝑅𝑒𝐻 while aspect ratio 𝐴𝑟 of the fuel element, free stream temperature of the coolant 𝑇∞, 

allowable temperature in the fuel element 𝑇𝑜 and Prandtl number of the coolant 𝑃𝑟 are kept constant 

at 10, 673 K, 2354 K and 0.005 respectively. These numerical results obtained are presented and 

discussed as follows:   

 

Figure 3 depicts the variation of 𝜃𝑚𝑎𝑥 with 𝑁𝑐𝑐 for both constant and variable 𝑘𝑠. As expected, it is 

abundantly clear from this figure as well that for both constant and variable 𝑘𝑠, 𝜃𝑚𝑎𝑥 monotonically 

decreases with increase in 𝑁𝑐𝑐. Further, it is important to note that assumption of constant 𝑘𝑠 results 

in significant under prediction of 𝜃𝑚𝑎𝑥 for entire range of values of 𝑁𝑐𝑐. It is also worth noticing 

that the magnitude of under prediction is higher at lower values of 𝑁𝑐𝑐 as compared to its higher 

values.  

 

Figure 4 illustrates the variation of 𝜃𝑚𝑎𝑥 with 𝑄𝑡 for both constant and variable 𝑘𝑠. It is very much 

clear from this figure that for both constant and variable 𝑘𝑠,  𝜃𝑚𝑎𝑥 keeps on increasing with increase 

in 𝑄𝑡 which is in conformity with the physics of the problem. Further, it is worth noticing that 

irrespective of the value of 𝑄𝑡, assumption of constant  𝑘𝑠 significantly under predicts  𝜃𝑚𝑎𝑥 which 

becomes more predominant with increase in 𝑄𝑡. 

 

 

 

 

Figure 5 shows the variation of 𝜃𝑚𝑎𝑥 with 𝑅𝑒𝐻 for both constant and variable 𝑘𝑠. Since 𝑁𝑐𝑐 and 𝑄𝑡 

are being kept constant, 𝜃𝑚𝑎𝑥 is expected to decrease with increase in 𝑅𝑒𝐻 which is very much 

evident from this figure.  Further, it is very much obvious from this figure that irrespective of the 

value of 𝑅𝑒𝐻, assumption of constant 𝑘𝑠 results in considerable under prediction of 𝜃𝑚𝑎𝑥 which is 

somewhat more significant at lower values of 𝑅𝑒𝐻 as compared to its higher values.  
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4. CONCLUSIONS 

The foremost objective of the present numerical study is to examine the effect of temperature 

dependent thermal conductivity on variation of maximum temperature in a rectangular nuclear fuel 

element with involved thermo-geometric parameters. From the discussion of numerical results 

presented in the preceding section, it is concluded that unrealistic assumption of constant thermal 

conductivity results in significant under prediction of maximum temperature in the fuel element.  
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ABSTRACT 

Two-phase heat transfer due to its higher heat transfer efficiencies is being applied in many 

applications. Prediction of refrigerant condensation heat transfer coefficient is important for design 

of compact heat exchangers in aerospace environmental control system design and development. A 

fundamental understanding of heat transfer involving boiling and condensing of refrigerants in mini 

channels is important as the hydraulic diameters involved are around 1mm. There is a vast amount 

of literature available on the two-phase flow in mini channels and many correlations are developed 

for the heat transfer coefficients. This paper does a critical review of these correlations for 

condensation heat transfer. The effect of heat flux, mass flux and the quality of refrigerant on the 

heat transfer coefficient are compared through a parametric study using MATLAB. The results are 

plotted and conclusions are drawn.    

Key Words: Compact Heat Exchangers, Correlations, Refrigerant (R134a), Condensation 

1. INTRODUCTION 

Design of a compact heat exchanger (CHE) for phase change applications is a challenging part in 

the aircraft Environmental Control System development [1]. Especially so in systems based on 

vapor compression refrigeration cycle system consisting of a Compressor, a Condenser, and 

Expansion Valve and an Evaporator. The amount of power input required for compressor is fully 

dependent on condensation process. The vapor refrigerant discharged from the compressor is 

generally cooled and condensed in a condenser via heat transfer to a secondary heat transfer fluid 

such as air. An inefficient condenser that does not dissipate the heat well requires a higher discharge 

pressure resulting in an increase in compressor power demand. The way of increasing the condenser 

effectiveness by increasing the size of the condenser is not a solution for the aerospace applications. 

It is in this context, the study and availability of data to understand the two-phase heat transfer in 

these CHE is important.   

The flow passages in CHE are complicated with the use of different fins and there is not much data 

available to understand the two-phase phenomenon to arrive at heat transfer coefficients that are 

required in designing and optimising this equipment. However, there is literature available to 

understand the heat transfer phenomenon for mini and micro channels [2] which is relevant due to 

the small hydraulic diameters that are involved.  In addition to the refrigerant properties and the 

geometrical parameters of the CHE, the heat flux, mass flux and vapour quality also affect theheat 

transfer coefficients [3]. In this paper correlations for the heat transfer coefficients for condensation 

are studied from various sources. Those studies that are close to the practical applications of the 

CHE are studied further. A MATLAB code is developed, to compare the effect of heat flux, mass 

flux and the quality of refrigerant on the heat transfer coefficient with different parameters. The 

results are given a graphical representation. 
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2. MAIN BODY 

Abundant literature is available on the heat transfer mechanism and the correlations developed for 

two phase flow in mini channels [4]–[12]. There are many studies done to arrive at correlations for 

heat transfer during condensation [10]–[18]. Alejandro López Belchí thesis [19] gives a good 

survey of the literature citing 141 references that were available up to 2013. In addition to these 

references, papers from 2013 to 2017 are supplemented in this study [20]–[25]. 

3. LITERATURE 

TABLE 1 below gives the year wise studies done on condensation heat transfer in channels with the 

R134a refrigerant. The hydraulic diameter of the channels and the mass flux range are captured in 

this table. 

No.  Correlation Year 

Hyd. Dia 

mm 

Mass Flux 

(kg/m3/s) Ref. Remarks 

1.  Dobson et. Al. 1994 4.57 75 – 500 [2] 
Updated later with other 

Hyd. Dia. 

2.  Haraguchi 1994 8.4 90 – 400 
[2][19] 

[26][27] 

Heat Flux of  3 – 33 

kW/m2  

Annular Flow 

3.  Singh et al. 1996 11 50 – 300 [2][28] 
Experimental & 

Analytical 

4.  
Vardhan & 

Dunn 
1997 1.494 400 – 1100 [19][29] Experimental & Model 

5.  Yang & Webb 1997 1.41, 1.56 400, 1400 
[2][19] 

[30]  
Model 

6.  
Dobson & 

Chato 
1998 

3.14, 4.6, 

7.04 
25 – 800  

[2][19] 

[31][32]  

Experimental 

Annual & Stratified-

Wavy Flows 

7.  Moser et. al. 1998 

3.14 

4.57 

7.04 

8 

300-650 

148-678 

151-665 

121-407 

[2][19] 

[31][33]  

Equivalent Re Model 

Annular Flow 

8.  Yu & Koyama 1998 8.78 100,200,300 [31][34] 
Model 

Gravity & Shear Flows 

9.  
Webb & 

Zhang 
1998 2.13, 3.25 200 – 1000 [2][35] Experimental 

10.  
Hurlburt & 

Newell 
1999 3 – 10 200 – 650 [19] 

Scaling Equations 

Annular Flow 

11.  Wang 1999 1.46 200 – 600 [19][10] 
Annular, Wavy and Slug 

Flows 

12.  
Garimella & 

Bandhauer 
2001 0.4 – 4.91 150 – 750 [2][19] 

Intermittent, Annular 

and Mist Flows 

13.  
Tabatabai & 

Faghri 
2001 

4.8 – 

15.88 
 [2][36] Flow Regime Studies 

14.  
Webb & 

Kemel 
2001 

0.44, 

0.611, 

1.33,1.564 

300 – 1000 [2] Experimental 
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No.  Correlation Year 

Hyd. Dia 

mm 

Mass Flux 

(kg/m3/s) Ref. Remarks 

15.  Cavallini 2002 8 100 – 750  [2][31] 

Annualar, Annular-

Stratified & Stratified-

Slug Flows 

16.  Wang et al. 2002 1.46 75 - 750 
[2][19] 

[10] 

Annular, Wavy & Slug 

Flows 

17.  El Hajal et. al. 2003 
3.14 – 

21.4 
16 – 1532 [2][37] Flow Regime Studies 

18.  Koyama et al. 2003 
0.8 - 

1.114 
100 - 700 

[2][19] 

[38][39]  
Experimental 

19.  Thome 2003 
3.14 – 

21.4 
24 – 1022  

[2][31] 

[40] 

Flow pattern based Heat 

Transfer Model 

Annular, Stratified-Wavy 

& Wavy Flows 

20.  Wilson et. al. 2003 
1.84, 4.4, 

6.37, 7.79 
75 – 400 [2][41] 

Experiments with 

progressively Flattened 

tubes 

21.  Wang et. al. 2004 0.577 100 – 1300 
[2][42] 

[43] 
Theoretical Model 

22.  Shin & Kim 2005 0.5 – 1 100 – 600 
[2][19] 

[44] 

Experiments with 

circular and square 

channels 

23.  Cavallini 2005 1.4 200 – 1000 

[2][19] 

[45][46] 

[47] 

Experimental with 

reduced pressures inside 

multi-port multi channel 

tubes 

24.  
Bandhauer et 

al. 
2006 

0.506 – 

1.524 
150 – 750 [19][48]  

Measurements and 

Model 

25.  Cavallini 2006 8 50 – 800  
[19][31] 

[49] 

ΔT-dependent & ΔT-

independent Flows 

26.  Mѐdѐric et al. 2006 0.56 3.4 – 13.85 [19][50] 

Experimental study 

Annular and Bubbly 

Flows 

27.  Cavallini 2008 0.96 
200, 400 & 

600 
[19][51] 

Experiments at medium 

and high pressures 

28.  Cavallini 2009 0.5 – 3.2 > 150 [19][52] 

Experiments at reduced 

pressure and a Model 

Annular, Annular-Mist 

& Mist Flows 

29.  
Matkovic et 

al. 
2009 0.96 100 – 1200 [19][53] Experimental study 

30.  Agarwal et al. 2010 
0.424 – 

0.839 
150 – 750 [19][54] 

Experimental and Model 

for non circular 

microchannels 

31.  Cascales et al. 2010 0.96 200 [19][13] Model 

32.  Bohdal et al. 2011 0.31 – 3.3 100 – 1300 [19][55] Experimental and Model 

33.  Park et al. 2011 1.45 50 – 260 [19][56] Experimental and Model 

34.  Del Col et al. 2011 1.23 200 – 800 [19][57] 

Experimental with 

square shape 

minichannel 
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No.  Correlation Year 

Hyd. Dia 

mm 

Mass Flux 

(kg/m3/s) Ref. Remarks 

35.  Jige et al. 2011 0.85 100 – 400 [19] 
Experimental with multi 

port tube and a Model 

36.  Derby et al. 2011 1 75 – 450 [19][58] 

Experimental study on 

square, triangular & 

semicircular 

multiple parallel 

minichannels 

37.  
Goss Jr & 

Passos 
2013 0.77 230 – 445 [19][59] 

Experimental Study at 

7.3 to 9.7 bar pressure 

and 17 to 53 kW/m2 

heat flux 

38.  Al-Hajri et al. 2013 0.7 50 – 500 [19][60] 
Experimental study in a 

single micro channel 

39.  Sakamapatan 2013 1.1 & 1.2 340 – 680 [19][61]  

Experimental study at 

15, 20 & 25 kW/m2 heat 

flux 

40.  Arslan 2014 7.52 20 – 175 [20] 
Experimental study at 

5.8 & 7 bar pressure 

41.  Meyer et al. 2014 8.38 100 – 400 [21] 

Experimental study at 

inclination angles from  

-90o to +90o 

42.  Ewim et al. 2015 8.67 300 – 400 [62] 

Experimental study with 

an enhanced tube of 60 

fins of 0.22 mm spiraled 

at an angle of 37o 

43.  Aroonrat 2016 8.1 300 – 500 [23] 

Experimental study with 

dimpled tube at 10, 15 

& 20 kW/m2 heat fluxes 

44.  Ewim et al. 2016 8.38 20 – 100 [22] 
Experimental study in a 

smooth horizontal tube 

45.  
Kaew-On et 

al. 
2016 3.51 350 – 900 [24] 

Experimental study with 

circular and flattened 

tubes at a pressure of 8 

to 12 bar for a heat flux 

of 10 to 50 kW/m2  

46.  Qingpu Li 2017 - 400 – 1100 [63] 

Experimental Study in 

smooth and micro fin 

tubes 

47.  Wang 2017 0.3016 60 – 250 [25] 

Experimental Study in 

oval micro channels. 

Film Wavy, Corner 

Wavy, Slug & Bubbly 

Flow 

TABLE 1 HEAT TRANSFER STUDIES FOR R134A CONDENSATION IN CHANNELS 

4. MODELS CONSIDERED 

The hydraulic diameter of the fins used in the aerospace CHEs is around 1mm. From the data 

available as of date the correlations of Koyama (0.8-1.114Dh), Cavalini (1.4Dh),  Bhanduer (0.506-

1.524Dh) and Wang (1.46Dh) which are from the experimental data of about 1mm hydraulic 
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diameter, along with the classical Akers [64] and Nusselt are taken to study and compare the effects 

of heat flux, mass flux and the quality of the refrigerant on the heat transfer coefficient during 

condensation refrigerant (R134a). For the purpose of comparison of the correlations approximately 

typical conditions have been used.  

Koyama et al. [38], [39] studied the R134a condensation local characteristics of pressure drop and 

heat transfer in aluminium tubes of about 1mm Dh. They have also developed a new correlation of 

HTC by modifying the effect of diameter in the correlation of Haraguchi et. al.  [27] which takes 

into account the convection forces, free convection and surface tension effects. Cavallini [45]–[47] 

studied the condensation under huge range of reduced pressures and proposed a correlation for the 

HTC. Bandhauer et al. [48] studied the R134a condensation in horizontal minichannels and 

proposed a correlation for the HTC. Wang et al. [10] studied R134a condensation and proposed an 

expression for HTC combining the annular and stratified flow regions. Akers [64] presented the 

model through their equivalent Reynolds number model. The model predicts HTC during ransition 

from gravity controlled region to forced convection condensation at higher mass fluxes. Nusselt 

presented the model to predict the heat transfer coefficient during the transition from gravity 

controlled laminar region at lower mass fluxes. 

5. PARAMETRIC STUDY 

The analysis has been done on available correlations to exercise the Parameters listed in the TABLE 2 on 

the heat transfer coefficient, the mass flux and the quality. The CHE understudy is constructed of Wavy 

and Lance-Offset fins. The hydraulic diameter is 1.345mm. 

No. Dimensions (mm) 

Mass Flow 

Rate (kg/s) Heat (kW) 

1.  150 X 75 

0.08 10 

2.  150 X 100 

3.  150 X 125 

4.  150 X 150 

5.  150 X 200 

TABLE 2 PARAMETRIC STUDY 

3.1. Effects of Saturation Temperature and mass flux 

  
FIGURE 1 : QUALITY VS. HEAT TRANSFER COEFFICIENT (MASS 

FLUX=140 KG/M2S,TS=20) 
FIGURE 2: QUALITY VS. HEAT TRANSFER COEFFICIENT (MASS 

FLUX=20 KG/M2S,TS=40) 
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All the correlations show similar trend in Figure 2, except the Akers, for the variation of h wrt x. At low 

quality, the correlations of Bhanduer & Cavalini & Wang give higher values of h, however from 0.6 of x 

onwards, all of them come to a close range except the correlation of Wang 

3.2. Effects of Saturation Temperature and Quality 

 
 

FIGURE 3: MASS FLUX VS. HEAT TRANSFER COEFFICIENT 

(QUALITY=0.5, TS= 20) 

FIGURE 4: MASS FLUX VS. HEAT TRANSFER COEFFICIENT 

(QUALITY=0.5, TS= 40) 

3.3. Effect of saturation temperature 

 
FIGURE 5: QUALITY VS. HEAT TRANSFER COEFFICIENT ( MASS FLUX=140 KG/M2S,TS=20) 

6. CONCLUSIONS 

In this paper different correlations to study the phase change heat transfer in CHE is presented. The 

comparison of various correlations in a parametric study are graphically shown to bring out the 

dissimilarities with respect to the assessment of the heat transfer coefficient vis-à-vis the heat flux, 

mass flux and the quality of the refrigerant. 

As the flow stratifies and filmwise Nusselt condensation dominates at low mass flux or low quality 

there is insensitivity to quality in correlations that are based on annular film forms. These 

correlations show significant dependence on quality and mass flow as the forced convection 

becomes dominant. 
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ABSTRACT: The present work has been carried out to investigate the fluid flow and heat transfer 

enhancement of mixed convection in a double lid driven porous enclosure filled with copper-water 

Nanofluid. The flow is influenced by two discrete heat sources along the bottom wall of the 

enclosure. The governing equations including the conservation of mass, conservation 

of linear momentum and conservation of energy are solved numerically using the finite difference 

method. The effects of governing non-dimensional parameters such as Richardson number 

(0.1≤Ri≤10), Darcy number (10
-2

≤Da≤10
-1

), Reynolds number (10≤Re≤1000) and nanoparticle 

volume fraction (0.0-0.1)  with fixed Prandtl number (Pr) = 6.2 are examined. It is found that the 

average heat transfer increases with increasing the nanoparticle volume fraction, whereas on 

decreasing the Darcy number the average heat transfer increases. 

 
Key Words: Fourth-Order Accurate Compact Scheme, Mixed Convection, Nanofluid, Porous Medium. 

1. INTRODUCTION: 

 Mixed convection in a double lid driven cavity has large scale applications such as cooling of 

electronic devices, nuclear reactors, coating, solidification, food processing and solar power. The 

main objective in the study of heat transfer is to empower the enhancement of the cooling 

performances in an enclosure. Nanoparticle suspended in a base fluid is more efficient to increase 

the thermal conductivity compared to low conductivity of conventional fluids like water, ethylene 

glycol etc. Due to the efficiency of high thermal conductivity, nanofluid has a great role as coolant 

in many heat transfer systems. 

To the best of authors knowledge, Choi [1] first introduced the “nanofluid” in the form of a mixture 

of nanoparticle and base fluid. Continuing from the last few years researchers have a keen interest 

to study the heat transfer by utilizing nanofluid. Various experimental as well as numerical studies 

have been carried out on the basis of thermal conductivity of nanofluid till date. Eastman et al. [2] 

in their experimental work pointed out that the effective thermal conductivity is increased up to 

40% as compared to pure ethylene glycol by using 0.3% volume fraction of copper nanoparticles of 

size ≤10 nm. Moumni et al. [3] examined the heat transfer characteristics for various nanofluids in a 

vertical lid driven enclosure in the discrete heat sources on the bottom wall. Studies are available in 

the literature on the subject of  mixed convection nanofluid flow in porous medium [4-6].  

The main motivation of the present work is due to the insufficient study related to the discrete  

heating in a double lid driven porous enclosure containing nanofluid. On the basis of the literature 

review and to the best of our knowledge, it appears that the present  work was not reported so far. 

 

2. MAIN BODY 

The schematic diagram of the physical configeration is represented in Fig. 1 is a two dimensional 

square enclosure of length L, filled with a Cu-water nanofluid saturated with a porous medium. 

Two discrete heat sources under uniform heating are placed on bottom wall of length L/4 while the 

remaining portion of the bottom wall are assumed to be thermally insulated. Both the vertical walls 

are maintened at constant cold temperature and the top wall is thermally insulated. The vertical 

walls are moving upward direction with uniform velocity.  
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(a)                                                     (b) 

FIGURE. 1. (a) Physical configuration of the problem and (b) grid structure. 

The governing equations describing the steady, incompressible viscous flows in a two-dimensional 

lid-driven square cavity filled with a Cu-water nanofluid and saturated with porous medium is in 

non-dimensional stream function (Ψ) - vorticity (ζ) formulation is as follows:  
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The relavent  non-dimensional boundary conditions along the cavity walls are as follows: 

U=V=0, 
  

  
 = 0,   at  Y=1, 0≤X≤1,    U=0, V=1, θ = 0,  at  X=0, 0<Y<1,    U=0, V=1, θ = 0, at  X=1, 0<Y<1,    

U=V=0, θ = θb.  at Y=0, 0≤X≤1             where  θb = {
                 *  

 

 
) ⋃    

 

 
       

  

  
                                    

                  (4) 

The local Nusselt number (  ) and the average Nusselt number (Num) along the heated surface are 

computated as:  NuX  =  
   

  
 (

  

  
) hot wall ,              

 =  
∫               

∫            

                                       (5)  

The overall surface average Nusselt number  (Num) = 
      

        
 

 
, where s1 and s2 represent the 

left and right hot section of the bottom wall. Now using a fourth-order accurate compact scheme as 

proposed in [7], we have discretized the governing equations on nonuniform grids. 

 

3. RESULTS 

The present code is validated against Ghasemi et al. [8]. Fig. 2 and Table 1 show a very good 

agreement between present work and Ghasemi et al. [8] for zero  Hartmann number. 
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(a)                                        (b)                                         (c)                                      (d) 

FIGURE 2. Comparision of Streamlines  (a,c) and Isotherms (b,d) for Ra=10
5
 and   = 0.03 on a 

grid size 41X41. Present work (a,b), Ghasemi et al. [8] (c,d). 

Fig. [3,4] represent the streamline 

and isotherm distribution for 

various volume fraction    , 

which show  that the fluid flow 

and the temperature distribution 

are symmetric about the vertical 

centreline. 

TABLE 1. Comparison of the average Nusselt number (Num)  and maximum  stream function (| |max) 

for Ra=10
5 on a grid size 61X61. 

 
FIGURE 3. Streamlines  (a, c, e) and Isotherms (b, d, f) for Re=100, Ri=1, Da=10

-1
 and   = 0.0 (a, 

b),   = 0.03 (c, d) and   = 0.1 (e,f). 

 

Solid volume                 Present work              Ghasemi et al. [8]                                                                                        

 fraction ( )                 Num        |   |max           Num          |   |max 

  = 0.0                     4.679       11.369              4.738         11.053 

  = 0.02                  4.756        11.585              4.820        11.313 

  = 0.04                  4.831        11.833              4.896        11.561 

  = 0.06                  4.9            12.072              4.968         11.801 
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FIGURE 4. Streamlines  (a, c, e) and Isotherms (b, d, f) for Re=100, Ri=1, Da=10
-2

 and   = 0.0 (a, b), 

   = 0.03 (c, d) and   = 0.1 (e, f). 
4.  CONCLUSIONS 

The fluid flow and thermal distribution are analysed using the streamlines and isotherms. 

The heat transfer characteristics are examined by the illustration of Nusselt number. The 

present study indicates that the Darcy number and the nanoparticle solid volume fraction 

have influential role on the flow phenomenon and the heat transfer  characteristics. 
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ABSTRACT 

This paper presents a numerical study of Hall current effect and variable viscosity in a convective 

heat transfer flow over a stretching sheet. A fifth-order Runge-Kutta-Fehlberg method with 

shooting technique was employed for solving governing non-linear boundary layer equations for 

two types of nanoparticles, namely copper (Cu) and alumina (Al2O3) in the base fluid (H2O). The 

effects of velocity, temperature, skin friction and Nusselt number are discussed and analysed through 

graphs. Comparison of numerical results is made with published literature under limiting cases. 

(Comparison table will be provided in the full length paper). 

Key Words: Heat Transfer, Stretching Sheet, Nanofluids, Hall Current, Variable Viscosity. 

1. INTRODUCTION 

Owing to enhanced thermal conductivity properties, the study of nanofluids (homogeneous mixture 

of nanoscale particles of 1-100 nm size), initiated by Choi [1], gained momentum in recent decades 

resulting in wider industrial and scientific applications. 

A numerical solution employing similarity transformation of a steady heat flow on a moving 

continuous flat surface was considered by Sakiadis [2]. Watanabe and Pop [3] examined the 

influence of Hall currents on MHD boundary layer flow over a moving flat plate in a viscous 

incompressible electrically conducting fluid. Makinde et al. [4] studied MHD flow of a variable 

viscosity nanofluid over a radially stretching convective surface with radiative heat. Sreedevi et al. 

[5] studied the combined influence of radiation absorption and Hall current effects on MHD double-

diffusive free convective flow over a stretching sheet. Tripathi et al. [6] studied Double diffusive 

flow of a hydromagnetic nanofluid in a rotating channel with Hall effect and viscous dissipation. 

(Complete introduction will be provided in the full length paper) 

The objective of this paper is to study the effects of Hall current and variable viscosity over a 

stretching sheet in Cu and Al₂O₃-water based nanofluids. The theoretical study in this paper is 

hoped to be a useful guide for experimentalist to study in free convective viscous flow filled with 

Cu and Al2O3 water based nanofluids to increase the rate of heat transfer. 

 

2. FORMULATION OF THE PROBLEM 

Consider steady free convective flow of nanofluid over a stretching sheet in a porous medium. A 

uniform magnetic field of strength B0 is applied normal to the sheet at Y axis and the sheet is 

stretched with a velocity proportional to the distance from a fixed origin O. Figure1 demonstrates 
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the problem under consideration and the coordinate system. The problem is modeled 

mathematically based on the following assumptions: 

 it is considered that the there is no applied voltage which implies that an electric field is 

absent. 

 taking Hall effects into account, the generalized Ohm’s law provided in the following form 
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  is defined as the Hall current parameter. Hall 

current gives rise to a force in the z-direction which in turn produces a cross-flow velocity 

in this direction and then the flow becomes three-dimensional. 

 the temperature is maintained at prescribed constant value Tw at the sheet and T is the 

fixed value far away from the sheet. 

 the fluid viscosity  is assumed to vary as a reciprocal of a linear function of temperature 

given by )]TT(1[
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> 0 represent for liquids, whereas for gases a < 0. 
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FIGURE 1. Formulation of the Problem 

Considering the above assumptions, the generalized Ohm’s law with Hall effect are governed by the 

following system of equations 
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where (u, v, w) are the velocity components along the (x, y, z) directions respectively. pC is the 

specific heat at constant pressure and Tm is the mean fluid temperature. The boundary conditions are 

  yatT  T 0,    w0,u ;0yatT = T 0, =  w= v bx,u w  (5) 

where b (> 0) being stretching rate of the sheet. The boundary conditions on velocity in Equation 

(5) are the no-slip condition at the surface y = 0, while the boundary conditions on velocity at y  

 follow from the fact that there is no flow far away from the stretching surface. 
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To examine the flow regime adjacent to the sheet, the following transformations are invoked 
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TT
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   (6) 

where f is a dimensionless stream function, η is the similarity space variable and  is the 

dimensionless temperature respectively. Clearly, the continuity Equation (1) is satisfied by u and v 

defined in Equation (5). Substituting Equation (6) the Equations (2) - (4) reduce to 
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Similarly, the transformed boundary conditions are given by 
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where a prime denotes the differentiation with respect to η only and the dimensionless parameters 

appearing in the Equations (7)-(10) are respectively defined as 
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  is defined as the heat source. Other 

variables in the present study are skin friction coefficient Cf and Nusselt number Nu which are 

defined as 
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3. NUMERICAL APPROACH 

The coupled ODEs (7)-(10) are solved and reduced into system of simultaneous equations. By using 

fifth-order Runge-Kutta-Fehlberg integration scheme with automatic grid generation, simultaneous 

equations convergence at a faster rate. The value of   greatly depends on the set of the physical  

parameters such as Hall current, magnetic parameter, strength of heat source and Prandtl number so 

that, no numerical oscillations would occur. During the computation, the shooting error was 

controlled by keeping at less than 10-6. (Complete approach will be provided in the full length 

paper) 

4. RESULTS AND DISCUSSIONS 
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Figure 2 explains that the axial velocity ƒ′(η) increases with increase in Hall parameter m. This is 

because as m increases, the Lorentz force opposes the fluid flow and leads to the degeneration of 

the fluid motion. Figure 3 displays that the cross flow velocity g(η) decelerates with rise in variable 

viscosity parameter θr. Figure 4 depicts that the temperature reduces with increase in . This may be 

attributed that an increase in  decreases the thickness of the thermal boundary layer. An increase 

the m enhances x in Al2O3-water and reduces in Cu-water and for higher m2.5, it is opposite. Nu 

enhances with increase in 0.1, in both types of nanofluids. (Total 12 graphs and complete 

discussion will be provided in the full length paper) 
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  5. CONCLUSIONS 

It is found that the Hall current (m) has a tendency to enhance the axial velocity and temperature but 

reduces the cross flow velocity g(η) over stretching sheet. It is noted that with increase in m, skin 

friction parameter τx reduces in Cu-water and enhances in Al₂O₃-water nanofluids. The axial and 

cross flow velocity increases with the increase in the viscosity parameter θr. g(η) decelerates the 

momentum boundary layer with increase in the viscosity. It is observed that with the increase in θr 

the temperature enhances in the boundary layer. The velocities enhance and temperature reduces in 

the boundary layer with increase in the nanoparticle concentration(). Nusselt number decreases in 

Cu-water and enhances in Al₂O₃-water by increasing the Hall current parameter. 

REFERENCES 

[1] S.U.S. Choi, Enhancing thermal conductivity of fluids with nanoparticles, in developments and 

applications of non-Newtonian flows, D.A. Siginer, H.P. Wang eds. New York: The American 

Society of Mechanical Engineers, FED–231/MD–66, 99-105, 1995. 

[2] B.C. Sakiadis, Boundary layer behaviour on continuous solid surfaces, The American Institute 

of Chemical Engineers Journal, 7(2), 221-225, 1961. 

[3] T. Watanabe, I. Pop, Hall effects on magneto-hydrodynamic boundary layer flow over a 

continuous moving flat plate, Acta Mechanica, 108, 35-47, 1995.  

[4]  O.D. Makinde, F. Mabood, W.A. Khan and M.S. Tshehla, MHD flow of a variable viscosity 

nanofluid over a radially stretching convective surface with radiative heat, Journal of 

Molecular Liquids, 219, 624-630, 2016. 

[5] G. Sreedevi, R.R. Rao, D.R.V. Prasada Rao and A.J. Chamkha, Combined influence of 

radiation absorption and Hall current effects on MHD double-diffusive free convective flow 

past a stretching sheet, Ain Shams Engineering Journal, 7, 383-397, 2016. 

[6] R. Tripathi, G.S. Seth and M.K. Mishra, Double diffusive flow of a hydromagnetic nanofluid 

in a rotating channel with Hall effect and viscous dissipation: active and passive control of 

nanoparticles, Advanced Powder Technology, 28(10), 2630-2641, 2017. 

  (Complete references will be provided in the full length paper). 

FIGURE 2. Variation of f′ with m FIGURE 3. Variation of g with θr FIGURE 4. Variation of θ with φ 
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ABSTRACT 

Pulse Detonation Engine (PDE) is the future of Propulsion system for air-vehicles. The Idea behind this paper is to reduce 

transition distance and time of deflagration to detonation using Shchelkin Spiral. For doing this numerical analysis we will 

use computational fluid dynamics solver to analyze flow characteristics of the detonation process. The Hydrogen- Oxygen 

and Kerosene – Oxygen mixture with rich mixtures will be analyzed for the simple tube configuration with Shchelkin 

Spiral with one end open and other end closed and compare it with simple tube with same length and tube diameter. At 

first the method used to start the detonation is by creating a region of pressure and temperature at inlet of the tube using 

the combustion process, and hence shock will be produced. The shock wave propagation will be channelized using 

blockages in the tube for obtaining higher Mach number, which will greatly contribute for obtaining higher Thrust. Fuel - 

Oxygen are injected at calculated mass flow rates and certain inlet velocity leading to produce high pressure and shock 

wave is induced which travels towards open end inside the tube.  

Key Words: Pulse Detonation Engine, Shchelkin spiral, Deflagration, Detonation, Combustion, Shock Wave. 

1. INTRODUCTION 

Pulse detonation engines are based on similar pattern as pulse-jet engines which genrates the thurst by combusting in 

pulses. Deflagration is process in which the fuel is combusted with heat generated with the reaction of oxidiser and fuel 

whereas as PDEs detonate in which the reaction is vigorous and much more rapid than simple deflagration.The current 

propuslive systems which are being used have some disadvantages which can be overcome by using PDE and this paper 

introduces these applications of PDE. PDE can be broadly divided into 3 different types namely, Pure PDE, Combined-

Cycle PDE and Hybrid PDE. Pure PDE engines depends on totaly on detonation. Combined-cycle PDE engines combine 

various other propulsive cycles along with detonation to generate thrust. Turbojet engines and turbofan engines are also 

used with attached PDEs and this combination is Hybrid PDE. Deflagrations are good means of combustion but less 

efficient then detonation as means of combustion of fuel and oxidizer. Detonation has an ability to conitnously combust 

once initiated without any external heat application and produces results of combustion process at mach greater than 

1.3.Comparing both the process, it has been found out that detonation process has more efficiency and produces high 

pressure values and velcities during combustion. PDE is initiated idea in recent research on propulsion systems in which 

we use continuous detonations to get thrust or power. Rather than using constant pressure process which are being used in 

many conventional engines, PDE uses a Constant volume cycle process to produce thrust and power which lead various 

advantages over other engines. In our PDE model combustion of fuel is carried as a shock wave or detonation wave and 

this wave travels through the length of the tube containing Shckelkin spirals along its length. The efficiency and 

performance calculations can be done using in Computational Fluid Dynamics (CFD) analysis as our PDE model is 

having simple geometry. Predefined size of geometry and obstacles is being used for processing of this CFD studies. In 

PDE Obstacles are having major in propagation of shock wave along tube length but from previous studies Shchelkin 

spiral shape gives more efficiency and performance as compared to other geometry obstacles used. 

 

2. MAIN BODY 

 

From previous studies and researches conducted it has been found out that the CFD analysis gives accurate and reliable 

results in pulse detonation engines. Air-Fuel mixture is stimulated from inlet at one end of the model and other end is kept 

open. From closed end air-fuel mixture is combusted and a shock wave is propagated resulting in detonation. Near to the 

closed end the shock is produced and travel towards the open end in a period of micro-seconds causing detonation and the 

process is repeated several multiple times in small intervals of time. Various studies of CHIPING LI and K. 

KAILASANATH “Detonation Transmission and Transition in Channels of Different Sizes” [1] and Another study by 

KAILASANATH and G. PATNAIK [2] performed various simulations on PDE to find performance, efficiency and other 

thurst parameters. 

 

2.1 ZND Theory 

 

ZND Theory of Zeldovich (1940), von Neumann (1942) and Doering (1943) for detonation proposed 1D detonation wave 

structure and hydrodynamic Euler equations along finite rate chemical reactions is solved by this model. The induction 

region and reaction region following the detonation shock wave is depicted in Figure 2.1, and these regions travel at 

detonation velocity at same instance. 
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Figure 2:  Schematic of detonation cells formed 

within a tube as the detonation wave travels down 

its length [4]. 

Figure 3: Complete illustration of formation of the 

diamond shapes [4]. 

 

 

 

 

 

 

 

 
 

Figure 1: Diagram illustrating the pressure, temperature and density profiles of a ZND theory model [4]. 
 
2.2 3-D Structure of Detonation Waves & Cell Dimensions  

 

The Wave Front due to detonation is actually a 3D rather than 2D in real. The Dynamic interaction of advancing wave 

horizontal reflected wave and Mach branches makes a variable structure causing various triple points to arise[3] [4]. 

Tracing the triple points form diamond shapes known as detonation cells, as shown in Figure 2.2. A detailed diamond 

formation is illustrated in Figure 2.3. As seen in Figure 2.2, λ is denoted as cell width or cell size. Using various values of 

λ for different air-fuel mixtures at stoichiometric condition from previous researches. As the equivalence ratio varies the 

cell size also changes for particular air-fuel combination and at an equivalence ratio ranging from 1 to 1.1 this size reduces 

to its minimum value and this size increases as there is decrease or increase of equivalence ratio forming a curve in U-

Shape. Theoretically it is seen that liquid fuels like kerosene and jet fuels have identical cell width as that of propane-air 

mixtures. 

2.3 Deflagration to Detonation Transition (DDT) 

With an effective tube size deflagration can be converted to detonation with increase in pressure and 

temperature. This transition can be fasten up by increased wall roughness  and turbulence. Practically this 

was verified by use of Shchelkin spiral as these spirals increases the wall friction and also flame front is 

accelerated due to hot spots formed in the flow. Streamlined flame front interact with obstacles forming hot 

burning gases cavities and compression waves which along with flame front merge with sh ock. The self-

sustaining CJ detonation is formed due coupling of flame front accelerated due to high pressure with shock . 

Experimentally successful movement of shock wave can be found out by means of cell dimensions of mixture used and 

diameter of tube can be estimated as greater than λ / π.  
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3. RESULTS 

3.1 Calculations 

From above formulae, graphs and figures we calculated the cell width of Hydrogen-air mixture as 10.9mm 

at stoichiometric conditions and for kerosene-air mixtures as 51.3mm and computing the minimum 

diameter of tube using λ / π we get minimum diameter for hydrogen-air mixture as 3.469mm and for kerosene-air 

mixture as 16.329mm. We have taken the blockage ratio to be 0.5. Doing various calculations we take main tube diameter 

to be 35mm and Shchelkin Spiral diameter comes to be 17.5mm and 45mm to be the pitch of the spiral and tube length is 

taken as 500mm. 

3.2 Results 

Post Simulation we have found values of pressure, temperature and velocity and to check the credibility of 

the values these results are compared with various visual results from previous researches or theoretically 

using flow properties across shockwaves.  

Meshing 

 

Figure 4: Simple Tube 

 

 

Figure 5: Shchelkin spiral Tube 

 

Mach Contours     
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After studying the above Mach number contours  we can deduce that Mach values obtained for Shchelkin 

spiral detonation tube is maximum and twice the values obtained for simple tube . 

 

Velocity Graphs 

 Figure 6: Velocity Graph for Simple Tube                             

Figure 7:Velocity Graph for Shchelkin spiral Tube  

The variation of velocity across the length of the tubes is shown in above graphs which tells us the 

formation of shockwaves and DDT transitions being carried out in PDE.  

4. CONCLUSIONS 

PDE works on a simple principle by detonating air-fuel mixture in combustion chamber of engine instead of deflagrating 

it. CFD Analysis have been done for a simple straight tube and Shchelkin spiral tube with 35 mm and 17.5 

mm main tube diameters respectively. Potential of using Shchelkin spiral is seen through obtained val ues 

of velocity and Mach number. Also it is seen to be effective in achieving detonation rapidly.  
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ABSTRACT 

A numerical study has been conducted for investgating the effect of natural convection on the 

charging process of a high temperature latent heat storage system. A finite element method based 

simulation has been performed with the help of simulation tool COMSOL Multiphysics 4.3a. The 

phase change material (PCM) chosen for the study is NaNO3 (melting temperature - 306 ⁰C), which 

is suitable for high temperature storage systems. Two dimensional simulations are performed for 

analyzing the effect of natural convection on the charging characteristics of the PCM and a 

comparison between concentric tube, eccentric tube and eccentric tube square shell configurations  

is made. It is observed that time required for melting the PCM is strongly dependent on the natural 

convection effect, which is found to improve by shifting the heat transfer fluid supply tubes of a 

multi tube square shell model, vertically downward. An improvement of charging time of 48 % is 

reported over the symmetric multi tube model.  

Key Words: Natural Convection; Phase Change Material; Effective Heat Capacity. 

1. INTRODUCTION 

Thermal energy storage is one of the most effective solutions to overcome the problem of 

intermittant nature of solar energy. The solar energy extracted during the peak intensity of sunlight 

can be stored and will be utilised during night and overcast conditions. Thermal energy can be 

stored by three means namely: sensible, latent and thermochemical storage. Latent heat storage 

systems utilize the phase change of a material to store the energy. Generally, PCM’s have a low 

thermal conductivity and therefore, to overcome the poor heat transfer rate during the phase change 

process in PCM, various heat transfer enhancement techniques have been explored. Although, 

significant amount of works has been carried out on heat transfer enhancement techniques like 

finned models (Rahimi et.al. [1]), adding high thermal conductivity metals to PCM (Cabeza et.al. 

[2]), multi-PCM (Yang et.al. [3]) and increasing number of tubes in multi tube LHSS (Niyas et.al. 

[4]), limited research works have been reported on focussing the effect of orientation of tubes on 

natural convection inside the PCM. In the present work, the effect of eccentricity in tube 

arrangement of multi tube systems on natural convection during the melting of PCM is studied and 

a multi tube heat exchanger design for latent heat storage is developed. More emphasis is laid on 

enhancement of heat transfer during melting. A 2-D simulation is performed to demonstrate the role 

of natural convection in the concentric tube, eccentric tube and eccentric tube square shell models. 

The results are later used to analyse the performance of a multi tube model. A new design with 

eccentricity in the bundle of tubes is proposed with improvements in natural convection for 

charging of Sodium Nitrate. 

2. NUMERICAL MODELLING 

A finite element method based simulation tool COMSOL Multiphysics 4.3a has been used to build 

the numerical model. The effective heat capacity method is used for incorporating the latent heat in 

the model. Time stepping is done by Euler Backward Difference formula and free tetrahedral mesh 

is used. A comparative analysis is done to study the effect of eccentricity on PCM melting in a tube-

in-tube, eccentric tube and eccentric tube square shell models. The model dimensions are described 

in Fig. 1. The ratio of PCM volume to the total system volume is maintained as 0.8 in all three 
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configurations. The heat transfer during phase change occurs mostly due to natural convection and 

is weekly dominated by conduction. 

2.1 Geometrical Configuration: 

The basic geometrical model is a tube in tube configuration with outer tube of diameter D = 50 mm. 

The other two models with their dimensions are also shown in Fig 1. Here di =18.92 mm, do = 22.23 

mm, D1 = 44.31 mm and e = 7.14 mm. The inner tube is of copper and the outer part is PCM. The 

natural convection is symmetric about vertical axes.  

Ddo

di

e eD1

 

Figure 1. Three different configurations, (a) Concentric tube model, (b) Eccentric tube model and (c) Square 

shell eccentric tube model employed in the analysis. 

Boundary Conditions: Tinitial = 559.15 K, Twall = 599.15 K (given at inner wall of the copper tube).  

Basic assumptions considered for numerical modelling are as follows:  

• PCM is considered to be Newtonian fluid in liquid phase. 

• Fluid flow in the PCM is incompressible and laminar. 

• Density variation during phase change is taken into account by using Boussinesq approximation 

2.2 Governing Equations: 

Continuity equation -     0V =                           (2.1) 

Momentum Equation  -    21
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Where  is the source term added to modify the momentum equation  in the mushy zone. Here 

mushA is the mushy zone constant and its value is set to 105.   is a small constant with value 0.001 

to avoid the division by 0 and   is the melt fraction varying from 0 to 1 within the melting range. 

The modelling is done with the help of effective heat capacity method, wherein, modified heat 

capacity ( ,p effC ) formula shown in Eq. 2.5 is considered for phase change. It is included in order to 

incorporate the effect of latent heat during a constant temperature process. 
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where psC and plC are the heat capacity values in the solid state and the liquid state. 

3. RESULTS AND DISCUSSIONS 

After carefully visualizing the melt fraction contours at different time intervals for the three 

different configurations shown in Fig. 2, it is seen that the melting takes place in a similar fashion 

for the eccentric tube cylindrical and square shell models, such that it is independent of the outer  

D 

(a) (b) (c) 

D 
do 

di 

e e 
D1 
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Table 1. Thermophysical  properties of PCM [5] 

Value20150 

Table 2. Model specifications 

Latent Heat (kJ/kg) 

Thermal Conductivity (W/m/K) 

Melting Point (ᵒC) 

Density (kg/m3) 

Specific Heat (kJ/kg/K) 

 

 

178 

0.5(Solid),0.514(Liquid)  

306 

2260(Solid),1908(Liquid) 

1.5(Solid),1.7(Liquid) 

Number of tubes   

Tube inner diameter(mm) 

Tube outer diameter(mm) 

PCM S.A./Total S.A. 

Square Container height(mm)  

 

16 

8.5 

12.7 

0.947 

198.7 

   

     

 

     

              

    t=10 min                t=20 min                   t=30 min                 t=40 min              t=60 min 

Figure 2: Comparison of melt fraction contours for three configurations after 10,20,30,40 and 60 min. 
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container shape. Initially, natural convection heat transfer emerging from tube surfaces can be seen 

in all three configurations. At t = 60 min, some solid PCM is left at the bottom part of the concentric 

tube model, where the melt fraction is approximately 0.8. Whereas, in both the inner eccentric tube 

models, there is no solid PCM left at the bottom portion at this time and PCM is found to be melted 

completely. This happens because both upper and bottom portions of the model are melted 

simultaneously due to eccentricity. The similar results are observed for a multi tube model.  

A 16 tube square shell model shown in Fig. 3 (a) is designed for a storage capacity of 10 MJ. The 

thermophysical properties of PCM and the model specifications for the 16 tube model are described 

in Tables 1 and 2. The eccentricity in tubes is decided by considering 16 equal domains in the multi 

tube model. Since the corner domains are surrounded by walls on two sides (which is at initial 

temperature of Tinitial = 559.15 K) , they have least probability for heat transfer. The effect of 

eccentricity of tube on melt fraction and heat transfer in a corner domain is shown in Fig. 3(b). The 

optimized value of eccentricity with e = 13.5 mm is chosen. The melting contours and variation in 

melt fraction with time for the symmetrical tube and eccentric tube square shell models are shown 

in Fig. 3(c) and Fig. 3(d). It can be observed that in the symmetric 16 tube model, the melting of 

PCM is very slow at the end (after approximately 80% of melting) due to conduction phenomenon 

alone. Whereas, in the eccentric 16 tube model, both conduction and natural convection occur 

simultaneously from the starting of charging and therefore, there is overall enhancement in heat 

transfer in the PCM domain which melts the PCM faster and the overall charging time for the PCM 

reduces. 

4. CONCLUSIONS 

A 2-D thermal model to observe the behavior of natural convection during melting is presented and 

a multi tube latent heat storage model is developed based on this study. The following conclusions 

are drawn from the present study: 

• Charging is slower in concentric tube model due to delay in heat transfer at the bottom part of 

the model because of conduction heat tranfer at the end, whereas simultaneous melting in 

bottom and top portions of eccentric tube models lead to enhanced heat transfer and faster 

melting.  

• Charging is natural convection dominated. Therefore, in order to reduce the melting time, 

natural convection has to be utilized completely. 

• The symmetric and eccentric 16  tube square shell models are melted completely in 126 min 

and 243 min, respectively with an overall reduction of 48% in charging time. 

The present study provides useful guidelines for the design and development of large scale latent 

heat stroage systems with enhanced heat transfer characteristics.  
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ABSTRACT 

In this paper, we have numerically simulated double diffusive mixed convection in a double lid-driven with partially 

heated square cavity. A portion of the two vertical walls are considered as hot zone while the rest portions of the 

vertical walls are considered to be adiabatic and impermeable. Both the top and bottom walls of the cavity are 

maintained at constant cold temperature and concentration. The bottom and top walls of the cavity can move in the 

same or opposite directions with speed ratio . The governing Navier-Stokes (N-S) equations in stream function-

vorticity form with energy and the concentration equations representing incompressible viscous flows are solved by 

adopting a compact scheme. The numerical results are reported for the effect of Richardson number ( Ri ), Lewis 

number ( Le ), walls speed ratio ( ), buoyancy ratio ( N ) and Grashof number ( Gr ). 

 

Key Words:  Double Diffusion, Mixed Convection, Heat and Mass Transfer, Wall Speed Ratios, Partial Heating. 

 

1. INTRODUCTION 
Over the last few decades, double diffusive mixed convection has been studied in rectangular cavity to observe mass 

transfer with heat transfer and fluid flow topology. Fluid flows generated by combining thermal and solutal buoyancy 

forces are known as double diffusive convection. It occurs in a very wide range of fields such as oceanography, 

astrophysics, geology, biology, and chemical processes, as well as in many engineering applications such as solar 

ponds, natural gas storage tanks, crystal manufacturing, electronic equipment cooling, solar energy collectors, and 

nuclear reactors, solar technologies, safety aspects of gas cooled reactors, crystal growth in liquids and food 

processing and metal solidification processes. Heat and fluid flows due to shear force is a fundamental problem in heat 

transfer and fluid mechanics. Nithyadevi and Yang [1] simulated double diffusive natural convection of water filled in 

a partially heated square enclosure with Soret and Dufour. They found that the increase in the thermal Rayleigh 

number leads to increase in heat and mass transfer rate irrespective of the thermal source section. Arbin et al. [2] 

studied the double diffusive natural convection in an open top square cavity, partially heated and salted from the side, 

via the heatline approach. They have concluded that the heat and mass transfer mechanisms are strongly influenced by 

the heater segment length. Higher values of Le  will decrease the heat transfer rates but will enhance the mass transfer 

rates for both flows (opposing and aiding) through the cavity. Very recently, the wall speed ratio in a both sided lid-

driven cavity, achieves the higher heat transfer rate [3]. To the best of our knowledge, double diffusive convection 

(ddc) with different wall speed ratios has not been studied so far. Our aim is to study numerically ddc depending on 

the different location of heat sources.  

 

2. MAIN BODY 
The physical domain under investigation, is a two-dimensional (2D) partially heated lid-driven square cavity. A 

portion of length   of both the vertical walls are thermally and solutally active, while remaining portions of vertical 

walls are taken to be adiabatic and impermeable as shown in Figure 1. The top and bottom walls of the cavity are 

maintained at constant cold temperature and low concentration. These walls of the cavity can slide in the same or 

opposite direction with various velocity ratio . The left and right walls are kept stationary. Two different cases are 

considered depending on the locations of heat and concentration sources as shown in Figure 1.  

 
 FIGURE 1: Physical configuration and coordinate system 
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The governing equations describing the incompressible viscous flows in a two-sided lid-driven cavity are in non-

dimensional streamfunction )( , vorticity )( , temperature and concentration as follows:  

2 2

2 2

2 2

2 2

2 2

2 2

2 2

2 2

(1)

Re Re Re (2)

Re Pr Re Pr 0 (3)

Re Pr Re Pr 0 (4)

x y

T C
u v Ri N

t x y x xx y

T T T T T
u v

t x yx y

C C C C C
Le Le

t x yx y

 


    

  
   

  

       
      

       

    
    

   

    
    

   

 

where ,u v  are the velocity components along &x y directions, Le
D

 
 
 

is the Lewis number, with D  being 

the solutal (concentration) diffusivity, 











LV
Re 0 is the Reynolds number, with  being the kinematic viscosity 

and 0V  being reference velocity , Pr is the Prandtl number, Gr is the Grashof number, Ri is the Richardson number 

defined as 









2Re

Gr
Ri , N being Buoyancy ratio number. 

The dimensionless boundary conditions are as follows: 

Case-1:  

1, 0u v   and 0, 0T C  for 1y   and 0 1x  , 

, 0u v  and 0, 0T C  for 0y   and 0 1x  ,
               

 

0u v   and 0
T C

x x

 
 

 
 for 0x   and 0 1y H   and 1T C  for 0x   and 1 1,H x  

      

0u v  and 1T C  for 1x   and 0 y H   and 0
T C

x x

 
 

 
 for 1x   and 1H y  .    

Case-2:  

1, 0u v   and 0, 0T C  for 1y   and 0 1x  , 

, 0u v  and 0, 0T C  for 0y   and 0 1,x 
             

0u v  and 1T C  for 0x   and 0 y H  , 0
T C

x x

 
 

 
 for 0x   and 1H y  ,  

0u v   and 0
T C

x x

 
 

 
 for 1x   and 0 1y H   , 1T C  for 1x   and 1 1H x   .   

 

                             -2.0                      -1.0                        -0.5                      0.5                      1.0                         2.0 

Jmai                    0.051                    0.061                     0.066                   0.077                  0.091                     0.16 

et al [5]                              

 

Present                0.052                   0.061                     0.066                   0.076                   0.089                     0.16 

study                              

 

TABLE 1: Comparison of maximum value of the streamfunction between the Jmai et al. [3] and present study for

100Ri  . 

 
3. RESULTS 

To validate the numerical accuracy of our inhouse computer code, we have computed the results of the problem 

described as Jmai  et. al. [3]. The comparison is made using the following dimensionless parameters Pr 6.2,

100,Ri 
410Ra  . The maximum values of the streamfunction are presented in Table 1. These results clearly 

show a good agreement between Jmai et al. [3] and our computed result. The working fluid is chosen with Prandtl 

number Pr =0.71 and is fixed throughout the study. In the present study, Grashof number is fixed at Gr =
410 .  We 
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have discretized the governing equations by adopting the compact scheme proposed in [4, 5]. The resultant algebraic 

equations are solved using BiCGStab solver. 

 In figure 2, we have computed the numerical result for case-1 at 0.1Ri   and 10  respectively. In the 

upper half, the shear force and the buoyancy force are in the same direction while in the lower half these two forces 

act in the same direction for 0   and act in the opposite direction for 0   .  

.  

 

 (a) (d)                                

(b) (e)     

(c) (f)  

 

 

                               

 It is seen that at 0.1Ri  for opposite motion of the bottom and top wall, a large clockwise circulating vortex 

occupying almost the whole part of the cavity is generated. The centre of the vortex is at the geometric centre of the 

cavity. As in the lid driven cavity the streamline are perturbed in the top left corner and bottom right corner of the 

cavity. As   is increasing, the size of the bottom right corner increases. For lid motion, in the same direction, it is 

seen that two counter rotating vortices are formed. The shape and size of the vortices are very sensitive to the change 

of the parameters Ri  and . It is also seen that the temperature and concentration contours are uniformly distributed 

throughout the cavity.  In figure 3 for case-2, we have considered the physical domain as the mirror image of case-1. 

It is seen that the flow features are not mirror image of case-1. In the upper half of the cavity, the shear force and the 

buoyancy force are acting on the opposite direction while in lower half of the cavity for 0   both the shear and 

the buoyancy forces are acting in same direction, while for 0  , they are in the opposite direction. In this case 

also flow patterns are sensitive to the variation of the parameters  and Ri . 

 FIGURE 2. Case-1: Streamline (a,d), temperature (b,e) and concentration (c,f) contours for 

different wall speed ratios with  𝐺𝑟 = 104, 𝐿𝑒 = 2, 𝑁 = 5 and for Ri=0.1 and 10.0. 
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(a) (d)  

(b) (e)  

(c) (f)  

 

 

 

 

4. CONCLUSIONS 
In this paper, we have carried out numerical simulation of double diffusive mixed convection in a double lid-driven 

with partially heated square cavity. The speed ratio λ influences significantly the fluid flow as well as the 

temperature distribution and also concentration distribution within the cavity. The results shows that Ri and λ play a 

significant role in the heat and mass transfer for both the cases. 
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FIGURE 3. Case-2: Streamline (a,d), temperature (b,e) and concentration (c,f) contours 

for different wall speed ratios with  𝐺𝑟 = 104, 𝐿𝑒 = 2, 𝑁 = 5 and for Ri=0.1 and 10.0. 
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ABSTRACT

In this paper, an analytical investigation on convection heat transfer for hydrodynamically and
thermally fully developed flow through a micro-annulus, is presented. The effect of velocity slip,
temperature jump at the wall and viscous dissipation are considered. The case of uniform heat flux
at the outer wall and adiabatic inner wall case is considered. Here, closed form expressions are
obtained for the non-dimensional temperature field and Nusselt number as a function of Knudsen
number and Brinkman number.

Key Words: Brinkman number, Knudsen number, Nusselt number, Temperature jump, Velocity slip.

1. INTRODUCTION

The recent technological advancements in microdevices that ensure the ease of everyday life
enhance the significance of heat transfer analysis in such microdevices. Micron size mechanical
devices are today encountered both commercial and scientific applications. Design and fabrication
has increased the need of accurately understanding the flow physics and heat transfer characteristics
in such microdevices. At the microscale, the ratio of surface area to volume is much larger as
compared to the macroscale. Microscale flows are usually characterized based on a non-
dimensional parameter, Knudsen number (Kn), defined as the ratio of mean free path (λ) to the
characteristic dimension (Dh) of the microdevice. Generally, the Knudsen number encountered in
classic microdevices is between 10-3 and 10-1, which is the range of slip flow regime. Various
studies have been carried out to model the fluid flow in microdevices and include effects such as:
rarefaction, viscous dissipation, axial conduction, roughness, and shear work at the wall. Avci and
Aydin [1] reported analytical solution for non-dimensional temperature distribution and Nusselt
number for a concentric annular duct with different thermal boundary conditions. In another study,
Avci and Aydin [2] analytically studied forced convection heat transfer in hydrodynamically and
thermally fully developed flow of viscous dissipating gas in an annular micro-duct between two
concentric micro-cylinders. The aim of the present study is to analytically investigate the convective
heat transfer in a micro-annulus in the fully developed region by employing uniform heat flux at the
outer wall and inner wall adiabatic. The combined effect of rarefaction and viscous dissipation on
the bulk temperature and Nusselt number are also studied. Closed form expressions for the non-
dimensional temperature distribution and Nusselt number are obtained.

2. THEORETICAL ANALYSIS

The fluid flow is assumed to be laminar, steady, Newtonian, incompressible, fully
developed both hydrodynamically and thermally. Thermophysical properties are assumed to be
constant. Axial conduction is assumed to be negligible both in the fluid and wall.
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FIGURE 1. Schematic of the flow domain

Governing equations and boundary conditions
Under the above assumptions the momentum and energy equations can be written as

1 1
 = const                                                               (1)

d du dp
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r dr dr dz
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The velocity slip and temperature jump boundary conditions at the wall are
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The non-dimensional parameters are:  ,   ,  , ,              (5)
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From Eqns. (1), (3) and (5) the velocity distribution is obtained as [2]:
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Here, Kn is Knudsen number and mr
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The second term in the right hand side of Eq. (2) is the viscous dissipation term. A constant heat

flux condition is applied at the wall, which states that                                                    (8)

o

w
r r

T
k q

r 






Where, qw is positive when its direction is to the fluid (heated case), otherwise it is negative. For the
uniform wall heat flux case, the first term in the left side of Eq. (2) is given by [1, 2]

                                                                       (9)w sdT dTT

z dz dz


 



Using Eqns. (5), (6), (8) and (9), Eq. (2) in non-dimensional form can be expressed as [1, 2]
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is the Brinkman number.
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The non-dimensional thermal boundary conditions are given by

( ) 0 at 1     ( )  = 1 at 1 and ( )  1 at     (11)
d d

i R ii R iii R r
dR dR

 
     

The solution of Eq. (10) by using the boundary conditions (Eq. 11), is obtained as:

     

      

2
2 2 2 2 2

22 2 2 2 4

2

3
2 1 2 ln 1 2 2 1

/ 2 4 4

+ 1 1 8 4ln 1 4 8 ln ln                                             (12)

s
m m m

w o

m m m

T T a R
R A r R A r R A r R

q r k B

Br
R R r R r r R R

B

   

  

  
                  

         

where,
  

   

2 2 2 2 4

2 2 2 2 2

2 8 1 1 4 32 ln
                                                     (13)

1 2 2 1 4 ln

m m

m m

B Br r r r Brr r
a

B A r r r r r r

    

     

       
  

      

The non-dimensional temperature distribution with temperature jump at the wall is given by
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The bulk mean temperature is defined as: =                                                                     (15)c
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The Nusselt number is defined as:
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3. RESULTS

Figure 2 describes the non-dimensional velocity profiles for different values of Knudsen number.
Figure 3 shows the variation of rm* with aspect ratio (r*) for different Kn. For r* < 0.5, rm* decreases
with Kn, which dictates that the maximum dimensionless velocity occurs near to the inner wall.
While for r*> 0.5, Kn has minimal effect on rm*, which shows that the point of the maximum
dimensional velocity remains almost the same. Figure 4 shows that an increase in Kn results in a
decrease in non-dimensional temperature profile. Figure 5 illustrates that Nu decreases with Kn due
to the temperature jump at the wall. Also, viscous dissipation increases the bulk fluid temperature
especially near the wall due to the highest shear rate in this region. Hence, it decreases the
temperature difference between the wall and the bulk fluid, which is the main driving mechanism
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for the heat transfer from wall to fluid. The influence of Br is more pronounced on Nu for lower
values of Kn as compared to the higher values of Kn.
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FIGURE 2. Dimensionless velocity profile at different
values of Kn
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FIGURE 4. Non-dimensional temperature distribution
at different values of Kn at r* = 0.4
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4. CONCLUSIONS

In the present study, closed form expressions are derived for the non-dimensional
temperature distribution and the Nusselt number as a function of various modeling parameters. The
limiting value of the Nusselt number is obtained by substituting Kn = 0 in the derived expression,
which is exactly same as the continuum value. The Nusselt number is found to decrease with Kn.
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ABSTRACT 

In modern cooling systems, the requirement of higher performance demands highest possible heat 

transfer rates, which can be achieved by controlled nucleate boiling. To simulate subcooled nucleate 

boiling for such boiling based cooling systems, semi-mechanistic wall boiling models that use 

empirical correlations of boiling are popular. Such models are simple to implement yet robust, 

provide reasonable accuracy in overall heat transfer prediction, moreover can be used for the 

geometrically complex cooling channel. However, the accuracy of those reduced order CFD model 

depends on the choice of empirical correlation derived from simple geometry.  Two of the most 

widely used correlations are due to Rohsenow and Chen. In the present work, these two correlations 

are adapted in 3D CFD environment, the results are presented and the pros and cons of each 

correlation are discussed. Chen correlation is found to be better suited for CFD adaptation for flow 

boiling. 

Key Words: Heat Transfer, Cooling System, Nucleate boiling, Chen, Rohsenow  

1. INTRODUCTION 

Cooling plays an important role in several engineering applications, commonly encountered in 

automotive industries, electronics industries, chemical & process industries, power industries etc. 

One of the ways to increase cooling rate is by employing sub-cooled nucleate boiling. It is known to 

the engine design community that coolant undergoes boiling in certain hot regions of IC Engine 

cooling jackets, which happen to be close to the cylinder, fire deck or the exhaust port. Nucleate 

boiling is desirable as it increases the heat transfer coefficient significantly, however, the vapour 

stratification and stagnation is highly undesirable as it reduces the area available for heat transfer. 

To allow controlled nucleate boiling, designers are using various tools for modelling and CFD is 

one of the most widely used tool. Semi mechanistic boiling models that use 1D empirical 

correlation are increasingly used to model boiling. These models adapt 1D correlation in 3D CFD 

environment. Bo [1] employed Rohsenow correlation [2] for flow boiling calculation. Srinivasan [3] 

used similar approach for boiling of water, but for evaporative heat transfer coefficient Chen 

correlation [4] was used. In our previous work [5 & 9], a modified Chen correlation was employed 

to model subcooled nucleate boiling. In the present work both the correlations are implemented in 

ANSYS Fluent and results are presented. 

The empirical correlations for boiling divide the total wall heat flux into two parts as follows.  

nuc.s.p.total qqq +=
                                                                (1) 

where, qs.p. is Single phase heat flux to liquid and qnuc. is the additional heat flux due to nucleate 

boiling.  

Different correlations propose different ways of modeling these two fluxes. ANSYS Fluent 
calculates heat transfer to the in the near wall cells based on the turbulent wall functions, so qs.p. is 
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readily available and hence directly used in the present work. Further discussion is limited to 
modeling of qnuc. 

Rohsenow [2] proposed a correlation for pool boiling situation, in which the nucleate boiling heat 

flux is modelled as follows. 

3
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                                (2) 

where, subscripts  sat.& v ,l  refer to liquid, vapor and saturation, μ is viscosity, L is Latent heat, g is 

gravitational acceleration, ρ is density,σ is Surface tension, pC is specific heat, supT = 

)TT( .satwall − is wall superheat, Pr is liquid Prandtl number and sfC & n are empirical constants that 

depend on the combination of wall and liquid materials and also on the surface properties like 

roughness. For the present study, values of sfC and n  are chosen as 0.007 and 1.0 in accordance 

with the experimental conditions from [6].  

Some researchers tune these consants to get better agreement with the experimental data, however, 

it makes the validity of model questionable especially for different operating conditions.  

Chen [4] proposed a correlation for flow boiling conditions, in which the nucleate boiling heat flux 

is modelled as follows.  

sup.nuc.nuc Thq =                                                                          (3) 

where, .nuch is the nucleate boiling heat transfer coefficient defined as follows.  
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where, 
wallP and 

.satP indicate saturation pressure corresponding to
wallT and 

.satT . S is the suppression 

factor ranging from 0 to 1, originally presented with a graph by Chen and later suggested with a best 
fit curve by Collier, J.G. [6] as follows.  

14.04- )10  (Re12.01

1
S

+
=                                                  (5) 

Inclusion of this factor to account for suppression of nucleate boiling due to increase in flow 

velocity makes Chen correlation more mechanistic than a mere curve fit to the experimental data.  

As evident from the formulation of this model, there are no empirical constants in this model that 

requires tuning.  

3. CFD IMPLEMENTATION 

To model subcooled nucleate boiling accurately, it is necessary to simulate two phase fluid flow, 

account for the heat transfer augmentation at the wall and model the mass transfer between the 

liquid and vapor phase. The present wall boiling model is developed using the mixture multiphase 

model [7] available with CFD solver ANSYS FLUENT. To model turbulence, RNG k-epsilon 

model was employed. Heat transfer augmentation during subcooled boiling is modelled using both 

Rohsenow [2] and Chen [4] correlation modified for 3-D CFD environment. In-built evaporation-
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condensation [7] mass transfer model is used to capture the phase change process. The details of 

numerical implementation can be found in [9].  

4. RESULTS AND DISCUSSION 

 

FIGURE 1. Computational domain to replicate Robinson’s experimental work [8] 

The experimental data from Robinson’s work [8] is used to validate the current approach for the 

variation of wall heat flux versus the changes of the wall temperature under different pressures, 

flow velocities and degree of inlet sub-cooling.  Typical anti-freeze coolant mixture, 50% aqueous 

ethylene glycol is used. Both surface finish and surface fluid combination are important parameter 

for boiling, so in the test case to replicate the boiling similar to engine jacket, cast from an 

aluminum alloy is used. In Figure 1 computational domain is shown, which is created to mimic the 

experimental set up. The main flow channel is horizontal, 241 mm long and has a rectangular cross 

section of 16x10 mm2. The heating surface is at the bottom of the flow channel, 10x50 mm2, and 

located 76 mm downstream from the entrance of the channel. Inlet velocity of 0.25 m/s is chosen 

for the validation study, in which operating pressure is varied from 1 bar to 3 bar and wall 

temperature is varied from 90C to 170C. Outlet boundary is set as pressure outlet with zero gauge 

pressure. All the walls are set as adiabatic expect for the heated wall, which has the specified 

temperature boundary condition.  

For ‘liquid phase’ temperature varying properties are taken from NIST data base and Robinson’s 

work [8]. For ‘vapor phase’ saturated steam properties (at corresponding pressure) are taken, 

considering the fact that the boiling point of water is lesser than both the antifreeze mixture and 

pure ethylene glycol, so the generated vapour for the mixture is water vapour only [8].  

 

FIGURE 2. Comparison of total heat flux predicted by the model against the experimental data for 

inlet velocity = 0.25 m/s, inlet temperature = 90 C, pressure = 1bar, 2 bar and 3 bar .Vertical dashed 

lines are indicating the saturating temperature for respective operating pressure 
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As shown in Fig. 2, Chen correlation provides accurate results over wider range of the wall 

superheat as compared to Rohsenow, which significantly over predicts the heat flux for high wall 

superheat. This behaviour can be attributed to the fact that the flow tends to suppress boiling, which 

is taken care of through a suppression factor in Chen correlation, however, not taken into account in 

Rohsenow correlation.  

At low wall superheat, both the models under predict the heat transfer rates, especially at low 

operating pressures, i.e. 1 and 2 bar conditions.  

For Rohsenow correlation, it is also worth noting that the heat transfer rate is extremely sensitive to 

the values of liquid viscosity, latent heat & sfC . This can also be deduced from the sensitivity 

analysis of equation (2), which suggests that for 1% variation in the value of liquid viscosity, latent 

heat value and sfC results in 4.1%, 2% and 3% variation of .nucq respectively. As compared to this, 

Chen correlation seems to be less sensitive to such properties because 1% change in any such 

properties does not result in a change of more than 1% in the .nucq  value.  

5. CONCLUSIONS 

1D empirical correlation due to Rohsenow and Chen are implemented in 3D CFD environment and 

the results are compared with the experiments. Chen correlation is found to provide reasonable 

accuracy over the wide range of wall superheat. With Rohsenow correlation, an over prediction of 

wall heat flux is observed at high wall superheat. Also, as compared to Chen correlation, Rohsenow 

correlation is found to be more sensitive to the material properties and model constants. 

REFERENCES 

[1] Bo, T., “CFD Homogeneous Mixing Flow Modelling to Simulate Subcooled Nucleate Boiling 

Flow”, SAE International 2004-01-1512, 2004. 

[2] Rohsenow, W.M.,“A Method of Correlating Heat Transfer Data for Surface Boiling of 

Liquid”, Trans. ASME, 74, 969, 1952. 

[3] Srinivasan, V., “Numerical simulation of flow boiling of binary mixtures using multi-fluid 

modeling approach”, Proceedings of IMECE 2011, ASME International Mechanical 

Engineering Congress and Exposition November 11-16, 2011. 

[4] Chen, J.C., “Correlation for boiling heat transfer to saturated fluids in convective flow”, Ind. & 

Eng. Chem. –Process Design and Development, Vol 5 no 3, 322-329, 1966. 

[5] Punekar H. & Das S. “Numerical Simulation of Subcooled Nucleate Boiling in Cooling Jacket 

of IC Engine”, Paper no. 2013-01-1651, SAE 2013 World Congress & Exhibition, April 16, 

2013, Detroit, Michigan, United States.  

[6] Jabardo, J. M. S., Silva, E. F., Barros, S. F. “Evaluation of the Rohsenow correlation through 

experimental pool boiling  of halocarbon refrigerants on  cylindrical surfaces, J.  Braz. Soc. 

Mech. Sci. & Eng., Vol.  XXVI, n-2, pp.218, 2004. 

[7] Theory Guide, ANSYS FLUENT 14.0 Documentation, 2011. 

[8] Robinson, K., Hawley, J.G. and N.A.F., “Experimental and modeling aspects of flow boiling 

heat transfer for application to internal combustion engines,” Proc. Instn Mech. Engrs Vol. 217 

Part D : Automobile Engineering, 2004. 

[9] Das S, Punekar H. On Development of a Semimechanistic Wall Boiling Model. ASME. J. Heat 

Transfer. 2016;138(6):061501-061501-10. 

Page 329 of 943



 

 

Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

GENESIS AND EVOLUTION OF PREMIXED FLAMES IN 

TURBULENCE 

Himanshu L. Dave, Abinesh M., Swetaprovo Chaudhuri 

Indian Institute of Science, CV Raman Road, Bangalore, schaudhuri@iisc.ac.in 

 

ABSTRACT 

Direct Numerical Simulation (DNS) of H2-air premixed flames is combined with a newly developed 

computational tool called the Backward Flame Particle Tracking (BFPT) algorithm. Flame particles 

are points that move with isoscalar surfaces in a premixed flame. The DNS-BFPT framework helps 

us to address: from where and how do the complex topology and physico-chemical state of a fully 

developed turbulent premixed flame generate and evolve in time. It is found that flame surfaces at 

time �� evolve from multiple leading regions from an earlier time	�� (�� < ��). Flow-flame properties 

like flow velocity, stretch-rate, and pair-dispersion statistics are also evaluated revealing important 

insights into the dynamics of turbulent premixed flames. 

Key Words: Turbulent premixed flames, Lagrangian tracking, flame particles, leading points. 

1. INTRODUCTION 

Investigating the multi-scale, nonlinear turbulence-flame interactions is essential for understanding 

many practically relevant and naturally occurring flows. A premixed flame, in particular, could be 

considered as an ensemble of propagating isoscalar surfaces, say isotherms, separating the unburnt 

reactants from products. Tracking points on such surfaces as they evolve provides us with the time 

history of specific portions and associated properties of the flame, which is crucial in understanding 

numerous phenomena like flame extinction. This methodology of tracking points on isoscalar 

surfaces is called the Flame Particle Tracking (FPT) algorithm [1]. It has been developed as a post-

processing computational tool based on the rigourous foundations developed by Pope [2]. This 

Lagrangian-type tracking of points on isoscalar surfaces offers a new paradigm of investigating 

turbulence-flame interactions. The equation governing the evolution of a flame particle position 

is	��� ��⁄ = �� = �� + ��
���. Here, �	is position vector, �	is local fluid velocity, �� 	is local flame 

displacement speed relative to	�, and �	is local normal to the isoscalar surface. The superscript � 

indicates that all the properties in the equation are Lagrangian in nature. They are obtained by 

interpolation from the corresponding Eulerian fields which in-turn are obtained from the DNS.   

When turbulence interacts with a premixed flame it wrinkles, stretches, and folds the flame at 

multitude of length- and time-scales. These interactions cause certain regions of the flame to 

annihilate. But, for burning reactants continuously the flame surfaces should generate as well. 

However, the locations that would generate new surface elements are not known a priori. The above 

mentioned FPT algorithm tracks the flame particles with time progressing from ��	to	��	(�� < ��). But, 

when a uniform distribution of flame particles is tracked using FPT, they cluster in the increasingly 

concave (w.r.t unburnt reactants) regions of the flame surface following which they annihilate. 

Therefore, to investigate where the new flame surface elements generate, flame particle must be 

tracked backward in time, i.e., from �� to	��. While backtracking, the governing transport equations 

are not solved again, but the saved Eulerian fields from the DNS are read backwards, like a movie 

played in reverse. This backward flame particle tracking (BFPT) algorithm was developed by 

modifying the back-tracking algorithm for fluid particles developed by Nahum & Seifert [3] to suit it 

for back-tracking flame particles. With the help of BFPT simulations, we addressed important specific 

questions concerning the dynamics of turbulent premixed flames. 
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2. COMPUTATIONAL DETAILS 

2.1 Direct Numerical Simulation (DNS) Databases 

Two cases: Case-1 and Case-2, were obtained by DNS of H2-air premixed flame at an equivalence 

ratio	� = 0.81 and pressure � = 1 atm. The DNS were performed using an open-source solver called 

the Pencil code. The code uses explicit, central finite difference scheme for spatial discretization and 

2N-RK3 scheme for temporal integration. The resultant Eulerian fields are 6th order accurate in space 

and 3rd order accurate in time. The DNS is performed in two steps. First, homogeneous isotropic 

turbulent flow field of unburnt reactants at temperature �� = 310 K is simulated in a cube with 

periodic boundary condition on all 6 faces. In the 2nd step, this turbulent flow field is issued with a 

mean velocity from the inlet YZ plane into a cuboid. The cuboid has periodic boundary condition 

along Y and Z directions and NSCBC [4] boundary condition along X direction. The traversing 

turbulent field then interacts with a premixed, planar laminar flame which is initialized at some 

distance downstream of the inlet YZ plane. The thermal thickness �� = 0.0361cm and laminar flame 

speed	�� = 184 cm/s. Following this interaction, a turbulent premixed flame is realized which is 

allowed to reach a statistically stationary state. Afterwards, the Eulerian fields from the DNS are 

saved onto a hard-disk at very fine time-intervals	Δ�. These Eulerian fields are then used in the BFPT 

simulation. Table 1 presents the DNS simulation parameters.  

Case �  �! "  "! #$%&' ��/Δ) *+ Δ�⁄  �/*+ ,′ ��⁄  

1 1.918 0.48 960 240 2.5 18 1/12 21 4.3 

2 1.2 0.40 384 128 1.5 14 1/5 17 4.4 

TABLE 1. Simulation parameters of the DNS cases: Case-1 and Case-2 

�  is the length (in cm) of the domain along X direction, �! = �. are lengths along lateral 

directions. " 	and	"! = ". are the corresponding grid points.	,/	is the rms of turbulent 

fluctuations. #$%&' ≥ 1.5 indicates that the spatial resolution of the turbulent flow field is 

sufficient. #$%& = 2 Δ)⁄ 	is the maximum resolvable wavenumber. ' is the Kolmogorov 

length scale. Δ) is the mesh spacing. ��/Δ) is a measure of the resolution of the flame. 

*+/Δ�	indicates that the Eulerian snapshots are saved at a factor less than the smallest time-

scales in the flow, the Kolmogorov time-scales *+. � is the BFPT simulation time. 

2.2 Backward Flame Particle Tracking (BFPT) Algorithm 

The BFPT algorithm is implemented in 2 stages: estimation and correlation. While 

numerically solving for the flame particle position, the discretized equation is implicit. 

This is demonstrated below by using a 1st order accurate discretization.  

��3�4 − ��3� − Δ�4
Δ�

= ��3� − Δ�4	 

Back-tracking progresses from � to � − Δ� to calculate	��3� − Δ�4; the quantities at � are 

known while at � − Δ� are unknown. In the estimation stage, this issue is circumvented by 

approximating ��3� − Δ�4 with ��3�4 as a first guess. The equation is then solved using the 

triangle–ray intersection algorithm as used in the FPT [1] for an estimate ��∗	of the flame 

particle position. ��∗	is then corrected in the correlation stage. In the correlation stage, the 

local neighbourhood in the vicinity of ��∗ is refined by defining lots of “dummy” flame 

particles, say	7�. Then, two arrays of velocities are defined for each neighbourhood. Array 
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8 contains the “available” velocities obtained by interpolating � onto the dummy points. 

Array 9 contains the “required” velocities given by	:� = 3��3�4 − 7�4 Δ�⁄ . Finally, we 

compute a correlation parameter	;� = <�. :� max@|<�|, |:�|CD⁄ ,	where	;� ∈ [−1, 1]. The 

“dummy” flame particle from the neighbourhood with ;� closest to 1 is	��3� − Δ�4. The 

actual implementation of BFPT algorithm is however 2nd order accurate in time.  

3. RESULTS 

BFPT simulation starts at �� with a uniform distribution of flame particles on an isotherm. It was 

performed for isotherms with isovalue �H = 350K, 500K, 800K, and 1100K for Case-1 and �H =
350K for Case-2. For each simulation 2000 flame particles were used. Simulation with 4000 flame 

particles show that the results are not sensitive to the number of flame particles. It is observed that 

the flame particles, at the end of BFPT (time	��), form multiple clusters in the predominantly 

positively curved (convex w.r.t unburnt reactants) leading regions of the corresponding isotherms. 

Therefore, it can be said that the new surface elements of a fully developed turbulent flame originate 

from such leading clusters. This observation is in partial consonance with Zeldovich’s conjecture of 

a singular leading point [5]. Figure 1 shows how the flame particle clusters at time �� expand to span 

the complete isotherms at time	�� through some intermediate time	�I 	J�� < �I < ��K for Case-1. Thus, 

the DNS-BFPT framework facilitates identifying the source locations of a flame surface.  

 

FIGURE 1. Snapshots of isotherms with flame particles (black dots) at �� , �I ,	and ��	for Case-1. 

Figure 2 shows the probability density functions (PDFs) of important flow-flame properties evaluated 

at the leading surface, �H = 350K isotherm, and the corresponding flame particles at time 

instants	��,	�I, and �� for Case-1. It is observed that the flame particles at time �� occupy leading 

regions (most advanced into the unburnt reactants) which are predominantly positively curved. )H is 

the X-component of the most-leading point on the surface. These leading flame particles also have 

low	��. It is because of this remarkable similarity between these flame particles and the leading points 

defined elsewhere in the literature [5] we call these flame particles as the leading points.  Figure 2 

also shows the PDFs of the quantities which govern the rate at which the area of flame surface 

elements change. At �� ,	the PDFs of the leading points approximate the PDFs of the leading surface.  

Finally, the separation distances of pairs of leading points Δ� in the range 50' − �H were tracked in 

time. Figure 3 shows the dispersion statistics for Case-1. �H is the large length scale in turbulence. 

They are found to exhibit a modified Batchelor dispersion law	〈MΔ� − ΔH�M
D
〉 = 11 3⁄ OP3ΔH�QR4D S⁄ �D. 

Here,	ΔH� is the initial separation,	OP is constant for pairs on an isotherm, but varies with	�H. A pair 

dispersion study for flame particle pairs tracked in forward time using FPT [6] exhibited a similar 

dispersion law given by	〈MΔ� − ΔH�M
D
〉 = 11 3⁄ OT3ΔH�QR4D S⁄ �D. The constant, however, was given 

by	OT. The ratio of time-scales *P and *T for particle pairs to grow from 50' to �H during generation 
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and to shrink from �H to 50' during annihilation respectively, is given by	*P *T⁄ ∼ VW�X
Y Z⁄

. VW�X is 

the large scale Reynolds number. This scaling relationship tells that statistically a flame surface 

should take more time to generate than to annihilate. This has implications on the oscillations of the 

turbulent flame speed	�R, which is a global quantity of central importance. 

 

FIGURE 2. PDFs of flow-flame properties on leading surface and leading points at �� , �I ,	and ��. 

 

FIGURE 3. Pair-dispersion statistics of flame particles during a) generation, b) annihilation. The 

green solid line shows exact �D behaviour. 

CONCLUSIONS 

The DNS-BFPT computational framework has enabled identification of source locations of a fully 

developed turbulent premixed flame. The BFPT algorithm has two stages: estimation and correlation. 

The PDFs of the leading points indicate that the source locations have low fluid speeds and are most 

advanced into the unburnt reactants. The distance between pairs of leading points scales with �D and 

was used to identify that a flame surface takes more time to generate than to annihilate. 
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ABSTRACT 

The naturally circulating thermosyphon circuit finds widespread utility in many industrial 

applications such as in boilers of power generating plants, solar collectors etc. The present paper 

analyses the variation of mass flux rate and exit steam quality through a typical riser downcomer 

circuit systematically by varying the diameter and length of the riser tube, and the applied heat-flux. 

For this work, a novel model has been developed introducing an arbitrarily chosen slip to the usual 

homogeneous flow model. The model takes care of appropriate friction factor multiplier of two-

phase flow and a nonlinear equation for mass flux through the riser tube. The developed model is 

validated with the existing experimental result. The mass flux through riser downcomer circuit is 

evaluated by solving the developed nonlinear algebraic equation using MATLAB.  

Key Words: Riser Downcomer circuit, Natural Circulation, Mass flow rate, Dryness fraction  

1. INTRODUCTION 

Naturally circulated thermosyphon system is used in boiler of conventional steam power plant and 

solar water heater etc. In naturally circulating riser-downcomer circuit, the fluid flows on the 

principle of thermosyphon without any external aid. Density difference of flowing fluid creates the 

driving pressure head for establishment of flow. Literature survey shows some research findings on 

thermosyphon devices both from numerical and experimental studies, which mainly focuses on the 

mass flow rate or mass flux. But these studies do not address the detailed thermal modeling of the 

riser-downcomer circuit for mass flux calculation on the basis of geometrical and thermo-physical 

parameters. In present work, an attempt has been made on thermal modeling of a boiler riser-

downcomer circuit with subcooled or saturated liquid at entry to the riser tube. The case of two-

phase flow is analyzed with the help of proper two phase multiplier for frictional pressure drop. In 

addition, appropriate slip ratio between liquid and vapor has been considered. 

2. MAIN BODY 

A simplified form of the riser downcomer circuit of the actual boiler of steam power plant is 

considered and shown schematically in Figure 1(a) and 1(b) . 

 
(a) 

 
(b) 

FIGURE 1: Schematic of riser downcomer circuit with (a) saturated liquid (b) subcooled liquid. 
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For this present work it is considered that, both the riser and downcomer tubes are of same length 

with constant cross sectional area and nr number of riser tubes and nw number of downcomer tubes 

have been taken. By heating, the liquid is transformed to vapor through evaporative phase change, 

and their mixture is moving upward in the riser tube. For subcooled downcomer liquid flow case 

(Figure 1 (b)), the water incoming into riser tube, first gains heat and becomes saturated (at point 

P3) then phase change starts. But for saturated downcomer liquid flow case (Figure 1 (a)), the 

saturated water directly enters into the riser tube and phase change occurs starting from the 

entrance. For this present study a model has been developed following homogeneous slip flow 

assumption. The model takes care of appropriate two-phase flow friction factor multiplier and a 

nonlinear equation for mass flux through the riser tube. Integrating the momentum equation over 

riser downcomer circuit, we obtain (through rigorous algebra) the basic mass flux rate equation for 

homogeneous flow with slip approach as,  
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And the values of the coefficients of the above equation for different cases are expressed below, 
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Equation for exit steam quality for  saturated case is (derived from energy  equation) expressed 

as,
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e
hGd

L
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       (2),   And for subcooled case is expressed as,
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4                (3)  

The mass flow through riser downcomer circuit and exit steam quality is evaluated by solving the 

nonlinear algebraic equation 1 and equation 2 respectively, using MATLAB. 
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3. RESULTS 

For validation purpose, present model is tested against the experimental results of thermosyphon 

reboiler reported by Ali and Alam [7] as shown in Figure 2.  

The experiment was carried out by a single tube natural  

circulation loop for water. The experimental scattered data  

are shown along with the predictions by the present model 

that falls within the experimental data range. The variation 

observed may be due to mismatch of subcooling temperature 

data between the experiment and numerical studies. The 

predicted curve by the present model, in general, is consistent 

with experimental results.  

For the analysis of present naturally circulating 

thermosyphon model, the operating pressure is taken  

20 bar and water as working fluid. For this case study, diameter ratio (1.4), number of riser tubes 

(200) and number of downcomer tubes (20) are considered as fixed parameters. The main objective 

of all these parametric studies is to find out the trend of variation of mass flux rate and exit steam 

quality against the pertinent parameters. Various degree of subcooling is taken in the analysis to 

investigate its effect on the mass flux rate and exit steam quality variations. 

The mass flux rate increases nonlinearly with the riser diameter (Figure 3 (a)) without showing any 

peak point due to progressively reduced frictional resistance for saturated and lower degree of 

subcooled cases. But mass flux initially increases and later decreases following a peak point value 

for higher degree of subcooled case due to initial buoyancy and later friction effect domination.  
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FIGURE 3. Mass flow rate vs. (a) riser diameter (b) riser length (c) applied heat flux 
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FIGURE 4. Exit steam quality vs. (a) riser diameter (b) riser length (c) applied heat flux  
 

Mass flux initially increases and later decreases following a peak point value with both the riser 

length (Figure 3(b)) and applied heat flux (Figure 3(c)) due to initial buoyancy domination and later 

friction domination. Exit steam quality decreasing nonlinearly with increasing riser diameter 

(Figure 4 (a)) because of increased mass flow rate that does not allow the water to be heated 

sufficiently to convert into steam. Exit steam quality increases nonlinearly with riser length (Figure 
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FIGURE 2. Mass flow rate vs. heat flux 
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4 (b)) and heat flux (Figure 4 (c)). For higher degree of subcooling, lower quality is visible for all 

the cases. 

4. CONCLUSIONS 

The present work addresses mainly the numerical investigation of mass flux rate (along with exit 

steam quality) of two-phase mixture flow inside the riser tube. Form the detailed parametric study, 

it is found that the mass flux rate shows a peak-forming variation with riser diameter for higher 

degree of subcooling and wider variation for saturated and lower degree of subcooling. Mass flux 

rate shows initially increasing and later decreasing variation followed by a peak point with riser 

length and applied heat flux at furnace. At lower riser diameter, mass flux rate variation shows 

lower dependency on subcooling, but at higher diameter subcooling effect is prominent. On the 

other hand, at lower riser length and with applied heat-flux, mass-flux rate variation shows higher 

dependency on subcooling. But, at higher riser length and with applied heat-flux, the subcooling 

effect is reduced which is opposite trend of the diameter variation case. Exit steam quality decreases 

nonlinearly with the riser diameter and increases nonlinearly with varying slope with the riser 

length and applied heat flux. With increasing degree of subcooling, the exit steam quality decreases. 
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NOMENCLATURE 

 
pfC  Specific heat of water 

fgh  Latent heat  fg hh   q  Heat flux 
ex  Exit steam quality 

rd  Diameter of the riser tube L  Length of riser/downcomer tube 
satT  Saturation 

Temperature of water 
Greek 

Letter 
 

wd  Diameter of the  

downcomer tube 
m  Mass Flow rate 

aT  Atmospheric 

Temperature 
f g  Viscosity of water, 

Viscosity of steam 
f  Diameter ratio  wr dd  

1n  Number of riser tubes 
fv  Specific volume of 

water 
f , g  Density of water, 

Density of steam 
g  Gravitational acceleration 

2n  Number of downcomer tubes 
gv  Specific volume of 

steam 

  Heat flux 

G  Mass flux  rate inside riser  n  
Tube ratio  12 nn  fgv  fg vv     
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ABSTRACT 

Lattice Boltzmann method is used to simulate natural convection in blood flow through stenotic 

artery. The problem of natural convection in stenotic artery is considered and the influence of 

elevated temperature and material properties is studied on the flow properties. A porous like square 

stenotic medium in a human artery with fluid (blood) at the left wall of the geometry and the north 

wall kept to a normalized temperature of 1.0 is considered. The flow properties like velocity 

profiles, streamlines, temperature profiles and the rate of heat transfer are then studied with respect 

to the material properties like porosity and permeability and flow parameters like Rayleigh number 

and power law index. 

Key Words: Lattice Boltzmann method, porous media, non-Newtonian, blood flow, natural 

convection, Carreau-Yasuda model. 

1. INTRODUCTION 

Numerical simulation has a potential ability to assist developments in medical research by 

providing a reliable alternative for decision making by not only providing a low cost decision 

making tool but by helping to plan for a medical procedure for future advances. This paper 

considers a porous like square stenotic medium in a human artery with fluid (blood) at the left wall 

of the geometry and the north wall kept to a normalized temperature of 1.0. The flow properties like 

velocity profiles, streamlines, temperature profiles and the rate of heat transfer are then studied with 

respect to the material properties and flow parameters like Rayleigh number and power law index. 

Porosity is varied from 0.1 to 0.7 whereas Darcy number is fixed at 10-3. The power law index is 

varied from 0.5 to 1 to consider shear-thinning behaviour of blood and the Pr is taken as 4, while Ra 

is varied from 103 to 105. The aim is to understand the localized behaviour of blood in the parts 

affected in the blood vessels so as to plan a general or an individual based treatment procedure. In 

case of a stenosis, the path of the blood flow is abnormally blocked by accumulation of substances 

that grows on the walls of the artery. Elevated temperatures can be used to influence convection in 

these porous like substance so that the accumulated particles are forced to flow along with the 

blood. This can be achieved by subjecting the affected part to a temperature difference or treatments 

like hydrotherapy. A temperature difference will influence a buoyancy effect resulting in a natural 

convection phenomenon within the porous media. Elevated temperatures are also considered to be 

an effective way of managing pain and recovery process enhancing tool. That is because heat 

promotes a faster recovery by increasing blood flow to the pain affected area and increasing natural 

metabolic rate. 

2. NUMERICAL METHOD AND IMPLEMENTATION 

2.1. GOVERNING EQUATIONS 

The mathematical model for natural convection in porous media can be expressed by the continuity 

equation, the Brinkman–Forchheimer equation, and the energy equation [1-4].  The fluid is modeled 

by a single-particle distribution function ),( txf i  
governed by a lattice Boltzmann equation [5-7] 
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Second order bounce back rule for non-equilibrium distribution function is used to determine 

velocity on the four walls. For energy distribution function, second order extrapolation rule is used 

on the right wall and the energy distribution function at all other walls were determined the 

boundary conditions for all other walls were defined as [8]. Carreau-Yasuda model is used to 

represent non-Newtonian fluids given by [9] 
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3. RESULTS 

For non-Newtonian fluids, Darcy’s law for fluid flowing through a porous media is given by [10]. 

Thus, validity of the numerical procedure for non-Newtonian numerical simulation can be 

established by verifying that the plot of q and )( pgradp = is linear with slope
n

1  as given in 

Table1.

 
(a) 

 
       (b) 

 
 (c) 

FIGURE 1. u-velocity profiles for 4.0=eps
 
at  various values of n  (a) 

310=Ra  (b) 
410=Ra  (c) 

510=Ra . 
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    (a)      (b) 

     
  (c) 

FIGURE 2. Streamline plots for 5.0=a  and 4.0=eps  (a) 310=Ra  (b) 410=Ra  (c) 510=Ra  

 

The values of parameter 0 for values 0.5, 0.75 and 1 of n  were identified as 0.1, 0.06 and 0.02, 

respectively, while  was fixed at 0.001. Parameters a and b  were taken as 2 and 0.64, 

respectively. Boundary conditions based on non-equilibrium parts were implemented on velocity 

distribution function, while the unknown energy distribution functions were determined as [8]. 

The temperature difference between top wall and the fluid induces fluid flow inside the geometry 

which results in heat transfer. Various flow properties are recorded to quantify the influence of 

natural convection on these parameters. The u-velocity profiles in Fig 1 presents the variation in u-

velocities with respect to n  for fixed values of  and Ra at the center half of the cavity. The profiles 

show a sinusoidal behavior with the highest velocity magnitude at geometric center of the cavity. 

The u-velocities were observed to increase in magnitude with n , although the basic trend remains 

the same. Influence of   and Ra is also observed on velocity profiles as   is increased from 0.4 to 

0.7 and Ra form 103 to 105, with a similar behavior as in Fig 1. These results indicate that an 

induced flow can help in transporting the saturated particles within the stenosis to move out from 

the infected part. Plots in Fig 2 show the influence of these various flow parameters on streamlines. 

Streamlines are symmetric as required for natural convection in a differentially heated geometry. At 

higher Ra values, flow strength is stronger as compared to lower values. Also, as n  increases from 
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0.5 to 1, circulation is observed to shift towards the left wall of the cavity. Formation of vortices can 

be observed for lower values of Ra implicating the flow circulation due to dominance of conduction 

over conduction. As the influence of convection start dominating, flow field expands to major part 

of the geometry. For lower values of Ra, vortices on the left of the geometry tend to occupy bigger 

space. However, these vortices shift towards left and disappear as flow is influenced by buoyancy 

effect for higher values of Ra. As n  increases from 0.5 to 1, flow field due to convection increases 

which is relevant form expansion of flow field from right to left.  

n  

4.0=  7.0=  

Ra Ra 

103 104 105 103 104 105 

0.5 1.3154 1.3169 1.3357 1.3179 1.3205 1.3391 

0.75 1.3104 1.3157 1.3274 1.3132 1.3168 1.3299 

1 1.3029 1.3140 1.3261 1.3039 1.3144 1.3264 

TABLE 1. Nu at hot wall for various values of n ,   and Ra 

4. CONCLUSIONS 

The rate of heat transfer increases with an increase in porosity and decreases with an increase 

power law index. The process of increasing rate of heat transfer can be used in pain relief by 

influencing blood flow in any injured part of the body. At higher Ra values, flow strength is 

stronger as compared to lower values. 
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ABSTRACT 

Generalized Onsager’s equation system is considered as an mathematical model of heat and mass 

transfer in microgravity conditions assuming that the forced convection is absent in the system and 

the free convection is quite small. Onsager’s equation system is transformed into system of heat 

conduction equations, which can be solved by any relevant numerical method. It is shown that the 

generalized Onsager’s equation system can be transformed by similar way. 

Key Words: Onsager’s Equation System, Microgravity, Boundary Element Method. 

1. INTRODUCTION 

Constantly growing interest to space exploration and fast development of space technologies during 

last two decades require a development of mathematical models and calculation methods for 

quantitative analysis of physical and chemical processes in space, in particular, in microgravity 

conditions. The main difference between heat and mass transfer in microgravity condition and in 

terrestrial condition is, of course, absence of natural convection. Beside of that, the process is 

mainly determined by heat conduction phenomena, but influence of several other effects can be 

sufficient too. However to consider the process, beside the mentioned heat conduction, effects of 

diffusion, thermodiffusion and coupled diffusion (for multicomponent systems) must be taken into 

account too. From the mathematical point of view the problem is Onsager’s equation system for 

temperature and concentrations in domain with possibly moving boundary by result of phase 

transition. Methods of analytical and numerical solution of Onsager’s equation system and 

generalized Onsager’s equation system are developed in the present work. It is proposed to use 

preliminary transformation of Onsager’s equation system to heat conduction equation system. The 

last system can be solved by any relevant numerical method usually using for solution of heat 

conduction equation. The similar algorithm is developed for generalized Onsager’s equation 

system. Computational potential theory is better for numerical calculation of the considered class of 

boundary-value problems, than finite difference or finite element method, because the problem is 

linear, it is formulated in domain of complex shape and there are possible moving boundaries. 

2. MAIN BODY 

Governing equations  

Let us consider an Onsager’s equation system 

,jij
i u

u








                                                                (1) 
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where iu  are unknown fields, which must be determined,   is time, matrix ij  is called Onsager’s 

matrix. Repeating indexes in the right hand side of equation system (1) indicate that a sum of 

correspondent terms is assumed. An Onsager’s rule takes place 

,jiij                                                                        (2) 

thus the Onsager’s matrix is symmetrical. From the physical meaning of Onsager’s coefficients it is 

evident that 

., jiijii                                                           (3) 

Last inequality (3) leads to all above-mentioned difficulties in numerical solution of Onsager’s 

equation system. Boundary and initial conditions for the system (1) are prescribed by conventional 

way, as conditions of first, second or third kind well-known in heat and mass transfer theory. To 

finish the formulation of the problem it is necessary to note that all coefficients in the equations are 

assumed constant. 

Transformation of Onsager’s equation system 

The main idea of Onsager’s equation system transformation is replacement of every equation by 

linear combination of all equations so, that the same heat conduction operator acts on every 

unknown variable in every obtained equation. Thermal diffusivities in the obtained operators are 

correspondent eigenvalues of Onsager’s matrix, what is evident from following relation 

,......
1

1

mN

iNmi

mk

ikmi

m

imi












                                        (4) 

because the relation (4) coincides with definition of eigenvalue. It is easy to see that mi  are 

components of eigenvector of Onsager’s matrix correspondent to eigenvalue m . Thus new vector 

of unknown variables w  can be introduce by following way 

,kiki uw                                                                      (5) 

and therefore the system (1) can be replaced by the following system 

.ii
i wa

w







                                                              (6) 

There isn’t summation in the right hand side of (6). Boundary and initial conditions are transformed 

by similar way. 

Generalized Onsager’s equation system 

There may be sorption, chemical reactions, radioactive decay and other similar phenomena. They 

lead to generalized Onsager’s equation system 

,)( jijjiji
i uuuV

u







 
                                            (7) 
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where   is Hamilton’s operator, V


 is fluid velocity vector. 

To build a transformation of generalized Onsager’s equation system like described above, let us 

consider an intermediate system 

,iijij
i uu

uD






                                                      (8) 

where i  are some real constants and there is not summation in the last term in (8). Well-known 

substitution 

,*  ieuu ii                                                                      (9) 

transforms the system (8) into new system 

,**
*

jij
i u

uD






                                                            (10) 

where 

.
)(* 

 ijeijij


                                                      (11) 

The system (10) formally coincides with Onsager’s equation system (1), except properties of matrix 
* . However it is shown that their eigenvalues coincide. Then the transformation like (5), (6) can 

be proposed for the generalized Onsager’s equation system 

,jiji uv                                                                 (12) 

where ij  is matrix formed from eigenvectors of matrix  . It transforms the initial system (7) into 

system like (8) 

,iijij
i vbv

vD






                                                  (13) 

where ib  are eigenvalues of matrix   and 

.                                                                  (14) 

After substitution 
ib

ii evv *  the system (13) is reduced to the system like Onsager’s equation 

system 

,**
*

jij
i v

vD






                                                      (15) 
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and the following transformation into system of heat conduction equation ,**
kiki vw   is 

completely similar to previous one, here ik   is matrix formed from eigenvectors of matrix 
*

ij . 

The final system 

,*
*

ii
i wa

wD



                                                      (16) 

is similar to the system (6). In the case of 0V


 equation system (16) formally coincides with (6). 

The restricted size of the present paper doesn’t give an opportunity to describe methods of 

numerical solution of formulated problems. However any proper numerical method for heat 

conduction equation can be used in this case. In particular, boundary element method is used in the 

present work because of reasons described above. 

3. RESULTS 

To illustrate the proposed approach let us shortly describe several examples. The first one is drying 

of soil. The soil is considered as semi-infinite homogeneous porous media with constant properties. 

The process is described by system (1). Moisture content, temperature and pressure on the soil 

surface are assumed known. Then the system (1) can be transformed into three independent 

boundary-value problems for new variables with first kind boundary conditions. Beside of that, due 

to the simplest shape of the solution domain every obtained problem can be solved analytically by 

Green’s function method. For example, in three-dimensional case 
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                (17) 

here the well known fundamental solution of three-dimensional heat conduction equation is used in 

the solution (17). 

4. CONCLUSIONS 

The following conclusion can be made as a result of the present consideration: 1. The proposed 

transformations give an opportunity to develop enough accurate method for numerical solution of 

Onsager’s equation system and generalized Onsager’s equation system. 2. Potential theory and 

boundary element method application to the considered problems is convenient because it gives an 

opportunity to obtain numerical and analytical solutions. 3. Nevertheless sufficient achievements in 

mathematical description of the considered problems, they are rather model problems, because a lot 

of difficulties remain in theoretical and experimental evaluations of non-diagonal elements of 

Onsager’s matrix and coefficients of source terms in generalized Onsager’s equation system. It is an 

additional reason to develop potential theory and boundary element method in this field, because 

they are suitable for inverse problems. 
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ABSTRACT 

In the present study, pressure-driven plane Poiseuille flow is numerically investigated using the 

Onsager-Burnett equations. The functional dependency of pressure on two space coordinates (x and 

y) renders this flow problem difficult to solve in one-dimensional framework by the conventional 

Burnett equations. However, the constitutive relationships for stress tensor obtained in O-Burnett 

equations contains only cross single order derivatives of velocity with no gradient terms of 

temperature, density and pressure. This unique feature of these equations allows us to obtain 

solution for equilibrium variables in pressure driven plane Poiseuille flow. The results for the 

equilibrium variables, pressure, velocity and temperature, are presented for three Knudsen numbers, 

Kn = 0.013, 0.05 and 0.12. The Knudsen number range studied, covers the entire slip and early 

transition regime. These results are validated by comparing it with the stochastic mesoscopic 

DSMC simulation results. It is observed that the O-Burnett equations are able to capture the non-

constant pressure profile in the cross stream direction, a non-equilibrium phenomenon evident in the 

rarefied micro-scale gas flows.  

Key Words: Pressure driven plane Poiseuille flow, O-Burnett equations, Lateral pressure variation. 

1. INTRODUCTION 

The accurate modelling of non-equilibrium phenomena in rarefied gas flows presents a tough 

challenge in fluid dynamics. These rarefied gas flows resemble flow situations which are far from 

equilibrium. As a result, the linear constitutive relationships of classical Navier-Stokes-Fourier 

(NSF) equations are no longer valid in these extreme flow conditions. In order to overcome these 

serious limitations of the NSF equations, second order accurate Burnett equations [1] were derived 

using the Chapman-Enskog expansion method. However, these equations require more number of 

boundary conditions and are unstable for transient processes. Grad’s moment method [2] offer an 

alternative option to describe rarefied gas flows. However, these equations fail to capture the 

physics of shock waves beyond Mach number 1.65. Combining the advantages of Chapman-Enskog 

method and Grad’s moment method, regularized 13 (R13) moment equations [3] were developed 

recently. These equations have proved to be successful in predicting several rarefied gas 

phenomena. The Burnett equations as well as R13 moment equations have mostly ignored the 

fundamental principles of non-equilibrium thermodynamics such as positive entropy production and 

Onsager’s reciprocity principle. Our group recently derived the Burnett-type higher order 

continuum equations, termed as O-Burnett equations [4], which satisfy the fundamental principles 

of non-equilibrium thermodynamics. Unlike the conventional Burnett equations, O-Burnett 

equations were proved to be unconditionally stable [4]. Moreover, these equations require same 

number of boundary conditions as that of NSF equations. These equations are the most generalized 

set of higher order Burnett-type equations applicable to any kind of molecule. In the present work, 

we apply these equations to a benchmark flow problem – pressure-driven plane Poiseuille flow. 

2. ONSAGER-BURNETT EQUATIONS 

In the derivation of O-Burnett equations, the phase density function was represented in terms of 

thermodynamic forces and fluxes. The employed phase density function satisfied the linearized 

Boltzmann equation and collision invariance property without breaking the Onsager’s symmetry 

principle. This form of phase density function was then utilized to evaluate the constitutive 
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relationships for stress tensor and heat flux vector. The derivation of Onsager-Burnett equations is 

given in [4]. Here, the final set of conservation equations for mass, momentum and energy along 

with the constitutive relationships for the stress tensor and heat flux vector is presented. 
∂𝜌

∂𝑡
+

∂𝜌𝑢𝑘

∂𝑥𝑘

= 0, (1)      𝜌
∂𝑢𝑖

∂𝑡
+ 𝜌𝑢𝑘

∂𝑢𝑖

∂𝑥𝑘

+
∂𝑝

∂𝑥𝑖

+
∂𝜎𝑖𝑘

∂𝑥𝑘

= 𝜌𝐺𝑖 ,     (2) 

ρ
∂ϵ

∂t
+ ρuk

∂ϵ

∂xk

+
∂qk

∂xk

+ p
∂uk

∂xk

+ σij

∂ui

∂xj

= 0,    (3) 

where constitutive relationships for stress tensor and heat flux vector are obtained by adding the 

corresponding Navier-Stokes-Fourier terms and Burnett terms. 

σ11 = σ11
NS + σ11

B = μδ1ux + μδ2vy + μδ2wz + 4
μ2β

ρ
[α1ux

2 + α2uy
2 + α3uz

2 + α4uyvx + α5uzwx

+ α6wx
2 + α7vx

2 + α8uxvy + α9vy
2 + α10wz

2 + α11vywz + α12uxwz + α13vzwy + α14wy
2 + α15vz

2],      (4) 

σ12 = σ12
NS + σ12

B =  μδ3uy + μδ3vx + 4
μ2β

ρ
[β1uxuy + β2vxvy + β3uzvz + β4uxvx + β5uyvy                  

+ β6wxwy β7vzwx + β8uzwy + β9uywz + β10vx],                                                             (5) 

𝑞1 = 𝑞1
𝑁𝑆 + 𝑞1

𝐵 = 𝛿4𝜅
𝛽𝑥

2𝑅𝛽2
+ 4

𝜇2𝛽

𝜌
[𝛾1

𝑔𝑥𝑢𝑥

𝛽
+ 𝛾2

𝛽𝑥𝑣𝑦

𝛽2
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𝛽𝑥𝑤𝑧

𝛽2
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𝛽
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1

𝛽
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𝛽
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𝛽𝑥𝑢𝑥

𝛽2
+ 𝛾8

1

𝛽2
𝛽𝑦𝑢𝑦 + 𝛾9

1

𝛽2
𝛽𝑧𝑢𝑧 + 𝛾10

1

𝛽2
𝛽𝑦𝑣𝑥 + 𝛾11

1

𝛽2
𝛽𝑧𝑤𝑥 + 𝛾12

𝑔𝑥𝑣𝑦

𝛽
+ 𝛾13

𝑔𝑥𝑤𝑧

𝛽
]

+ (
2𝜅(𝛾 − 1)

𝑅𝛾
)

2
1

𝜌𝛽
[𝛾14𝛽𝑦𝑣𝑥 + 𝛾15𝛽𝑧𝑤𝑥 + 𝛾16𝛽𝑥𝑢𝑥 + 𝛾17𝛽𝑦𝑢𝑦 + 𝛾18𝛽𝑧𝑢𝑧 + 𝛾19𝛽𝑥𝑣𝑦 + 𝛾20𝛽𝑥𝑤𝑧],         (6) 

Note that subscripts represents derivative with respect to that variable. Also, β = 1/(2RT) and g = 

log (ρ/β). The coefficients (α’s, β’s, γ’s and δ’s) are functions of the type of gas and the interaction 

potential between the molecules. The values of these coefficients are given in Singh et al. [4].  

3. PROBLEM STATEMENT 

In the present study, we consider a steady state flow confined between two infinite and stationary 

plane parallel walls located at y = ±H/2. The velocity normal to the walls (v) and third component of 

velocity (w) are both taken as zero. All the physical quantities except pressure are functions of y-

coordinate only. Unlike the conventional Burnett equations, the constitutive relationships for stress 

tensor contain cross single order derivatives of velocity with no gradient terms of pressure, density 

and temperature. This unique structure of these equations allows us to obtain solution for 

equilibrium variables in the pressure driven plane Poiseuille flow. With the assumptions listed 

above and using the constitutive relationships for stress tensor and heat flux vector, final set of 

conservation equations for momentum and energy reduce to: 

∂𝑝

∂𝑥
− 𝜇

𝑑2𝑢

𝑑𝑦2
= 0,      (7);     

∂𝑝

∂𝑦
+ 2𝜇2𝛼7

∂

∂𝑦
[
1

𝑝
(

𝑑𝑢

𝑑𝑦
)

2

] = 0,        (8);   𝑢
∂𝑝

∂𝑥
+ 𝑘

𝑑2𝑇

𝑑𝑦2
+ 𝜇 (

𝑑𝑢

𝑑𝑦
)

2

= 0.       (9) 

where α7 = -3/5. We assume that pressure gradient in the x-direction to be a constant. The variables 

in the above equations are non-dimensionalized as follows: 

𝑦′ =
𝑦

𝐻
, 𝑥′ =

𝑥

𝐻
, 𝑢′ =

𝑢

√𝑅𝑇𝑜

,  𝑇′ =
𝑇

𝑇𝑜

, 𝑝′ =
𝑝

𝑝𝑜

, (10) 
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where the subscript ‘o’ represents the variables in the reference centreline state. After non-

dimensionalization, the governing equations become (primes are removed for better readability), 

𝑑2𝑢

𝑑𝑦2
=

1

𝐾𝑛𝑜

∂𝑝

∂𝑥
, (11); 
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𝑑𝑦2]

[1 − 2𝐾𝑛𝑜
2𝛼7
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𝑝2 (

𝑑𝑢
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2
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, (12); 
𝑑2𝑇

𝑑𝑦2
= −𝑃𝑟

(𝛾 − 1)

𝛾
[(

𝑑𝑢

𝑑𝑦
)

2

+
1

𝐾𝑛𝑜
𝑢

𝜕𝑝

𝜕𝑥
] , (13) 

where, Pr is Prandtl number and Kno =
μo

ρo√RToH
 is the reference Knudsen number defined with 

reference variables. The x-momentum equation is second order ordinary differential equation; hence 

we need to specify two boundary conditions. Making use of the inherent symmetry in the problem, 

we already have, 
du

dy
|y=0 = 0, 

dT

dy
|y=0 = 0. Rather than worrying for the velocity slip and 

temperature jump boundary conditions, the current problem is solved as an initial value problem. 

For this purpose, we make use of the centreline profile values measured in the DSMC simulations. 

Equations [11-13] are solved numerically in Matlab using inbuilt function ode45.  

 

 

 

FIGURE 1: Dimensionless profiles across the channel for pressure-driven flow 

4. RESULTS 

The numerical results of O-Burnett equations are compared with the direct simulation Monte Carlo 

(DSMC) results at Kn = 0.013, 0.05 and 0.12 for argon gas molecule. An in-house DSMC code 

developed by Gavasane et al. [5] is used to carry out the simulations. The aspect ratio L/H 

considered in the DSMC simulations is 10, where L is the micro-channel length and H is the micro-

channel height. The reason for maintaining high aspect ratio is to minimize the entrance and exit 

Kn=0.013 

Kn=0.013 

Kn=0.013 

Kn=0.05 
Kn=0.05 

Kn=0.05 

Kn=0.12 Kn=0.12 Kn=0.12 
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effects and to make sure that fully developed flow conditions prevail along the length of the micro-

channel. A pressure gradient is imposed along the length of micro-channel that drives the flow. The 

wall temperature and the inlet gas temperature are set at 300 K. The simulations are carried out at a 

pressure ratio, Pi Po⁄  equal to 3, where Pi is inlet pressure and Po is exit pressure. The comparison of 

dimensionless profiles according to O-Burnett equations against the DSMC results is shown in Fig. 

(1). At very low Knudsen number, i.e. in the continuum regime, it is well known that constant 

pressure profile with no pressure gradient is observed in the normal direction. However, in the early 

slip flow regime at Kn = 0.013, it is evident that there is variation in the pressure in the normal 

direction with a minimum at the centre of the channel.  This non-constant pressure profile can be 

established when we closely look at the y-momentum equation. Within the NSF framework, the 

normal stress σ22 is exactly zero resulting in constant pressure profile. However, the non-zero 

Burnett order contribution is the ultimate source for the non-constant pressure profile. This is one of 

the many non-equilibrium phenomena that appear in the case of pressure driven plane Poiseuille 

flow which classical NSF equations fail to capture. At Kn = 0.05, the velocity results of O-Burnett 

equations are again found to be in excellent agreement with the DSMC simulation results. However, 

in case of temperature and pressure, discrepancy is observed near the wall region with reasonable 

agreement in the bulk region. As we move into the transition regime, i.e., at Kn = 0.12, the 

discrepancy between the O-Burnett results and the DSMC simulation results at the boundaries 

becomes higher. As the degree of rarefaction increases i.e. at higher Knudsen numbers, the 

curvature in the pressure profile becomes much more apparent.  It is worth mentioning here, that the 

present analysis is carried out for constant thermo-physical properties, thereby excluding some of 

the non-linear effects. This may be the reason for differences in the numerical and DSMC results, 

especially at the boundaries. 

5. CONCLUSIONS 

In the present study, pressure-driven plane Poiseuille flow is numerically investigated using 

Onsager-Burnett equations. The absence of temperature, density and pressure gradient terms in the 

constitutive relationship for stress tensor allows us to obtain solution for equilibrium variables in 

this flow problem which is difficult with conventional Burnett equations. The results for 

equilibrium variables are presented for Kn = 0.013, 0.05 and 0.12, covering the entire slip and early 

transition regime. These results are validated against the DSMC simulation results. It is observed 

that the Onsager-Burnett equations are able to capture the non-constant pressure profile in the 

transverse direction. The results for velocity and temperature are in excellent agreement with the 

DSMC simulation results at lower Knudsen numbers. However, in the transition regime, at Kn = 

0.12, discrepancy in results, especially at walls, is observed. This discrepancy can be attributed to 

assumption of constant thermo-physical properties which excludes certain non-linear effects. 

Nevertheless, the results of Onsager-Burnett equations for equilibrium variables are encouraging 

and the results for non-equilibrium variables will be duly reported in the future works. 
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ABSTRACT 

Heat pipe is two-phase passive device having  evaporator and  condenser to transport relatively large 

amount of heat from one end to another end with very low temperature difference. Axial grooved heat 

pipes (AGHP) are widely used in spacecraft panels to transfer heat genearted by various subssyemts 

mounted over it. This paper deals with detailed numerical investigations to understand the behaviour 

of axial grooved heat pipe with ammonia as working fluid. Young’s lapalace equation is used to predict 

variation of meniscus radius inside the groove, liquid and vapor pressure drop along the length. 

Variation of meniscus radius is used to determine liquid film thickness variation along length. Mass 

conservation is applied to determine liquid and vapour velocity variation along length. Detailed thermal 

resistance network is constructed to determine effect of various geometrical parameters, 

thermophysical properties of working fluid and operating conditions. Results of mathematical model 

is presented for constant condenser temperature at 20˚C and different two heat input i.e. 60 W and 120 

W. Mathematical model is extensively validated with experimentation but not reported in present paper.  

Key Words: Axial grooved, Ammonia, Heat transfer, modelling 

 

1. INTRODUCTION 

AGHPs are passive heat transfer device to transport large amounts of heat over comparatively long 

distance (1m -5m), without any external means by using latent heat of vaporization and condensation 

of working fluid sealed inside metallic container. Axial grooves serves the purpose of wick to return 

condensed fluid to evaporator. As ammonia required high ammount of heat for liquid to vapor 

conversion restricting phase change, only small mass flow rate required for transport of adequate heat 

and also temperature differnce across ends of HP is small [1]. AGHPs are usually fabricated from 

extrusion process leads reduced fabrication costing as well as grooved wick is mechanically resistant 

and have flexibility in design. For spacecraft thermal control, axial grooved heat pipes are used as a 

part of honeycomb structural panels and act as an isothermaliser, Kim et al. [2] developed analytical 

model for operational characteristic of miniature groove heat pipe considering the effect of shear stress 

at liquid vapor interface and fluid inventory. Using analytical model of Kim et al. [2], Arab et al. 

developed a model based approach for analysis of working fluid in heat pipe [3]. Peterson et al. 

developed mathematical model for maximum heat transportation capacity and temperature gradient in 

‘Ω’ artery wick structure heat pipe. 

A detailed resistance network is constructed to determine thermal resistance of trapazoidal shaped axial 

groove heat pipe. All resistances are computed numerically instead of using imperical relations for 

liquid vapour interface resistance for evaporator and condenser section. Performace of a typical axial 

grooved heat pipe is predicted at two typical heat loads (60W and 120W). Mathematical model is 

validated with experimentation but not reported in current paper. 
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2. NUMERICAL MODELING OF AGHP 

In present study, ammonia charged aluminium axial 

groove heat pipe having trapezoidal grooves is used 

for numerical performance prediction using partial -

analytical hydraulic approach. Ammonia is chosen as 

working fluid because of higher merit number and good 

compatibility with the aluminium [1]. Detailed view of 

single groove cross section of heat pipe chosen for study is 

schematically shown in Figure 1.  It has 28 number of 

grooves (N) and total length of heat pipe is 1.0 m.  Inner 

diameter of heat pipe (Di) is 10.5 mm, height of groove (hg) 

is 1.3 mm, groove inclination angle (2γ) is 87˚, evaporator 

(𝐿𝑒) and condenser (𝐿𝑐) length is 300 mm respectively. 

Numerical investigations are carried out for constant 

condenser temperature at 20˚C and two different two heat 

loads at evaporator section.  

Initially Young – Laplace equation (1) is solved with 

assumption of very large axial meniscus radius(𝑟𝑐𝑎 ) as compared to radial meniscus 

radius(𝑟𝑐𝑟). With this assumption and taking derivative of equation (1) reduces to eq. (2), 

which relate variation of liquid and vapor pressure and meniscus radius along length. 

Variation of vapor and liquid pressure drop along length is given  by eq. (3) and (4) 

respectively.  

𝑃𝐶 =  𝑃𝑣 − 𝑃𝑙 =  𝜎 (
1

𝑟𝑐𝑎
+

1

𝑟𝑐𝑟
)                    (1) 

𝑑𝑝𝑣

𝑑𝑧
−

𝑑𝑝𝑙

𝑑𝑧
=  −

𝜎

𝑟𝑐𝑟(𝑧)
2 (

𝑑𝑟𝑐𝑟(𝑧)

𝑑𝑧
)                       (2) 

  
𝑑𝑃𝑣

𝑑𝑧
= −

2𝜇𝑣𝐶𝑓𝑣𝑅𝑒𝑣�̇�𝑣(𝑧)

𝐷𝑣,ℎ
2𝐴𝑣,ℎ𝜌𝑣

                             (3)    
𝑑𝑃𝑙

𝑑𝑧
= −

2𝜇𝑙𝑓𝑙𝑅𝑒𝑙�̇�𝑙(𝑧)

𝐷𝑙,ℎ
2𝑁𝐴𝑙,ℎ𝜌𝑙

                              (4) 

The heat pipe is converted into detailed resistance network [equations (5)-(9)]. Detailed 

definition of these resistances can be found in Arab & Abbas  [3]. Variation of liquid film 

thickness is determined using (
6𝜇𝑙𝜔𝑓𝑖𝑛𝑄𝑚𝑖𝑐�̅�𝑐𝑟

𝐿𝑁𝑔𝜎𝜌𝑙ℎ𝑓𝑔
)

1

3
 and same is used to compute 𝑅3 and 𝑅6 which 

are resistance through liquid film region for evaporator and  condenser section respectively 

[5]. 𝑅𝑒 =  
(𝑅1+𝑅2+𝑅3)(𝑅4+𝑅5)

𝐿𝑒𝑁𝑔(𝑅1+𝑅2+𝑅3+2(𝑅4+𝑅5))
    (5)        𝑅𝑐 =  

(𝑅6+𝑅7+𝑅8)(𝑅9+𝑅10)

𝐿𝑐𝑁𝑔(𝑅6+𝑅7+𝑅8+2(𝑅9+𝑅10))
   (6) 

𝑅𝑎 =  
𝑇𝑣,𝑒𝑇𝑣,𝑐𝑅 𝑙𝑜𝑔(

𝑃𝑣 𝑎𝑡 𝑧=0

𝑃𝑣 𝑎𝑡 𝑧=𝐿
)

ℎ𝑓𝑔𝑄𝑖𝑛
     (7)     𝑅𝑡𝑜𝑡 =  𝑅𝑒 + 𝑅𝑎 + 𝑅𝑐     (8)    

∆𝑇 = 𝑄𝑖𝑛𝑅𝑡𝑜𝑡     (9) 

 

Where, 

A, Area (𝑚2); L, Length (m); C, Coefficient of Poiseuille number; D, Diameter (m); fRe, 

Poiseuille number;  z, Length (m);  �̇�, Mass flow rate (𝐾𝑔𝑠−1); N, Number; P, Pressure (Pa); 

Q, Heat (W); R, Thermal resistance (𝐶𝑊−1); R, Gas constant (𝐽𝐾𝑔−1𝐾−1), Re, Reynolds 

number; σ, Surface tension  (𝑁𝑠−1) ; α, Contact angle (˚); ρ, Density (Kg𝑚−3 ); Ψ, Meniscus 

radios angle (˚); Φ, Vapor Channel radios angle (˚); μ, Viscosity (Pa. s) 

Subscripts 

a, adiabatic section; c, capillary/ condenser section; ca, capillary axial; cr, capillary radial, 

e, evaporator section; f, working fluid; g, groove; h, hydraulic; in, input; l, liquid; v, vapor 

mic, micro region; tot, total 

  

FIGURE 1 Groove cross section of AGHP 
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3. RESULTS & DISCUSSION  

Variation of various parameters, which governs the performance of AGHP is given in Figures 

2-12. Figure 2 shows the heat input along the length which is indicated by 60 W and 120 W. 

The mass flow rate along liquid line i.e. grooved channels and vapour line i.e. inner core of 

heat pipe is shown by Figure 3, in which negative sign remarks the vapour flow in reverse 

direction. Velocity inside the liquid line is negligible compared to vapour line because of 

difference in cross section area and liquid and vapour density. Variation in pressure drop 

across liquid (Figure 6) and vapor line (Figure 7) in evaporator region is significant for 60W 

and 120W heat loads because of heat addition within specified region and same for condenser 

region is almost negligible because of heat is rejected. In meniscus radius (Figure 8) is 

increasing along the length and it is reduced with same trend with increase in heat input at 

evaporator section. Also meniscus radius angle shown in Figure 9 is less for high power input 

and vice versa. Contact angle (α) (Figure 10) is increasing from evaporator end to condenser 

end while liquid film thickness (Figure 11) also increases because of condensation of liquid 

shows its effect. Variation of thermal resistance with heat load is shown in Figure 12.  

By increasing the heat load, liquid film thickness is increased which reduces the condenser 

resistance which ultimately lead to reduction in total thermal resista nce. Thus we can say 

that as heat load increases thermal resistance decreases . 

FIGURE 2 Heat flow along length  

FIGURE 4 Velocity along liquid line 

FIGURE 3 Mass flow rate along liquid and vapor line  

FIGURE 5 Velocity along vapor line 

FIGURE 6 Pressure drop along liquid line  FIGURE 7 Pressure drop along vapor line 
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FIGURE 8 Meniscus radius along length of HP 

FIGURE 10 Contact angle along HP 

FIGURE 9 Meniscus radius angle along HP 

FIGURE 11 Liquid film thickness along length 

 
 
 
 
 
 
 
 
 

FIGURE 12 Total thermal resistance along heat input 

4. CONCLUSION  

Detailed numerical investigations are carried out for determination of variation of various 

parameters governing performance of AGHP. Current mathematical model gives better 

insight of physical phenomena happening inside AGHP. This can be used for optimizi ng 

groove geometry. Effect of variation of geometrical parameters of groove, working fluids on 

thermal performance need to be studied in detail. Mathematical model can be extended for 

determination of maximum heat transport capacity.    
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ABSTRACT 

Cryogenics is a new rising technology which is being used in almost all scenarios from food 

processing, transportation etc. The main disadvantage of the system is that they need to be 

chilldown before operation and this process uses a large amount of cryogen which are wasted. 

Production of cryogens are energy intensive and chilldown process leads to wastage of these energy 

intensive resource. Therefore, by reducing the cryogen wasted can bring down the cost and thus this 

new emerging technology can be more commercialised. 

This numerical analysis aims at developing a CFD model of the cryogenic chilldown procedure and 

in analysing the continuous and pulsed flow in helical coiled tubes and comparing with similar flow 

conditions in straight tubes. The test section is modelled using Ansys Design Modeller and the 

computational analysis was carried out using Ansys Fluent 15.0. The studies use nitrogen as the 

working fluid and different square wave pulse flow strategies are examined. 

Key Words: Chilldown, Helical coil, Pulsed flow, CFD or Computational Fluid Dynamics. 

1. INTRODUCTION 

Cryogenics is the study of production and effects of temperatures below -150 °C. As contrasted to 

low temperature physics, cryogenic engineering primarily involves the practical use of low 

temperature phenomena rather than basic research. Cryogenic fluids find wide applications in many 

areas, ranging from space propellants, space life support systems, cryogenic hardening of metals to 

increase hardness and durability, cooling superconducting magnets such as those used in MRI, 

cryo-preservation of blood and biological materials, cryosurgery, and other chilling and freezing 

applications.  

One application that is continuously getting attention has been the use of cryogenic propellants for 

rocket propulsion. This interest is sparked by the fact that cryogenic propellants yield more energy, 

when compared to non-cryogenic propellants and the storage systems for these cryogenic 

propellants are lighter than those required for their non-cryogenic counterparts. Cryogens such as 

hydrogen and oxygen are often stored in liquid form due to their high ratio of weight to volume 

leading to efficient storage. Therefore, the efficient and safe transport and storage of cryogenic 

fluids are important design considerations in space applications. The introduction of the cryogenic 

fluid in a transfer line that is in thermal equilibrium with environment results in voracious boiling 

within the line. Thus, the operation of a cryogenic system requires cooling of transfer line before 

establishing a steady flow of cryogenic fluid between various system components. The process of 

cooling down the equipment with cryogenic fluid is known as a cryogenic chilldown process. 
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The chilldown process is a complex phenomenon with a combination of both thermal and fluid flow 

transients. A precise understanding of the chilling time, flow rate and fluid quality is important to 

arrive at proper cryogenic operation sequence in ground and space conditions. The amount of liquid 

cryogen required to chilldown lines, tanks, turbo pumps, etc. from room temperature is often of 

significant importance. The physical phenomena involved can be complex, including film boiling 

and transition boiling, and two‐phase pressure drops. Pressure surges can also be experienced due to 

sudden vaporisation of liquid which can reduce the fluid flow and even reverse the flow. Therefore, 

feedline should be chilled close to the fluid temperature to achieve a steady smooth flow. Chilling 

should be carried out for sufficient duration to achieve the wall temperature in the adequate range 

and to ensure the further operations in the safe condition. In cryogenic rocket engines, insufficient 

chilling of feedline leads to improper flow of cryogenic fluid in to the combustion chamber that 

could affect the ignition. It is therefore essential that the chilling procedure and the wall temperature 

achieved are accurately known to ensure satisfactory performance of the system. A reduction in 

chill down time and chill down rate will save a metered quantity of cryogen. 

Helical flow passages/tubes are very commonly found in many cryogenic regenerative cooling 

systems. They are used as transfer lines connecting external cryogenic storage vessels and the 

cryogenic liquid storage tanks in space vehicles. Helically coiled tubes are used widely in heat 

exchangers, steam generators, food and chemical plants, etc. Helically coiled pipes have many 

benefits than straight pipes, because of their real-world importance, ease of manufacture and 

arrangement, higher efficiency in heat transfer and compactness in structure. As compared to 

straight tube, helically coiled tube shows higher heat transfer coefficient and friction factor due to 

the enhanced turbulence caused by constantly varying flow direction. The centrifugal forces induce 

in a coiled tube give rise to secondary flow pattern because of this swirl flow, which consists of two 

vertices perpendicular to the axial flow direction. Therefore, the heat transfer takes place by 

diffusion in the radial direction and as well as by convection. The contribution of such secondary 

convective transport influence the overall process and significantly increases the heat transfer rate 

per unit length of the tube in comparison with a straight tube of equal length. The extremely 

complex flow and heat transfer structure present in the channels necessitates exhaustive studies of 

the problem.  

2. VALIDATION 

The chilldown model is based on experiment study conducted by Reid Shaeffer, Hong Hu and 

Chung J.N. The results obtained by computational analysis and experimental results were proven to 

be similar. 

3. BOUNDARY CONDITIONS APPLIED 

The inlet velocity is given to be 0.13m/s for all flow conditions and a fluid temperature of 77K is 

assumed at inlet. For pulsed flow velocity at inlet varies according to the pulse period and duty 

cycle which is obtained by using user defined functions in Ansys Fluent. Pulsed flows are 

represented using a specific nomenclature using pulse period and percentage of duty cycle. (Pulse 

period in seconds). For e.g. a pulse flow represented as 4s 50 denotes a pulse cycle with a period of 

4 seconds and 50% duty cycle. Two such pulsed flows 4s 50 and 10s 50 are analysed in this work. 

A turbulent intensity of 1% and Hydraulic diameter of 0.0102m is given for each case. 
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Figure 1: Mesh in straight pipe     Figure 2: Mesh in helical pipe 

Meshing is done for both straight as well as helical pipe as shown in Figure 1 and 2 with relevance 

centre as fine, a relevance of 100 and a curvature normal angle of 10 ̊. Since the heat flux is given 

on the wall, the interface between the solid and liquid domain is of utmost importance. So the mesh 

has to be finer near the boundary layer. For that purpose small face sizing mesh of 0.20mm is 

applied. A growth rate of 1.10 is given. 

4. RESULTS 

The chilldown time is determined from the temperature plots with time. The total mass of cryogen 

required for complete chilldown is calculated using the density of liquid nitrogen, inlet velocity, 

cross sectional area of tube and chill down time. The percentage increase in chilldown time and 

percentage reduction in mass of the cryogen required for pulsed flow compared to continuous flow 

is also determined. The data thus obtained are tabulated in the following Error! Reference source 

not found.. A comparison of mass of cryogen required for different type of flow is shown in figure 

4.  

Section Type of Flow 
Chilldown 

Time 
% Increase in 

Chilldown Time 
Total Mass 
Required 

% Reduction in 
Mass 

Straight 
Tube 

Continuous 56.3   0.4839   

4s 50 68.1 20.96% 0.2931 39.43% 

10s 50 82.3 46.18% 0.3636 24.86% 

Helical 
Tube 

Continuous 54.3   0.467   

4s 50 74 36.28% 0.3268 30.02% 

10s 50 81.7 50.46% 0.3586 23.21% 

TABLE 1.Chilldown time and mass requirement for various cases 

Page 356 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

 

Figure 4: Comparison of Mass of cryogen requred for different types of flow. 

4. CONCLUSIONS 

From the simulation results it can be concluded that for continuous flow, the helical coils are more 

advantageous than straight tubes considering both mass saving and time saving. This might be due 

to the introduction of secondary flow in the helical coil which increases the heat transfer rate and 

thus improves chilldown process. When the pulse time is small the straight tube shows better 

chilldown time and chilldown efficiency compared to helical tube. When helical coil is used instead 

of a straight tube, due to increased discontinuity, the effect of secondary flow will be very inferior 

compared to the increased thermal mass of the tube. When the pulse time period increases the 

helical coil shows better characteristics towards chilldown. This effect is due to the longer ON- time 

creates time for the creation of secondary flow, but the following longer OFF- period causes the 

momentum loss of the fluid, therefore the increasing the loss. This loss shadows the favourable 

effects of the secondary flow created with ON-period. Thus reducing the overall advantage using 

the pulse with longer time period. Thereby adopting pulsed flow with longer ON period compared 

to OFF period may provide a favourable effect towards chilldown time reduction. 
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ABSTRACT 

A transient, thermodynamic, two-phase flow model of a cryogenic feed line is developed to 

simulate pressure oscillations in cryogenic fluid occurring due to sudden opening. The effects of 

dead segments volumes, line chilling and flow rate changes on amplitude and frequency of these 

oscillations are investigated using numerical analysis. The model is validated with in-house 

experimental data and literature based on MOC solution for valve operation. Current study is 

significant for understanding pressure oscillations during valve operation in launch vehicle 

cryogenic engine. Pressure oscillations can cause fluctuations in propellant flow rate, resulting in 

undesirable variations in thrust output from the engine. Trapped vapour volumes in dead segments, 

which are not a part of flow line, can affect the oscillation parameters. Computational analysis 

shows significant reduction in oscillation frequency when trapped vapour volumes are used. 

Analysis for valve opening operation in unchilled line shows pressure surge due to evaporation is 

significant. 

Key Words: feed line, valve opening, trapped volume. 

1. INTRODUCTION 

The study analyzes methods to control the amplitude and frequency of the oscillations occurred due 

to valve opening during engine operation. A detailed analysis of valve operation is needed as 

pressure oscillation may lead to system failure. Very low pressures attained due to fluid-hammer 

oscillation could lead to reduction in pump inlet pressure below saturation level. This may cause 

pump cavitation during engine operation. Pressure oscillations also cause fluctuations in propellant 

flow rate, resulting in undesirable variations in thrust output from the engine. These phenomena are 

more vital in case of cryogenic feed system due to high volatility of cryogenic fluid.  Dead 

segments containing vapour pockets and degree of feedline chilling can alter the nature of these 

oscillations and the effect of these parameters is analyzed here. 

Cryogenic feedlines are subject to large differential pressure when sudden opening of a valve in the 

line takes place, typically during initiation of test sequence or start-up of cryogenic engine in launch 

vehicles. Valve opening operations induce fluid hammer by the force at valve outlet due to sudden 

change in fluid momentum. This causes fluid pressure oscillations leading to fluctuating flow of 

cryogenic fluid into the engine chamber, resulting in adverse transients in outputs. 

2. SOLUTION METHODOLOGY 

Current study focuses on developing a transient, two-phase, thermodynamic flow model [1]-[4] of a 

typical cryogenic feed line to simulate feed line pressure oscillations due to sudden opening of 

valve. Detailed schematic of analytical model is shown in Fig. 1                                       
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FIGURE 1: SCHEMATIC OF COMPUTATIONAL MODEL FOR STUDYING FLUID-HAMMER PHENOMENON 

3.  SALIENT RESULTS  

The model captures the amplitude and frequency of pressure oscillation caused due to sudden 

opening of liquid hydrogen injection valve at the start of cryogenic engine operation. The model is 

validated with literature [5] and in-house experimental data using LOX and LH2 as flow media, 

respectively. Comparison of pressure oscillation in experiment of engine operation and simulations 

are shown in Fig.2. 

 

FIGURE 2: VALIDATION OF COMPUTATIONAL MODEL USING 

 IN-HOUSE TEST RESULTS 

The effects of dead segments volumes and unchilled feedline on amplitude and frequency of fluid-

hammer induced pressure oscillations are investigated. Computational analysis shows high 

oscillation and peak amplitude of pressure in unchilled feed system as shown in Fig 3. Analysis also 

shows significant reduction in oscillation frequency when dead segment volumes are included in the 

feed system. 
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FIGURE 3: PRESSURE PROFILE SIMULATED AT ORIFICE INLET LOCATION DURING VALVE OPENING 

OPERATION USING DIFFERENT INITIAL TEMPERATURE OF FEEDLINE FOR A DURATION OF 70S 

(DURATION TO REACH STEADY PRESSURE LEVEL) 

4.  CONCLUSIONS 

Analysis is carried out to study the pressure oscillation pattern occurring due to sudden valve 

opening which admits the cryogenic fluid to feedline at various degrees of chilling. Following are 

the important conclusions from the analyses: 

• Pressure oscillation in valve opening scenario dampens faster compared to valve closing 

scenario in fully chilled line due to continuous flow of fluid taking place after valve opening. 

Oscillation frequency reduces with time due to line chilldown. 

• Pressure transients in unchilled lines are mainly due to liquid evaporation and subsequent vapour 

generation. Pressure transients due to fluid-hammer effect while opening of valve in unchilled 

lines are found insignificant compared to the transients due to thermal effect. 

• Presence of trapped vapour volume is found disadvantageous when used in unchilled line 

configuration during valve opening scenario. 
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ABSTRACT 

The effect of ultrasonic treatment on the melts is mainly due to the ultrasonic streaming and 

cavitation. In this paper, the influence of different process parameters and geometrical parameters 

i.e. ultrasonic frequency, ultrasonic probe depth and ultrasonic probe diameter on the streaming in 

Mg alloy melt is numerically simulated. Firstly, the results are validated by comparing them with 

the available literature and then the effect of different parameters  on the flow field of Mg alloy melt 

are investigated using ANSYS Fluent 16.2 solver. It is found that for a given set of geometrical 

parameters (ultrasonic reactor size, ultrasonic probe diameter and probe depth in melt) and material 

properties, there is a critical frequency at which the velocity flow field and thus streaming effect is 

desirable for uniform and homogeneous distribution of the nanoparticles in MMCs.. 

Key Words:  Ultrasonic streaming, Melt convection, CFD. 

1. INTRODUCTION 

Magnesium based metal matrix composites (MMCs) have been extensively studied and widely used 

in the aerospace, automotive and military industries due to their high strength-to-weight ratios and 

enhanced mechanical and thermal properties including specific modulus, superior strength, 

stiffness, good wear resistance, fatigue resistance and improved thermal stability [1–3]. However, 

the particles commonly used are micron-sized which has a counterpart that the ductility of the 

MMCs deteriorates with high ceramic particle concentration [4]. Consequently, more attention has 

been drawn to metal matrix nano composites (MMNCs), since the properties of metallic alloys 

reinforced by ceramic nanoparticles (with dimensions less than 100 nm) would be enhanced 

considerably while the ductility of the matrix is retained [5–12]. However, it is extremely difficult 

to obtain uniform dispersion of nano sized ceramic particles in liquid metals due to high viscosity, 

poor wettability in the metal matrix, and a large surface-to-volume ratio, which results in 

agglomeration and clustering of the particles [4]. Currently, several fabrication technologies 

including high-energy ball milling [9,12], in situ synthesis [8], electroplating [13], and ultrasonic 

technology (UST) [4–6] are most commonly used, among which UST is supposed to be more 

reliable and cost effective. To study the effect of ultrasonic treatment on melt, many researchers 

carried out experiments with different processing and geometrical parameters. They compared the 

microstructures of particular material with and without ultrasonic treatment and they found that the 

material with ultrasonic treatment exhibits more desirable properties i.e. smaller grain size, 

increased yield strength, more uniform distribution of nanoparticles.  

Extensive experimental work has been carried out related to ultrasonic treatment of the melts. 

However, there is a little information available to develop an optimized process map. In this paper, 

a parametric investigation of ultrasonic treatment of the Mg alloy melt is reported by varying the 

probe size and position (schematic shown in Fig. 1). The numerical modelling framework and 

approach are discussed, followed by the results and discussion. 
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FIGURE 1. Basic principle of ultrasonic treatment 

 

2. NUMERICAL SIMULATION 

2.1  Numerical Simulation Model and Parameters  

The numerical simulation in Mg melt is carried out by ANSYS Fluent 16.2 solver. The 

geometry used in the CFD calculation is shown in Fig. 4. The model is two dimensional and axi-

symmetrical, and one half is selected for simulation. The ultrasonic probe of diameter 20 mm is 

immersed vertically into the melt 25 mm deep in a container of 150 mm × 100 mm. The ultrasound 

with three different frequencies 15 kHz, 20 kHz and 25 kHz is introduced into the Mg alloy melt. 

Density of Mg alloy melt is 1820 kg/m3  and viscosity is 1.12×10-3 Pa.s.  The geometry and mesh are 

shown in figures 2 and 3 respectively. 

                            
                   FIGURE 2. Geometry                            FIGURE 3. Mesh used for simulation 

2.2  Governing Equations 

Continuity and Momentum (N-S) euations are solved.  k–Ɛ turbulence model is used for tubulent 

flow at ultrasonic frequencies. 

 

2.3 Boundary Conditions 

(1) Pressure Inlet: The boundary of the ultrasonic probe from which ultrasound is introduced into 

the melt is set to be the pressure-inlet boundary. The pressure varies with time according to the sine 

law at the frequency of the ultrasonic probe. The pressure inlet condition is defined by UDF ([13] 

User Defined Function, ANSYS, Inc., US) files. The expression of pressure variation is as follows: 
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            P = Pa * sin (2πft)                                     (1) 

where Pa = pressure amplitude = 2 Mpa, f = ultrasonic frequency, t=time 

(2)  Pressure Outlet: The interface between Mg melt and air is set as pressure outlet. 

(3) Symmetry: For reducing computational time, only half of the domain is simulated. Hence 

symmetry boundary condition is applied at center axis. 

(4) Walls: The boundaries except pressure-inlet, pressure-outlet and symmetry axis are set to be 

wall boundary, and the heat transfer between wall boundary and environment is ignored. 

 

3. RESULTS AND DISCUSSION 

The probe size and location are varied to see the flow profiles. In Fig. 4(b-c), two zones with zero 

velocity can be observed which represents vortices/recirculation. These zones are not present in the 

other cases (Fig. 4&5). In the case of MMNCs, where nanoparticles are introduced in melt in order 

to increase desirable properties, uniform and homogeneous distribution is desirable. Nanoparticles 

may get entrapped or accumulated in these low velocity regions. These regions also indicate that the 

temperature of the melt is not homogeneous due to the absense of convection. 

       
(a)                                                (b)                                                    (c) 

FIGURE 4. Velocity distribution at t = 1 s, f = 20 kHz  and ultrasonic probe diameter 

(a) d=20 mm (b) d=40 mm (c) d=60 mm 

 

      
(a)                                                 (b)                                                 (c) 

            FIGURE 5. Velocity distribution at t = 1 s, f = 20 kHz  and ultrasonic probe depth 

(a) h=25 mm (b) h=35 mm (c) h=50 mm 
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From Fig. 4, it can be observed that d=20 mm case will give favourable velocity field for nano 

particle distribution. With the increase in ultrasonic probe depth, velocity magnitude and intensity 

increases as shown in Fig. 6. With h=25 mm and h=35 mm case, the melt in the bottom part of 

reactor is unaffected, whereas it is not the case for h = 50 mm case. 

4. CONCLUSIONS 

The ultrasonic streaming in Mg melt was investigated by CFD numerical simulation, and the results 

were validated with the available literature. CFD simulations were carried out different probe 

diameters and depths to study their effect on velocity field and thus on nanoparticle distribution. As 

the ultrasonic probe diameter increases, its effect on flow field confined to the flow field nearer to 

probe. As the ultrasonic probe depth increases, its effect tends to penetrate towards the bottom part 

of the reactor, which helps in homogeneous distribution of nanoparticles. The low velocity regions 

also indicate negligible convective heat transfer, and thus are likely to develop hot spots. 
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ABSTRACT 

A numerical model for evaluating fetal exposure of maternally administered drugs has been 

developed. A single repeating functional unit cell of placenta has been modelled as a porous 

medium species exchanger between mother and fetus. The model is capable of predicting fetal drug 

concentration with respect to maternal one at any point of perfusion time for any gestational age 

ranging from 20
th
 week to term pregnancy. It also predicts the possible drug absorption in to 

chorionic and basal plate tissue. 

Key Words: Transplacental, porous medium, species transport, numerical 

1. INTRODUCTION 

Many of the compounds that are administered for maternal treatment may cross the placenta and 

elicit harmful effects in fetal tissues and organs [1]. It can affect the fetus causing damage, 

abnormal development (leading to birth defects), or death. Fetal exposure can be expressed 

classically as the ratio (FM) of fetal drug concentration (Cf) to maternal drug concentration (Cm). 

But, for ethical and technical reasons, clinical studies in pregnant women are very rare. Therefore, 

to evaluate fetal drug exposure via placenta, researchers have to gather the information from a series 

of alternative models that imitate the materno-fetal interface. The currently employed approaches 

include in vitro models of cell cultures derived from human placental tissue, ex vivo perfused 

human placenta or in situ perfused animal placenta and in vivo transgenic animals [2].  

Among these methods, only ex vivo perfused human placenta provides the opportunity to 

investigate transplacental drug transfer directly in the human placenta [3]. Though, it is the best 

known method for validating transfer of substances to the fetus, cells in perfused placentae remains 

viable only for up to 48 h limiting its maximum perfusion time period. The model is also incapable 

of representing pre-term placenta as it undergoes constant development during the pregnancy 

period. Since placenta is a very complex organ, none of the above mentioned models can exactly 

reflect the fetal drug exposure in vivo. 

In this paper we introduce a new model for placental drug transfer and thereby fetal drug exposure 

which can overcome the above mentioned drawbacks. Here, the repeating functional unit cell of 

placenta, a placentone has been mapped as a porous medium species exchanger. Flow and species 

transport properties were assumed to be dependent on gestational age. The model was found to be 

effectively predicting the fetal drug exposure within the range of 20-40 weeks of gestation. 

2. MATHEMATICAL MODELING 

The computational domain, as shown in Figure 1 represents the single functional species exchange 

unit cell (placentone) of a healthy term placenta. The domain mainly consist of three regions, 

namely the Intervillious space (IVS), fetal capillary (FC) and placental barrier (PB) separating both. 

The drug diffuses from the maternal blood in IVS in to fetal blood in fetal capillary chamber 

through the placental barrier. The drug is assumed to be lipophilic and its molecular size is less than 

the critical size for trans-placental transfer. The species transport process of the drug across the 

placental barrier is assumed to be according to Ficks' law for unsteady passive diffusion process.  
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The impermeable regions, the  

basal  plate and the chorionic plate 

mark the top and bottom 

boundaries of a placentone. While 

the intervillious space and fetal 

cappiliary are treated as porous 

media, the placental barrier is 

solid continuum through which 

only diffusion happens.  

The extended domains used at the 

inlet of IVS and FC ensure the 

total amount of fluid required in 

the maternal and fetal circulations 

as per the standards of perfusion 

experiment. The lengths of these 

extended domains were chosen such that the relative amount of blood flowing through the IVS and 

FC matches the standard recalculating perfusent volume [3]. 

 

The porous media and the continuous fluid regions were assumed to be saturated with blood of 

viscosity µ=3.5×10
-3 

Pa.s and density ρ=1.05×1
-3

 kg/m
3
. The diffusivity D of drug in blood and 

tissue (basal plate and chorionic 

plate) are 4×10
-10 

m
2
/s and 1×10

-

12 
m

2
/s respectively [4]. Different 

boundary conditions used in the 

study are summarized in Table 1 

and 2.  

The properties of flow and species transport which vary depending upon the gestational age are 

included in this model as given in the Table 3. Initial conditions, C=1 mol/m
3
 within IVS and its 

extended domain, C=0 mol/m
3
 everywhere else, was being used. 

The equations governing diffusion through porous medium are, 

In IVS, FC and their attached extended domains,  
��

��
+ �� ⋅ ��	 = � ⋅ ��∇�	 (1) 

In basal plate, chorionic plate and placental barrier, 
��

��
= � ⋅ ��∇�	 (2) 

Here, C is the drug concentration and U is the flow velocity vector. The effective diffusivity is 

taken according to D = ϵτDF . Where ε is the porosity and τ denotes the tortuosity factor of the 

porous medium. DF  represents the diffusivity of the fluid phase (blood) filling the porous structures 

of IVS and FC. 

TABLE  2 : Flow boundary conditions 

Boundary Boundary Condition 

OP  = 	−�	, � = 10 × 10³ Pa 

BC � = 0 Pa 

MN  = 	�	, � = 4 × 10³ Pa 

JK � = 0 Pa 

HI, DE � =	� 

TABLE 1 : Diffusion boundary conditions 

Boundary Boundary Condition 

OP, BC ���� =	�
�
�� 	, 	��� = 	��� 

MN, JK �� ! =	�
�
"#	, 	� ! =	�"# 

HI, DE ��� = 	�
�
�	,  �� = 	�� 

BH, EK, CI, 

DJ 
����	� = ���

�	� 

TABLE  3 : Gestational age dependent variables 

Gestational 

age 

$%	
�% &⁄ 	 

$(	

�% &⁄ 	 
)*+	
�%² &⁄ 	 

-*+	
�μ%	 

20 weeks 0.38× 10�/ 0.4× 10�/ 4.4× 10�00 2 

40 weeks 0.38× 10�0 0.4× 10�0 4.4× 10�01 10 

FIGURE 1:Representative computational domain 
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In IVS and FC, PM flow is governed by the equations, 
2

3
.
1

3
��. ��	 = −�� + μ	�/� +	

μ

5
� (3) 

In extended domains, viscous free flow is defined by, 

2��. ��	 = −�� + μ	�/� (4) 

Everywhere in domain except placental tissue and  placental barrier,  

� ⋅ � = 0 (5) 

K is the macroscopic permeability of blood through the porous structure of IVS and FC with 

porosity values 0.7 and 0.17 respectively [4]. A commercially available software, COMSOL [5], 

was used to solve the discretized governing equations by finite element method. Implicit time 

stepping, which uses the backward differentiation formula (BDF), was chosen while solving the 

equations. Simulations were carried out using the gestational age dependent  parameters as shown 

in Table 3 

3. RESULTS AND DISCUSSION 

The Figure 2 shows 3 separate pairs of 

maternal and fetal blood concentrations 

for 40th week, 28th week and 20th week 

respectively. For the 40th week case, the 

drug concentrations equilibrate between 

maternal and fetal circulations in less 

than 12 hours. While for 20th week, the 

same takes more than 2 days (48hours).  

As the pregnancy progresses, the 

diffusion distance across the placental 

barrier decreases and blood flow rates in 

both maternal and fetal compartments 

increases. Consequently, both the 

convection and diffusion transfer of 

species speeds up. The effects are directly 

reflected as the reduced time for attaining 

concentration equilibrium between 

maternal and fetal blood streams. Maternal and fetal concentration profiles or all gestational ages 

follow exponential decay and growth patterns respectively. Cases for gestational ages between 20th 

and 40th week also follows the same trend and their materno-fetal concentration pairs falls within 

these two curve pairs which marks the boundaries of the present model’s valid range. 

FIGURE 2: Drug concentrations (C) in maternal and 

fetal blood 

FIGURE 3: Variation of drug concentraion with time for different regions placentone at term 

pregnancy 
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This indicates that the time available for taking counter measures after mother is exposed to harmful 

chemicals is very less towards term pregnancy. Whereas in early stages of gestation, there is more 

time to plan and act with the counter measures. Meanwhile, it is also to be considered that the low 

body weight of the fetus during early stages of 

pregnancy can elicit toxicity much earlier than in 

the case of near term. To understand the minute 

details of variation of drug concentration in each 

region of placentone, a time sequence of the 

concentration contours at term (40th week), as 

shown in Figure 3, was analysed for up to a period 

of 48 hours. After 5 hours, the two blood streams 

equilibrate completely and no further trans-barrier 

transfer occurs. But another diffusion zone develops 

within the basal and chorionic plates where the 

blood comes into contact with their surface. This 

indicates the possible absorption of drug into tissue 

regions which can act as a dummy source of drug 

even after the blood streams are cleared of drug. 

The overall results of the study ranging from 20th 

week to 40th week of gestational age has been 

summarized as a 3D Rational-Taylor surface as 

shown in Figure 4. Any point on the surface 

predicts the non-dimensional fetal blood concentration at the corresponding perfusion time with an 

accuracy of 98% of the actual simulation results. 

3. CONCLUSION 

The numerical model developed in this work treats placenta as a dynamic porous medium species 

exchanger. Flow and diffusion properties of placenta which are gestational age dependent have been 

included. The model effectively predicts the fetal exposure level of maternally ingested drug for any 

gestational age between 20
th
 week and 40

th
 week. It has been observed that during pre-term 

pregnancy period, the fetal exposure level was much lower compared to that of a term placenta for 

same perfusion time. Even after transplacental drug transfer stops, diffusion zones which were 

active for much longer period were observed to exist in placental tissue of both chorion and basal 

plate. These diffusion zones could act as dummy reservoirs even after the drug has been cleared 

from the blood by active or passive elimination methods. 
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Abstract 

In this present study, the slot jet impingement of air on heated flat plate is numerically analysed by using 

two different solvers namely, ANSYS Fluent and OpenFOAM. The present study considered two 

dimensional, incompressible, turbulence and steady state for nozzle to plate spacing h/S = 4 and Res = 

2750 using k-ω SST and turbulence models. The local Nusselt number results were compared with 

the experimental results of Gardon et al. [1].The variation of turbulent kinetic energy at different locations 

of the domain were studied for both the turbulence models. The simulation results obtained using 

OpenFOAM predicts the secondary peak of the curve in k-ω SST turbulence model while the stagnation 

point was captured more accurately by ANSYS Fluent. 

 

Key Words: Heat Transfer, Air Jet Impingement, Turbulence 

 

1. Introduction 

    Jet impingement heat transfer has always been a topic of interest in many industrial applications such 

as heating, cooling and drying. Constant intensive researches are done to gain more insight in this field. 

Jet impingement is an inevitable part of heat transfer due to its varied advantages like immediate and 

selective cooling. Gardon et al. [1] has experimentally concluded the relationship of various factors, like 

Reynolds number, nozzle to plate spacing and how it affects heat transfer coefficient. They have found out 

that the lateral variation of heat transfer coefficient forms a bell shaped curve for nozzle to plate spacing 

greater than 14 slot width. The dependence of heat transfer coefficient at stagnation point has been 

investigated by many researchers and they unanimously agree that higher the Reynolds number higher 

will be the heat transfer coefficient at stagnation point [1 - 3]. For fixed Re the Nusselt number increases 

for decreasing values of nozzle to surface spacing [9 - 11]. Ashforth et al. [3] has found experimentally 

about the effect of semi-confinement at stagnation point heat transfer and concluded that heat transfer 

reduces up to 10% at stagnation point due to semi-confinement.They have also found out that the highest 

heat transfer is obtained when the plate is kept at the end of the potential core of the impinging jet. 

     These experimental problems can be numerically simulated using CFD codes which enables the use of 

various turbulence models to predict the velocity variations and heat transfer behaviour. Various models 

like  K- ε and k-ω are commonly used two equation models. The  turbulence model proposed by 

Durbin [5] and modified by Lars Davidson et al. [6] has done a great deal in predicting the velocity 

variations in different problems. His study concluded that for both massive and smooth separations, the 

near wall treatment of  system of equations is in good agreement with the experimental results. 

The velocity fluctuations were experimentally analysed by many researchers in order to study the 

turbulence effects of the flow [2 & 12]. However the selection of turbulence model depends upon the 

nature of the problem. Dutta et al. [4] have conducted studies on various turbulence models and 

closeness of its prediction to the experimental results and concluded that k-ω model predicts the nature 

of the heat transfer curve better for flat plate slot jet impingement. 

    Though the various turbulence models were studied, the comparative study done on this, based on 

different CFD software namely ANSYS Fluent and OpenFOAM is not very common. The variance of velocity 

fluctuations and how precise the same model, in predicting various behaviours of the flow when run in 

different software are the key factor of interest in this present study. 
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2. Problem Statement 

In this present study, slot jet impingement of incompressible air on an isothermal flat plate is investigated 

numerically. The Nozzle to plate spacing, h/S = 4, for a flow of ReS = 2750 impinging on a flat plate is 

considered for the present numerical study [1]. The slot width of the nozzle S is 0.0015875 m and the side 

of the plate is 0.1524 m in length. The computational domain is as shown in Fig. 1. 

 
Figure 1: Domain geometry used for numerical study 

The Reynolds number and Nusselt number are defined based on slot width,S of the nozzle  

ν
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3. Governing Equations 

    The Reynolds time averaged governing equation for continuity, momentum and energy of an 

incompressible fluid are given as follows 
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3.1 Numerical Methodology 

 In this present study, the numerical simulations were carried out using two CFD software packages, 

ANSYS Fluent and OpenFOAM. The simulation is done for incompressible, steady state, symmetric, 

turbulent slot jet impingement problem, giving exact same inputs in both the software. SST and 

 models were used to model the turbulence. For setting up the cases in OpenFOAM [7] and ANSYS 

Fluent [8] their respective user guides were followed. SIMPLE algorithm was used for pressure and 

velocity coupling. Second order upwind scheme was used for spatial discretization of convective terms. 

3.2 Boundary Conditions 

• Inlet – Uniform velocity distribution is considered at 300 K. The turbulent intensities were varied 

between 2 to 4 percentage and the turbulent viscosity ratio was varied from 1 to 5 percentages.   The 

initial values of turbulent kinetic energy, turbulent dissipation rate and specific dissipation rate were 

calculated from the following equations. 

( )2

2

3
uIK = , 

1
2

)/( −= µµ
µ

ρ
ε µ t

K
C ,

1
)/(

−= µµ
µ

ρ
ω t

K
 and  Kv

3

22 =  

• Heated Plate – Isothermal heated plate at 350 K with no slip condition is considered. 

• Symmetry – Symmetry boundary condition is applied. 
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• All Open Domains – Both Pressure inlet and pressure outlet are open sides of the domain with zero 

initial gauge pressure as shown in Fig. 1. 

3.3 Grid Independence Test 

     Grid independence test was done for both the software using three different mesh dimensions (x,y): 

225× 100, 280×150, 340× 200. For OpenFOAM only a slight variation was observed at the secondary peak 

region and for ANSYS Fluent all the curves overlapped as shown in Fig. 2. Hence the grid 280 × 150 was 

chosen for further studies. Grid is made sufficiently fine so as to ensure a  below unity. 
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Figure 2: Grid independence test result with  SST turbulence model. 

4. Results and Discussions 

For OpenFOAM simulations, the stagnation point Nusselt number was over predicted and is almost same 

for both turbulence models. But the phenomena of secondary peak was captured by  SST 

turbulence model only. The variation of turbulent intensity and eddy viscosity ratio varies the nature of 

Nusselt number curve but the stagnation point Nusselt number is not varied much. 

The stagnation Nusselt number for both turbulence models simulated by ANSYS Fluent matches with that 

of the experimental result but it failed to predict the secondary peak as shown in Fig. 3. The Nusselt 

number curve of   model in ANSYS Fluent over predicts the behaviour of the curve after secondary 

peak, but  model prediction in OpenFOAM matches with experimental curve after secondary peak. 

The assumption of initial turbulent intensity of 4 % and turbulent viscosity ratio of 1% was able to give 

better fit with the experimental result when using k-ω SST model while the  model predicted the 

result at 2 % turbulent intensity and 5 % turbulent viscosity. 

 

 

 

 

  

 

 

 

 

 

 

 

 

Figure 3: Comparison of numerical results of  and k-ω SST models with the experimental results. 
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Figure 4: Non dimensional value of turbulent kinetic energy at near wall Y/S = 0.02. 

 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: The variation of turbulent kinetic energy at different locations with k-ω SST turbulence model. 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: The variation of turbulent kinetic energy at different locations with  turbulence model. 

 

 The variation in predictions occur due to the variations in capturing the fluctuating velocity components 

of the flow at different points. Figure 4 shows the predictions of near wall turbulent kinetic energy at Y/S = 

0.02, for both turbulence models when solved with OpenFOAM and ANSYS Fluent. From Fig. 3 the 

secondary peak of Nusselt number curve of k-ω SST model in OpenFOAM, occurs at X/S = 6. From Fig. 4 it 
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is evident that at X/S = 6, the turbulent kinetic energy curve of k-ω SST model in OpenFOAM has a peak 

compared to ANSYS Fluent result. This variation helps k-ω SST model in OpenFOAM to capture the 

secondary peak in Nusselt number. It has been experimentally studied that near wall turbulence and 

correlated motion in outer region causes the rise in heat transfer coefficient creating a secondary peak 

[2]. The turbulent kinetic energy at various X/S ratios for k-ω SST turbulence model differ slightly for both 

the software as shown in Fig. 5. The variation of turbulent kinetic energy for  model using ANSYS 

Fluent and OpenFOAM shows considerable amount of differences at different locations of the domain as 

shown in Fig. 6. 

5. Conclusion 

1) The stagnation Nusselt number was better predicted by both the turbulence model in ANSYS Fluent. 

2) The phenomenon of secondary peak was captured only by k-ω SST turbulence model while running in 

OpenFOAM. 

3) The variation of near wall turbulent kinetic energy is the main reason for changes in predictions of the 

secondary peak by k-ω SST model in different software. 
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Nomenclature 

S – Width of slot nozzle (m) 

h – Nozzle to plate spacing (m) 

u – Average Velocity (m/s) 

I – Turbulent Intensity 

 -   Eddy Viscosity Ratio 

ν  - Kinematic Viscosity 

q ′′ - Heat Flux 

wT - Wall Temperature 

jT - Jet exit Temperature 

fk - Thermal Conductivity of the fluid 

K - Turbulent Kinetic Energy 

ε - Turbulent Dissipation Rate 

� – Specific Dissipation Rate 

 – Model Constant 0.09 

 – Density 

– Dynamic Viscosity 
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ABSTRACT 

The focus of the present investigation is to understand one of the important phenomenon in high speed flows 

called shock wave boundary layer interaction (SWBLI). Present study initially considers laminar and turbulent 

flows to understand the variation of wall skin friction coefficient, heat flux and coefficient of pressure 

distribution during hypersonic flow and after comparison with the standard results, laminar flow is considered 

for remaining work. The effect of variation of wall temperature, total flow enthalpy and Mach number on 

shock-induced separation is carried out in this study. The length of separation bubble is considered as a 

comparison parameter for skin friction coefficient calculations and it is found that length of the bubble is 

shorter in the turbulent case than laminar while it has increasing trend for increasing wall temperature, reducing 

trend for both increasing total energy content and increasing Mach number. In case of the heat flux calculations 

turbulent case gives higher values than laminar while reducing trend is obtained for increasing wall 

temperatures. Heat flux has an increasing trend for increasing total enthalpy as well as Mach number.   

Key Words: Hypersonic flows, shock wave boundary layer interaction, separation bubble. 

1. INTRODUCTION 

Hypersonic flow is one of the sought after topics of research. The phenomena particular to this flow regime 

which make designing and analysis of hypersonic vehicles critical are shocks, shockwave boundary layer 

interactions (SWBLI) and shock-induced separation. Higher heating loads and chemical reactions are some of 

the consequences of SWBLI[1]. Scramjet engine inlets, ramp-like surfaces on the aircraft’s body actually 

experience such phenomena[2]. SWBLI does not always have a negative impact. It helps in the mixing of air 

and fuel in case of engine inlets[2]. But other than this SWBLI has adverse effects on the body of the aircraft. 

So it is necessary to control the occurrence of SWBLI and hence proper understanding of the issue, parameters 

on which it depends and effects developed by it are required. Wall temperature, Total enthalpy of flow and 

Mach number are some important factors on which SWBLI depends[3]. These parameters cause variation of 

skin friction coefficient, heat flux, pressure distribution near the location of interaction. These issues are crucial 

for analysis and developing co-relations[4]. So the focus of the current study is on the thermal characterization 

of shock-induced separation caused by SWBLI in hypersonic flows. 

2. MATHEMATICAL MODELING AND SOLUTION STRATEGY 

The integral cartesian form of compressible Navier-Stokes equations is used in order to capture the physics 

involved in the present investigation. The equations are given below. ��� � ��� + �	
 − �. �� =  � ��� 

where  
 = � ����� + ��̂��� + ��̂��� + ���  � =  � 0�� �! � "� " + #�  � = $ �������%  and vector H contains source terms such as body 

forces and energy sources. ρ, v, E, p are density, velocity, total energy per unit mass and pressure of the fluid 

respectively. τ is the viscous stress tensor and q is the heat flux. Total energy (E) and total enthalpy (Ho) are 

related as E = Ho – p/ρ while Ho = h + |v|2/2 where h is enthalpy of fluid.                                                                           

For the present study, a two-dimensional single wedge geometry is considered as a computational domain. The 

density-based solver with implicit formulation is utilized to get the steady-state solution. The flow of air is 

modeled by perfect gas law while Sutherland’s model is considered to calculate the viscosity and constant 

Prandtl number of 0.7 are considered. The calculation of convective fluxes is carried out by AUSM scheme 

while the second-order upwind scheme is considered for spatial discretization.  
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3. RESULTS AND DISCUSSIONS 

The present study is carried out by considering hypersonic flow over a two-dimensional single wedge surface 

as discussed in [3], [5].Computational domain consists of a 0.05m flat plate with a wedge of the angle of 15o 

attached to it as shown in Fig.1. Grids are clustered near the ‘No-slip’ surfaces and at the junction of flat plate 

and ramp for capturing the boundary layer and SWBLI induced separation. Grid independence test is carried 

out by considering grid sizes of 180x60, 180x90, 240x120, 300x150 cells. It is found that 180x90 cells give 

grid independent solution. The grid with 180x90 cells and appropriate boundary conditions is shown in Fig.2. 

The free stream conditions employed in the investigation are M=6, Re= 8x10-5 m-1, wall temperature of 300 K 

and free stream stagnation enthalpy of 1.08 MJ/kg for laminar and turbulent flow considerations. The 

coefficient of pressure (Cp) and wall heat flux are used as comparison parameters. From Fig.3 and 4 it seems 

that the laminar flow consideration is in good agreement with the experimental as well as numerical results 

and hence it is used for further parametric studies. The high-speed flow with M=6 reaches the compression 

ramp and there is a formation of an oblique shock. The shock interacts with the boundary layer and submits it 

to the adverse pressure gradient and causes flow reversal which ultimately produces a separation bubble which 

is seen in Fig.5. The wall shear stress and ultimately skin friction coefficient (Cf) becomes negative where the 

flow separation starts and again attains positive value at reattachment point. The length of the separation bubble 

is the length between separation and reattachment points. The plot of skin friction coefficient is compared for 

both the cases of laminar and turbulent flows as shown in Fig.6. It can be understood from the plot that due to 

turbulence nature or eddies in the flow the separation bubble length is shorter as compared to the laminar 

separation bubble length and it comes out to be 14.6 mm for the turbulent case while 19 mm for the laminar 

case. In the separated zone, both velocity and thermal gradients reduce and thus it is evident from the Fig.4 

and 6 that both Cf and heat flux reduces in the separation zone.  

3.1 Effect of Wall Temperature: Now the effect of wall temperature on some parameters such as skin friction 

coefficient, the heat flux is analyzed. It is quite evident from the Fig.7 that as the wall temperature has increased 

the point of separation and reattachment moves away which means the length of separation bubble increases. 

And it attains maxima in case of adiabatic wall condition when the maximum temperature of 1190 K is attained. 

The reason behind that is increased wall temperature increases the viscosity of the near wall fluid which means 

thicker boundary layer. Thus the chances of the separation increases and it gives rise to the enhanced length of 

separation bubble. Reduced heat flux as shown in Fig.8 is also observed for higher wall temperatures as 

increased wall temperature causes the reduction in near-wall thermal gradient.  

3.2 Effect of Total Enthalpy: Now the combined effect of the wall temperature and the total temperature is 

studied by considering two wall temperature values 300 K and 500 K for two enthalpy values that are low 

enthalpy for 1.08 MJ/kg and high enthalpy for 1.8 MJ/kg. As the enthalpy of the flow is increased keeping the 

same wall temperature there is a reduction in the separation bubble size as seen in Fig.9. It is also observed 

that the plots of low enthalpy flow-300 K wall temperature and high enthalpy flow-500 K wall temperature 

follows the identical path. Here for both these cases wall temperature to total temperature ratio i.e. Tw/To is 

same thus it is important to note that this ratio Tw/To is a crucial parameter for skin friction coefficient 

calculations rather than considering Tw and To individually. Higher enthalpy flows mean higher flow velocities 

and which ultimately creates more resistance for separation. Also because of increased free stream 

temperatures in higher enthalpy flows temperature gradient in the near-wall region is increased and hence 

higher values of heat flux are observed as shown in Fig.10. 

3.3 Effect of Mach number:  Three cases M=5, 6 and 7 are considered to study the effect of Mach number on 

SWBLI. It is observed from the Fig.11 that as the Mach number is increased point of separation and 

reattachment move towards each other. In other words, the length of separation bubble reduces by an increment 

in Mach number. This is because the kinetic energy of the flow enhances as Mach number increases and it 

hinders the process of shock-induced separation. Further, when higher kinetic energy fluid is decelerated 

because of shock its temperature will rise. And the corresponding rise in thermal gradient will cause higher 

heat flux values which can be seen in the Fig.12.  

4. CONCLUSION 

Investigations are carried out in order to study the effect of some crucial parameters on SWBLI using 

commercial code. Important trends of skin friction coefficient, heat flux, and coefficient of pressure necessary 
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to develop a correct understanding of SWBLI are obtained. The skin friction coefficient trend is used to 

quantify the separation bubble size. It can be concluded that separation bubble length is lower in case of 

turbulent flows than laminar case while it increases with increase in wall temperature. It is also found that 

separation bubble length increases with a decrease in total enthalpy and Mach number. It emerges from the 

study that ratio of wall temperature to total temperature is an important parameter for shear stress calculations. 

The trend of heat flux is an important parameter for design procedure. It can be noted that heat flux increases 

with decreasing wall temperatures, increasing total enthalpy and increasing Mach numbers.  
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FIGURE 1. Computational domain FIGURE 2. Mesh with appropriate boundary conditions 

FIGURE 3. Comparison of Cp for various studies  FIGURE 4. Comparison of heat flux for various studies  

FIGURE 5. Shock-induced separation bubble indicated by streamlines  
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FIGURE 6. Comparison of skin friction coefficient for laminar and turbulent flows 

FIGURE 7. Effect of wall temperature on Cf FIGURE 8. Effect of wall temperature on heat flux  

FIGURE 9. Effect of total enthalpy of flow on Cf  FIGURE 10. Effect of total flow enthalpy on heat flux  

FIGURE 11. Effect of Mach number on Cf  FIGURE 12. Effect of Mach number on heat flux  
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ABSTRACT 

Water scarcity is becoming one of the serious global challenges due to increasing population, 

industrialization and contamination of existing water resources. To increase the supply of fresh water in order to 

meet its growing demand, desalination has been practiced worldwide from many years. In the present paper a 

single stage flashing (SSF) desalination system coupled with the nano-fluid based direct absorption solar collector 

(DASC) with the help of a counter-flow heat exchanger has been studied numerically. The thermal performance 

of the entire system is measured in terms of gained output ratio (GOR).The effect of various influencing 

parameters such as height (H) and length (L) of the collector, particle volume fraction (fv) of nanoparticles and 

incident flux (q) on gained output ratio (GOR) and top brine temperature (To) is studied numerically.  

 

Key Words: direct absorption solar collector, flash desalination, nano-particles, solar energy, gained output 

ratio 

 

1.  INTRODUCTION 

 

In order to meet the growing demands of fresh water, desalination is the reliable method and there are 

various methods used for desalination such as multi-stage flash desalination (MSF), multi-effect distillation 

(MED) and vapor compression (VC) which are basically phase change processes and requires a heat source [1]. 

Solar energy can be used as a heat source for thermal (phase change) desalination systems which is also a clean 

source of energy. In flashing desalination system which is one of the simplest method, the seawater is heated to a 

saturation temperature by any heat source and it then enters into a flash chamber which is maintained at a pressure 

lower than the saturation pressure of the heated seawater. Vapors of fresh water are obtained due to sudden 

reduction in pressure (flashing) which are then condensed in a condenser through which the cold saline water is 

flowing and in this way latent heat of vaporization of vapors produced is used to preheat the cold saline water[2]. 

The flashing chamber can be maintained at any temperature lower than the satuation temperature of heated 
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seawater so that flashing of the heated seawater takes place. The remaining seawater which is called brine is 

rejected out of the system. In the present study, a nano-fluid based direct absorption solar collector (DASC) is 

coupled with the single stage flash (SSF) desalination unit with the help of a counter flow heat exchanger. The 

incident solar energy is absorbed by the nanofluid inside the collector which is used to supply the required energy 

to preheated saline water in a counterflow heat exchanger. The output of the system is measured in the form of 

gained output ratio (GOR) and the effect of various parameters related to collector such as height (H), length (L), 

particle volume fraction (fv) of nanoparticles inside the base fluid and incident solar radiation (q) on the gained 

output ratio (GOR) and top brine temperature (To) is studied numerically.   

2. MODELING OF DASC BASED SSF DESALINATION SYSTEM 

The DASC based single stage flashing desalination system is shown in Fig.1. Modelling of the DASC 

system is done with the following assumptions. Nanofluid flows through the enclosed space of DASC at a very 

low and constant velocity. The bottom surface of DASC is highly insulating and transparent. Top surface of the 

container is a glass cover with transmissivity value of 0.95. The incident solar radiation on DASC is absorbed by 

the nanofluid flowing inside the collector. The variation of incident intensity along y direction  is calculated using 

the radiative transport equation (RTE) which is given by Eq. (1)[3]: 

nanoparticles
 - ( ) -

basefluid nanofluida e e

I
K K I K I

y


    


= + =


,       (1)      

where Kaλ ,Ksλ and Keλ  are spectral absorption coefficient, spectral scattering coefficient and spectral extinction 

coefficient and their equations are obtained from[3] and relation for spectral intensity (Iλ) is obtained from[4]. 

After obtaining the intensity distribution, the heat transfer model for DASC which  is steady state and two-

dimensional, is solved using the finite difference implicit method (FDM). The following governing equation is 

employed[3]: 

2

2
-  r

p

qT T
k C U

y y x


 
=

  
,          (2) 

where k is the thermal conductivity of the nanofluid, ρ is the density, Cp is the specific heat. The radiative flux 

absorbed by the nanofluid is given by Eqn. (3) which is as follows[3]: 

rq I d d  =  ,           (3) 

where d  is the solid angle between  the sun and the earth. In order to solve the model numerically, Eq. (1) is 

discretized into the uniform spectral nodes of 0.1 µm in the wavelength range of 0.1-3 µm (incident solar 

spectrum) and Eq. (2) is desctrezied into the uniform nodes of finite differences and such 1000 nodes are taken in 

both x and y-directions.  The value of incident solar flux is taken to be 1000W/m2 [3].  
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FIGURE 1. Schematic of single stage flashing (SSF) desalination unit coupled with the nano-fluid based direct 

absorption solar collector (DASC) through a counter-flow heat exchanger. 

The mathematical model is prepared for SSF unit which consists of a flash chamber and a heat 

exchanger.The mathematical model for single stage flash unit is quite simple and it includes total mass and salt 

balances. The total mass and salt balance equations are[5]: 

. . .

,f b dM M M= +            (4) 

. .

,f f b bM X M X=            (5) 

where Ṁf, Ṁb and Ṁd are mass flow rates of feed seawater, rejected brine and distillate. The salinity of rejected 

brine and feed seawater are denoted as Xb and Xf  respectively. The mass flow rate of the distillate produced is 

calculated by the following expression[2]:  

.

.

,

avg

f p st

d

fg

M C T
M

h
=            (6) 

where Ṁf is the mass flow rate of feed seawater having salinity Xf ,Cp is the specific heat capacity of the feed 

seawater, Tst is temperature drop of feed seawater during flashing and hfgavg is the average enthalpy of vaporization 

of distillate formed taken at the average temperature which is (Tavg = (To+Tb )/2). The temperature drop of 

seawater in the flashing chamber, Tst, is given by[2]: 

,st o bT T T= −             (7) 
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where To is the top brine temperature, i.e. temperature of the feed seawater at the entry to the flashing chamber 

and Tb is the temperature of brine at the exit of the flashing chamber which is taken as 30ºC.  The main output of 

the system i.e. gained output ratio (GOR) is calculated by the following expression[1]: 

.

avgd fg

abs

M h
GOR

Q
= ,           (8) 

where Qabs  is the rate of heat transfer between the preheated feed seawater and heated nanofluid in the heat 

exchanger and is calculated by the following equation: 

.

1( ),abs f p oQ M C T t= −             (9) 

where t1 is the temperature of feed seawater at the exit of the flashing chamber. 

3.  RESULTS AND DISCUSSIONS 

In this section, the variation of gained output ratio (GOR) and top brine temperature (To) as a function of various 

influencing parameters related to collector is shown. The values of the various parameters used in the numerical 

study are as follows. Inlet temperature of feed seawater (Tf) = 25°C, effectivess of the heat exchanger (Ԑ) = 0.8, 

mass flow rate of nanofluid (ṁnf) and feed seawater are 0.1 and 0.05 kg/s respectively. The copper nanoparticles 

are used to prepare the nanofluid. 

 

FIGURE 2. Variation of gained output ratio and top brine temperature as (a) function of particle volume fraction 

(fv),  (b) height of the collector (H), (c) lenght of the collector (L) and (d) incident flux on the collector (q). 
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Figure ( 2a) shows the effect of particle volume fraction on the GOR and To for H = 4mm. As particle 

volume fraction increases, outlet temperature of nanofluid (Tout) increases due to higher absorption of incident 

energy by the nanofluid due to which top brine temperature increases due to higher rate of heat trasnsfer in heat 

exchanger and hence mass flow rate of distillate (Ṁd) and GOR. Figure (2b) shows the effect of height (H) of the 

collector on the top brine temperature and gained output ratio for fv = 0.5%. As height of the collector increases, 

the absorption of incident energy by the nanofluid increases due to which outlet temperature of nanofluid 

increases which leads to higher top brine temperature and gained output ratio as explained above. Figure (2c) 

shows the effect of length (L) of the collector on the top brine temperature and gained output ratio for fv = 0.5% 

and H = 4mm . As length of the collector increases, outlet temperature of nanofluid increases as nanofluid remains 

under the sunlight for the greater time and absorbs more amount of radiation and increase in outlet temperature 

leads to increase in top brine temperature and ultimately gained output ratio. Figure (2d) shows the effect of 

incident solar radiation on the top brine temperature and gained output ratio for H = 4mm and fv = 0.5%. As 

intensity of incident radiation increases, nanofluid absorbs more amount of radiation which increases the outlet 

temperature of nanofluid which ultimately increases the top brine temperature and gained output ratio. 

4.  CONCLUSION 

The single stage flashing desalination system has been coupled with the nanofluid based direct absorption solar 

collector using a counter flow heat exchanger. The parameters related to collector such as height (H) and length 

(L) of the collector, particle volume fraction (fv) and incident solar radiation (q) affects the outlet temperature of 

the nanoluid which ultimately affects the top brine temperature and hence gained output ratio (GOR). Gained 

output ratio of the system presented is lower than 1 which indicates that the system needs further improvements.
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ABSTRACT 

In this paper, an implicit unconditionally stable 5- point compact formulation has been developed 

for solving the two dimensional unsteady incompressible viscous flows governed by Navier-Stokes 

equation on nonuniform and nonorthogonal grids. This formulation is the continuation from 

uniform to nonuniform grids of our previous formulation presented in [1]. We have introduced 

discretization techniques for the mixed derivative terms to handle the flow problems on nonuniform 

and nonorthogonal grids. The compact scheme is based on 5-point stencil of streamfunction 

formulation and is found to be second-order spatially and temporally accurate. Depending on the 

wave number analysis we have chosen proper forms of discretization for mixed derivative terms. 

Accuracy, effectiveness and stability of the proposed compact method have been seen by analyzing 

the analytical and numerical results. 

Key Words: Semilinear streamfunction equation, Biharmonic formulation, 5-point and9-point 

stencils, Benchmark problems. 

1. INTRODUCTION 

The construction of compact schemes to solve fluid flow problems governed by unsteady Navier-

Stokes (N-S) equations using biharmonic approach is fairly recent [2]. Even the compact schemes 

have brought about a renewed interest towards the finite difference approach using optimized 

stencil. Very recently, Tian and Yu[3] proposed a steady biharmonic formulation of a compact 

scheme based on 5-point stencil on uniform grids. But this approach could not fully exploit the 

advantages associated with using unsteady term and nonuniform grids. This motivates us to 

concentrate on optimized nonuniform stencil. In the present study, we have considered the Navier-

Stokes equations as generalized second order partial differential equations including mixed 

derivative andreaction terms. In addition, we have constructed the biharmonic formulation on 

nonuniform grids using 5-point compact stencils. The details of the literature survey on nonuniform 

grids in the biharmonic formulation have been given in [1]. In this paper a new formulation is 

developed by reducing the role of gradient of   and concentrating on the unsteady compact 

streamfunction-velocity approach for solving biharmonic formulation of N-S equations. It is based 

on 5-point as well as 9-point compact stencil [4] on nonuniform grids. Our proposedscheme works 

equally efficiently on problems described on both rectangular aswell as other curvilinear coordinate 

settings. It handles both Dirichlet and Neumann boundary conditions with ease. The performance of 

the proposed methodis investigated by considering well-studied benchmark problems such as 

classicall id-driven cavity flow. We compare our numerical results with both analytical and 

establishednumerical results, and excellent match is obtained in all the cases. 

  2. GOVERNING EUATIONS 

In the context of fluid flow problems, the two-dimensional (2-D) incompressible viscous flows 

governed by N-S equations in cartesian coordinates in the traditional streamfunction ( ) vorticity 

(   formulation include a convection-diffusion equation for vorticity and a Poisson equation for the 

streamfunction which are written in a bounded, simply connected domain     with smooth 

boundary    as follows: 

 
   

   
 

   

   
                                                                                        (   
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Where    are the Reynolds number and     are the velocity components along   and   directions 

respectively and the streamfunction is related with the velocity component as 
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By substituting equation (1) in equation (2), we have a biharmonic equation in streamfunction. The 

streamfunction-velocity or the purely streamfunction formulation based methodology has been 

developed for the solution of the 2D incompressible fluid flows governed by Navier-Stokes 

equations. By considering the transformation techniques the discretized form can be written as: 
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where      
        

         
            

 are the appropriate choices of the mixed derivative 

terms
   

    
 

   

     
 

   

          
   

       are shown in figure presented in the form of wavenumber 

analysis. 
3. RESULTS AND DISCUSSIONS 

The resolution and diffusion properties of the proposed scheme are observed by the Fourier analysis 

technique. The difference between approximation and exact results are concerned with the 

resolution characteristics. In the present section, the Fourier analysis of the second (    , third 

(    ,     ) and fourth (     ) order mixed derivatives is performed using the discretization of 

the elements in their sets. We begin by considering the trial function     (            √   

where wavenumbers       are in the   and   directions respectively. The non-dimensional 

characteristics of the above mentioned derivatives as afunctionof     corresponding to values of 

        have been shown in Fig. 1 and 2 From the resolution characteristics it is seen that      

and   
    are giving better spectral resolution in comparison to second order and even third order 

wide molecule central difference schemes for     and      respectively. In addition from Fig. 3, it 

is seen that   
   

   is giving better performance over other formulations, but to restrict our 

formulations in5-pt stencils in (n+1)
th
 level, we have chosen   

     . This concludes that the 

present compact scheme has much smaller dissipative error. The abovediscussion suggests that the 

compact algorithm developed here possesses better resolution properties and may be best suited for 

high Reynolds number flow computation. 

 

Taylor Green decaying vortices problem is extensively used as a model problem for analyzing 

accuracy ofthe newly developed scheme designed for time dependent problem.The governing 

equations are the equations (1)-(2) which will be solved in the square domain    (       

      . In biharmonic formulations, the exact expression for  is     (      (   
   

  . The initial 
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and boundary conditions for this biharmonic formulation can be easily derived from the exact 

solution. Fig. 4 shows the numerical and analytical streamline contours for Re = 1000 on a 41x41 

grid. This indicates a very close match of the numerical solutions with the exact ones.  

 

We have considered here also the problem of two-dimensional lid-driven square cavity flow which 

is extensively used as a benchmark for code validation of the incompressible N-S equations. In Fig. 

5, we have compared the horizontal velocities along the vertical centerline of the square cavity for 

Reynolds numbers ranging from 100 to 5000 and compare our computed data with those of Ghia et 

al. [5]. 

4. CONCLUSIONS 

In this paper, we proposed an implicit, unconditionally stable compact scheme on nonuniform and 

nonorthogonal grids for solving the fourth order streamfunction equations for unsteady N-S 

equations for incompressible viscous fluid flows. The results for all the test cases are in excellent 

agreement with the established experimental and numerical results 

 
Fig.1. Comparison of nondimensional characteristics for 2

nd
 order mixed derivative for         

 

 
Fig.2. Comparison of nondimensional characteristics for 3

rd
 order mixed derivative for        . 
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Fig.3. Comparison of nondimensional characteristics for 4

th
 order mixedderivative for         

 
Fig.4. Streamfunction contour for Re=1000 at t=0.5 for the exact and numerical result. 

 

Fig.5. Comparision of horizontal velocity along the vertical centreline for Re 100 to 5000. 
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ABSTRACT 

The present work deals with the effect of four different thermal boundary conditions on fluid flow 

and thermal behavior during natural convection in a closed square porous cavity. The generalized 

lattice Boltzmann method is used to simulate the flow through the porous cavity. Four different 

heating arrangements are made at the hot left wall of the cavity by adopting isothermal, sinusoidal 

and two different linear temperature distributions respectively while the right wall is maintained 

isothermally cold with the thermally insulated horizontal walls. Numerical solutions are obtained in 

terms of stream functions, Nusselt number (Nu) and entropy generation due to both heat transfer (𝑆𝜃) 

and fluid friction irreversibilities (𝑆𝜓) for the range of Rayleigh number (Ra) 103 - 105 and Darcy 

number (Da) 10-1 - 10-6 with porosity (ε) at 0.5. The comparison is carried out with existing published 

results to lend legitimacy to the findings. The entropy generation minimization (EGM) approach 

based on heat transfer rate and entropy generation is implemented to make a judicious choice of 

boundary condition in terms of energy efficiency. The results indicate that the selection of optimum 

boundary condition depends on the values of Ra and Da. The uniform and bottom to top linear heating 

are found to be energy efficient. 

Key Words: Thermal lattice Boltzmann method, Porous medium, Non-uniform temperature, EGM. 

1. INTRODUCTION 

Natural convection in a porous structure has always been a topic of interest for researchers as it is 

encountered in various natural and practical applications such as infiltration of molten metals, gas 

drying and transport process, geothermal operation, separation process, thermal reservoir, etc. Many 

experimental and numerical studies have been carried out to investigate different flow problems with 

a porous medium to study different aspects of porous medium based thermal systems. The current 

work deals with different thermal boundary conditions including non-uniform temperature 

distributions at the walls which can be found in various practical applications like microwave heating 

of food materials, air conditioning in a room, cooling of electronic equipment, solar collector, etc. So, 

it is crucial to identify the optimal boundary condition at which maximum heat transfer rate and 

minimum entropy generation prevail for a thermal system subjected to different boundary conditions. 

Recently, the use of EGM technique as a thermodynamic optimization tool has been significantly 

increased for different thermal systems such as natural convection in porous cavities [1].  

A perusal of literature suggests that few studies have been made concerning the effect of thermal 

boundary conditions on entropy generation during natural convection in fluid-saturated porous media. 

Besides that, studies made by using LBM are very limited. Hence, the objective of the current study 

is to exploit thermal lattice Boltzmann method (TLBM) to analyze the effect of four different thermal 

boundary conditions on entropy generation and heat transfer in a water-saturated porous cavity.  

2. PROBLEM FORMULATION AND METHOD OF ANALYSIS 

The physical system considered for current problem consists of a closed fluid-saturated porous square 

cavity with side L. Four different configurations of heating condition are considered at the left vertical 
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wall by applying uniform, sinusoidal and linear temperature distributions respectively. For all four 

cases, the right vertical wall is uniformly cooled while keeping the top and bottom walls thermally 

insulated as shown in Figure 1. At all four walls, a no-slip impermeable velocity boundary condition 

is used. In the schematic diagram of the present computational model (Figure 1), the boundary 

conditions for four different cases are presented in a dimensional form. 

       

FIGURE 1. Schematic diagram of computational model. 

In this work, Guo and Zhao’s generalized lattice Boltzmann model based on Brinkman–Forchheimer 

extended Darcy model [2] is adopted to simulate the flow through the porous medium at 

representative elementary volume (REV) scale. This approach uses a modified equilibrium 

distribution function (EDF) and a force term to incorporate the porosity term into the basic LBE and 

thus takes into account the linear and nonlinear drag forces of the porous media. To model heat 

transfer phenomenon, double-distribution-function (DDF) [2] is adopted with slight modifications to 

incorporate the effect of the porous medium. The D2Q9 lattice structure [2] is used to simulate 2D 

flow problems, where D and Q stand for a number of dimensions and particle velocities respectively. 

3. CODE VALIDATION 

We have investigated natural-convection in a differentially heated square porous cavity to check the 

validity of code in simulating porous thermal flow while comparing the results with published works 

of Nithiarasu et al. [3] and Nguyen et al. [4]. Table 1 depicts a good concordance between the results 

in terms of the average Nusselt number (𝑁𝑢̅̅ ̅̅ ) along hot wall of the cavity for different Ra and Da at 

Pr fixed at 1.0, which gives the confidence to carry out the present problem using our code. 

Ra Da 

𝑁𝑢̅̅ ̅̅  

𝜀 = 0.4 𝜀 = 0.6 𝜀 = 0.9 

Presen

t work 

Nithiar

asu et 

al. 

Nguye

n et al. 

Presen

t work 

Nithiar

asu et 

al. 

Nguye

n et al. 

Presen

t work 

Nithiar

asu et 

al. 

Nguye

n et al. 

103 10-2 0.998 1.01 1.005 1.003 1.015 1.010 1.008 1.023 1.015 

104 10-2 1.341 1.408 1.404 1.468 1.530 1.533 1.605 1.64 1.667 

105 10-4 1.056 1.067 1.062 1.059 1.071 1.065 1.061 1.072 1.066 

106 10-4 2.546 2.55 2.702 2.650 2.725 2.764 2.731 2.740 2.817 

TABLE 1. Comparison of present results for 𝑁𝑢̅̅ ̅̅  with Nithiarasu et al. [3] and Nguyen et al. [4]. 

4. RESULTS AND DISCUSSION 

For the current investigation, the grid size of 151×151 for Ra = 103, 201×201 for Ra = 104 and 

301×301 for Ra = 105 are found to be suitable for all computations. The solutions for current 
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simulations are assumed to be converged if their relative L1-error norms are less than 10-8. Simulations 

are carried out for the range of Rayleigh number (Ra) 103-105 and Darcy number (Da) 10-1-10-5 while 

keeping the porosity (ε) at 0.5 and Prandtl number (Pr) at 6.2. 

   

FIGURE 2. Comparison of vertical velocity V in the horizontal midline of the cavity at Ra’s of 103, 

104 and 105 respectively with Da = 10-3 and 10-5. 

It is found from Figure 2 that for all values of Ra, the flow rate diminishes and velocity approaches 

zero when Da reaches a very low value of about 10-5. The flow velocity increases with Ra values for 

all four cases and position of maximum velocity comes close to the vertical walls of the cavity. Both 

the cases of linear heating have similar velocity profile at Ra = 103 and 104 irrespective of Da and 

have lower magnitudes than the other two cases.  

    

    

    

FIGURE 3. variations of 𝑁𝑢𝑙ℎ̅̅ ̅̅ ̅̅ , 𝑆𝜃̅̅ ̅, 𝑆𝜓̅̅̅̅  and 𝑁𝑢̅̅ ̅̅ 𝑆𝑡𝑜𝑡̅̅ ̅̅ ̅⁄  with Da varying from 10-1 to 10-6 at three different 

Ra’s of 103 (top panel), 104 (mid panel) and 105 (bottom panel) for four cases respectively. 

Figure 3 shows that the variation of average Nusselt number (𝑁𝑢𝑙ℎ̅̅ ̅̅ ̅̅ ) along the left hot wall of the 

cavity with Da is found to be insignificant at Ra = 103. However, 𝑁𝑢̅̅ ̅̅  slightly decreases with the 

increase in Da at Ra = 103 for the top to bottom linear heating where the flow is mainly dominated 

by conduction mode of heat transfer. It is observed that the 𝑁𝑢̅̅ ̅̅  increases with Da at Ra = 104 and 105 
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as the effect of convective heat transfer augments. The maximum and minimum 𝑁𝑢̅̅ ̅̅  are attained for 

the case of uniform heating and top to bottom linear heating respectively. The augmentation of 

average entropy generation due to heat transfer (𝑆𝜃̅̅ ̅) and viscous effect (𝑆𝜓̅̅̅̅ ) throughout the cavity 

with increase in Da value is noticed for Ra = 103, 104 and 105 with minimal variation of 𝑆𝜃̅̅ ̅ for Ra = 

103. However, 𝑆𝜓̅̅̅̅  first increases and then decreases with increase in Da for all cases at Ra = 104 and 

105 due to the enhancement of convective flow velocity. At all studied values of Ra and Da, 𝑆𝜃̅̅ ̅ and 

𝑆𝜓̅̅̅̅  are found to be maximum for uniform heating and minimum for the case of bottom to top linear 

heating. It is seen that at low Da values for Ra = 103 and 104, the effect of 𝑆𝜓̅̅̅̅  is trivial and the entropy 

generation is mainly contributed by heat transfer irreversibility. The ratio between the 𝑁𝑢̅̅ ̅̅  and the 

𝑆𝑡𝑜𝑡̅̅ ̅̅ ̅ (= 𝑆𝜃̅̅ ̅+𝑆𝜓̅̅̅̅  )is calculated to make a comparison among the boundary conditions in terms of energy 

efficiency. 𝑁𝑢̅̅ ̅̅ 𝑆𝑡𝑜𝑡̅̅ ̅̅ ̅⁄  is found to be higher for both linear heating compared to other two cases at lower 

values of Darcy-Rayleigh number, Ram = 10 and 102 at Ra = 103 and 104 and for very low Da = 10-5 

and 10-6 at Ra = 105 as the heat transfer is controlled by conduction. However, the uniform heating 

has a higher value of 𝑁𝑢̅̅ ̅̅ 𝑆𝑡𝑜𝑡̅̅ ̅̅ ̅⁄   at higher Ram = 103 and 104 for Ra = 104 and 105 and at low Ram = 10 

and 102 for higher Ra = 105 where flow field is dominated by convection. 

5. CONCLUSIONS 

The present study exploits a double-population thermal lattice Boltzmann method to make a detailed 

analysis of the effect of four different thermal boundary conditions in closed square porous cavities 

on the fluid flow and thermal behavior during natural convection which has not been considered yet 

by other researchers. The current investigation deals with a number of non-dimensional parameters 

like Ra = 103-105, Da = 10-1-10-6 with porosity at 0.5. It is observed that the boundary conditions and 

different values of Ra and Da have a profound influence on heat transfer rate, entropy generation (due 

to both heat transfer and fluid friction irreversibilities). Sinusoidal heating is found to be the least 

energy efficient among the four cases due to its low 𝑁𝑢̅̅ ̅̅ 𝑆𝑡𝑜𝑡̅̅ ̅̅ ̅⁄ . Between the two cases of linear heating, 

bottom to top linear heating is found to be energy efficient due to higher heat transfer rate and lower 

entropy generation. At very low values of Da =  10-5 and 10-6 for all Ras, 𝑁𝑢̅̅ ̅̅ 𝑆𝑡𝑜𝑡̅̅ ̅̅ ̅⁄  is higher for all 

four configurations as the conduction mode of heat transfer characteristics prevails. The uniform 

heating is found to be more suitable for higher Ram = 103 and 104 for Ra = 104 and 105 and at low Ram 

= 10 and 102 for higher Ra = 105 whereas, bottom to top linear heating can be an effective and 

alternative heating condition for low Darcy-Rayleigh number, Ram = 10 and 102 at Ra = 103 and 104 

and for very low Da = 10-5 and 10-6 at Ra = 105. As the LBM code has been validated by replicating 

reliable published results, the current results presented in this article enjoy a good credibility. 
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ABSTRACT 

The effect of a swirl-device on the heat transfer characteristics in a decaying laminar swirling flow 

was studied numerically using Ansys Fluent. The taper angle of the swirl-device was varied from 

15° to 45° for different inlet gap widths. We showed the variation of the Nusselt number along with 

the axial direction for each of these cases and observed that the effect of the taper angle of the swirl-

device has an important role to play in affecting the heat transfer characteristics of the flow close to 

the inlet. We found that higher values of the taper angle gave more heat transfer enhancement 

irrespective of the inlet gap width. These results could be of important use when designing swirl-

devices for heat transfer enhancement.  

Key Words: Heat Transfer, Hydrocyclone, Swirling flow, Swirl Decay. 

1. INTRODUCTION 

The use of swirl flows are broad which include combustion chambers and in heat transfer 

enhancement applications[1], cyclone separators[1] and mixers[2]. Inducing of a swirling motion at 

the inlet is one of the ways to actuate swirl. This swirl may decay along the length of the channel. 

Study of decaying swirling flow in a pipe was conducted by Yao and Fang[3] using analytical 

method and Ayinde[3] by numerical method. Swirl decay studies for flows with interfacial slip have 

also been conducted [4], [5]. In a more recent study, the effect of a tapered swirl device at inlet has 

also been considered[1]. Studies have found that heat transfer has been enhanced when swirl is 

induced at the inlet[6]. Although some studies on the heat transfer effects of decaying swirling 

laminar pipe flow are found in literature, they have not addressed the effect of tapered swirl device 

at the inlet. Therefore, in order to have a better design of the tapered part of the inlet swirl device, 

we attempt a numerical study to show the effect of the angle of taper of the inlet swirl device on the 

heat transfer effect as reflected by the Nusselt number. We assume the taper of the inlet swirl device 

to be adiabatic and perform our analysis using the commercial CFD package Ansys Fluent. 

2. MODELING 

The computational domain is as shown in Fig. 1. We assume the swirl velocity to be invariant in the 

azimuthal direction and hence choose a two-dimensional axis-symmetric domain. The swirl device 

causes the flow to enter into the pipe with a swirling velocity superimposed over the axial velocity. 
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FIGURE 1. Schematic diagram of the computational domain. 

 

We use the half-domain of the pipe for our study. The fluid at entry is assumed to be isothermal 

with a temperature iT  and the wall of the pipe is assumed to be isothermal with a temperature 
wT . 

The equations governing the flow with their usual symbols are as follows[4], [5]: 
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The boundary conditions used for solving the above equations are as follows: 

                           At inlet, , , 0,z zi i r iv U v U v T T = = = =  

                           At outlet, 0, 0, 0, 0wz
r

m w

v T Tv
v

z z z T T


  − 

= = = = 
   − 

 

                                    At wall, 0, 0, 0,z r wv v v T T= = = =  

Where, mT  is the mean temperature.  
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3. METHODOLOGY 

In order to generate the results, we use the following definitions to aid our representation: The 

Reynolds number is defined as zv D
Re




= , where D  is the diameter of the pipe. Nusselt number 

at each section is calculated using 
hD

Nu


= , where 
( )

w

w m

q
h

T T
=

−
 and 

wq is the heat flux at the 

wall of the tube. Grid independence tests were carried out and 29565 elements were used in the 

computational domain. 

4. RESULTS 

The computational domain for the pipe’s geometry with the computational length of 

5000mm and a diameter of 50mm was chosen. A non-uniform grid was created with the 

mesh more refined at the wall, inlet , and the tapered section. The grid independence test 

was carried out by successively increasing the number of mesh elements until further grid 

refinement did not change the results significantly. It was found that 29565 elements gave 

the desired grid-independence. To study the heat transfer characteristics, the fluid inlet 

temperature was set at a steady value of 300K, while the wall was chosen to be isothermal 

at a temperature of 310K. The tapered section of the swirl device was assumed to be 

adiabatic. The fluid used to run the simulation was water.  

 

FIGURE 2. Plot of wall shear stress with the dimensionless axial coordinate for different grids for 

250Re = . We observe that grid becomes independent for 29565 elements and choose 29565 

elements throughout the present study.  

Numerical simulations were performed for different taper angle of the swirl -device α (15o , 

30o, 45o) taken at different inlet gap width δ (5mm and 10mm) values. The Nusselt number was 

then calculated at each section of the pipe in the grid using the above formulas and plotted in the 

axial direction. It is found that for higher values of α, the Nusselt number close to the inlet 

is higher (See Fig.3). However, for the same α, a lower δ produces higher Nusselt 

numbers towards the inlet. It was also found that irrespective of the value of δ, Nu closer 

to the inlet is higher for higher value of α as seen from Fig. 3(a) and 3(b). Use of larger 

taper angle of the swirl-device would help in increasing the heat transfer closer to the 

inlet in decaying laminar swirling flow through a pipe.  
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FIGURE 3. Plot of Nusselt number with the dimensionless axial coordinate for different values of 

taper angle of the swirl device   with (a) 5mm =  and (b) 10mm =  for 250Re = . 

.   

4. CONCLUSIONS 

The effect of a swirl-device on the heat transfer characteristics in a decaying laminar 

swirling flow was studied. It was seen that the effect of the taper angle of the swirl -

device has an important role to play in affecting the heat transfer characteristics of the 

flow close to the inlet as described by the change in Nusselt number. It w as observed that 

higher values of the taper angle gave more heat transfer enhancement irrespective of the 

inlet gap width. These results could be of important use when designing swirl -devices for 

heat transfer enhancement.         
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ABSTRACT 

We study the effect of viscous dissipation on the heat transfer characteristics of a viscoelastic fluid 

undergoing simultaneous squeezing and extrusion between two parallel plates. Viscous dissipation 

becomes important for certain non-Newtonian fluids because of increase in shear stresses. We use 

the Oldroyd-B model for modelling the dynamics of the viscoelastic fluid. Our study shows an 

intricate coupling between the fluid rheology and Nusselt number. Our study finds importance when 

designing equipment handling the simultaneous squeezing and extrusion of viscoelastic fluids, 

especially with respect to the heating and the removal heat.  

Key Words: Squeezed, Extruded, Nusselt number, Oldroyd-B, Viscoelastic Fluid 

1. INTRODUCTION 

Common industrial applications such as reactive extrusion, blending, compounding and stamping 

processes involve simultaneous squeezing and extrusion of soft materials and fluids. Processes such 

as hot extrusion and stamping may also involve heating of the fluid during the simultaneous 

squeezing and extrusion process. The complex interplay of the time scales of squeezing and 

extrusion on the fluid flow and heat transfer time scales is of prime importance to researchers in 

order characterize the flow physics and thermal transport properties of such processes via theory 

and experiments[1], [2]. The fluid rheology decides the time scale of the fluid and is an important 

consideration when studying the heat transfer effect of non-Newtonian liquids squeezed and 

extruded between two parallel plates [3]. Some studies have been reported in literature for the 

simultaneous squeezing and extrusion of Newtonian as well as power-law fluids between two 

parallel plates[3], [4]. These studies have clearly shown that the effect of viscous dissipation is of 

utmost importance when dealing with such flows[3]. The combined effect of squeezing and 

extrusion was examined on the flow properties of a viscoelastic fluid [4], however, no report of the 

heat transfer and thermodynamic characteristics was made. This discussion therefore essentially 

shows that there has been no reported study describing the heat transfer properties of a viscoelastic 

fluid being squeezed and extruded between two plates, despite being of relevance in many 

applications. 

2. MAIN BODY 

Let us consider the unsteady flow of a viscoelastic fluid between two parallel plates of length L  at 

a distance H apart (see Fig.1). The coordinate system is chosen in such a way that the x -axis is 

parallel to the plates and the y -axis is along the perpendicular direction of the plates as shown in 

Fig. 1. We assume that the plates are isothermal with both the plates at the same temperature. The 

motion in the fluid, which is at rest initially, is triggered by the simultaneous motion of the bottom 

plate along the positive  x -direction with an uniform velocity U  and the top plate along the 

negative y -direction with an uniform velocity V (as shown in Fig. 1). The viscoleastic fluid is 
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initially assumed to be in thermal equilibrium with the walls, the flow of the fluid is incompressible 

and laminar, the distance between the two plates is much smaller compared to the length of the 

plates, the fluid properties do not depend on the temperature and the fluid is free of any stresses 

initially, internal heat generation is not there except through viscous dissipation, lubrication 

approximation is valid [5], squeezing velocity is considered to be very small, the distance separating 

the plates remains approximately constant owing to a very small squeezing velocity  of the top plate 

[1], leading to a quasi-steady process.  

 

Fig. 1. Schematic diagram describing the problem 

The governing dimensionless equations for the flow and heat transfer of a viscoelastic fluid 

squeezed and extruded between two parallel plates may be written as: 
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.The equations have been non-

dimensionalized using the following parameters:  
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= , ( ) ( )* * *

1T T T = −  .   

The dimensionless numbers appearing in the above equations are defined as: Prandtl number 

Pr PC = , Eckert number ( )2 *Ec PU C T=  , U V = , Weissenberg number 

1Wi U H= ,  
2 1  =  and VH  = .  It is important to mention here that the parameters 
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  and   are called the extrusion parameter and squeezing parameter respectively[4]. The initial 

and boundary conditions employed for the solution of above equations are as follows: 

for 0,  0,  0,  0,  0,  =0, =0  yxx xy yyt u v     = = = =  , 

for 0,  At 0,  1,  0,  0t y u v  = = = =  and  for 0,  At 1,  0,  1,  0t y u v  = = = − =  

The Nusselt number at the wall is evaluated using ( )Nu t y=    at 0y =  from the solution of 

the temperature field. 

3. RESULTS 

We assume a fully forced convection and solve the dimensionless velocity equations before solving 

for the non-dimensional temperature . Second order central difference scheme is used for all the 

spatial discretization [6] and a fully implicit first order scheme is used for progressing in time. After 

conducting a grid independence and convergence test, a uniform grid of 0.01y =  and a 

dimensionless time step size of 
410t − =  was chosen for our study. In order to validate our study, 

we match our results for a Newtonian fluid with Duwairi et al [1] and find a good match. 

 

Fig 2. (a) Grid independence test:  Plot of   vs y for various numbers of grid points for  10= , 

0.1Ec = , 0.01 = , 10= , 10Pr = , 1.0Wi = , 0.8 =  and 
410t − =  at quasi-steady state 

and (b) Convergence test:  Plot of   vs y  for various time step for 10= , 0.1Ec = , 10Pr = , 

0.01 = , 1.0Wi = , 0.8 =  at 0.3t = . (c) Model Validation: Plot showing the variation of 

dimensionless temperature ( )y   vs y  at quasi-steady state obtained for two different values of 

15 = . The other parameters considered are 0.01Ec = , 0.72Pr = , 0.5 = , 0Wi =  and 

1 = . The value of the dimensionless temperature   obtained from the present study shows an 

excellent match with the results found in Duwairi et al [1]. 

We plot the temporal variation of Nusselt number for two different viscoelastic parameters namely 

Weissenberg number ( )Wi  and  . Weissenberg number is the ratio of the relaxation time scale of 

the fluid to the advective time scale of the flow, while   is the ratio of the retardation time scale to 

the relaxation time scale. We observe that the Nu is significantly higher for smaller values of Wi  

and larger values of  , indicating that the viscous dissipation is higher for Newtonian fluids as 

compared to viscoelastic fluids. This is because of energy absorbing capability of viscoelastic fluid 

as compared to a Newtonian fluid because of the presence of the elastic nature within it. We also 

observe that as the value of Wi  increases and the value of   decreases, the value of overall value 

of Nu is decreases. We also observe that value of Nu value has significant difference during 

transience as compared to steady state and is because of the effect of the elastic traction terms being 

(a) (b) (c) 
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more prominent during early transience. Due to the presence of residual stresses, the value of Nu at 

steady state is different for different values of the various parameters.  

 

Fig 3. Plot of ( )Nu t  vs. t  for various (a) Wi  with 0.1 =  and (b)   with 1Wi =  for  10= , 

0.01 = , 10= , 0.1Ec = , 10Pr = . 

4. CONCLUSIONS 

An unsteady heat transfer characteristics study of a viscoelastic liquid, squeezed and extruded 

between two parallel plates is studied.  The major conclusions drawn from the present study are as 

follows: 

• Nu increases for increase in Wi  and decrease in     . 

• Viscous heating is more in case of Newtonian fluids as compared to viscoelastic fluids because of 
inability of Newtonian fluids to absorb energy. 

• Nusselt number at steady state varies with Wi  and   because of existence of residual stresses.   
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ABSTRACT 

Conditional Moment Closure (CMC) model has been applied to turbulent premixed combustion 

only recently. Three- dimensional Direct Numerical Simulation (3D DNS) of growth of an ignition 
kernel in homogeneous and iso-tropic turbulence was performed to assess the accuracy of premixed 

CMC model. Variation of turbulent intensity was considered in this study and flames belonged to 

the thin reaction zones regime of turbulent premixed combustion. Premixed CMC model correctly 

predicted the variation of conditional scalars across the flame. Also, predictions of CMC model 

were found to be accurate at different stages of growth of an ignition kernel. 

Key Words: DNS, CMC, Premixed Combustion 

1. INTRODUCTION 

Conditional Moment Closure (CMC) is an emerging modelling strategy for turbulent premixed 

combustion. CMC was independently proposed by Klimenko [1] and Bilger [2]. Underlying 

assumption of CMC model is as follows: fluctuations in variables like temperature, mass fractions 
can be associated with the fluctuations of a single property. Also, deviation of variables from the 

mean is smaller when conditioned on such a single property. Though CMC model does not make a-

priori assumption of combustion being premixed or non-premixed, application of CMC model to 

premixed combustion is relatively new. Premixed CMC (PCMC) model and its advancement, 

Tabulated PCMC (TPCMC) will be discussed in the Section 2. Validation of TPCMC model using 

the data obtained by Direct Numerical Simulation (DNS) of ignition kernel growth will be 

discussed in the subsequent sections.  

2. PREMIXED CMC MODEL 

Reaction Progress Variable (RPV), denoted by c, is used as a conditioning variable in the PCMC. 

Conditional average is denoted by |Y c  or simply |Y c . Condition for averaging is given to the 

right of vertical line. indicates averaging operation. Here, Y can be any scalar (for example, fuel 

mass fraction). η is a sample space of RPV. In the CMC, Qi is used to denote averaged quantity 

and ( ; , ) ( , ) |iQ x t Y x t c   . Martin et al. [3] and Velez et al. [4,5] have given governing equation for 

Qi in a turbulent premixed medium (Eq. 1). Governing equations for all such Qi are solved in the 

CMC.   is a reaction rate term in Eq. 1. N denotes scalar dissipation rate and it is defined by Eq. 2. 

Conditional average of reaction rate (T1) and conditional scalar dissipation rate (T2) are used in Eq. 

1. Single and double dashes over Qi in Eq. 1 denote first and second derivative of Qi in RPV, i.e., c 

space. c is a reactive scalar and hence, the third term, Sc (T3), appears in the equation of Qi. Qi is 

converted into unconditional value in the physical space by using a suitable probability density 

function (PDF). The β-PDF of c is constructed using favre averaged value of c ( c ) and variance of 

c (2c ), as given by Klimenko and Bilger [6].  

 ( / ) | | | 0i i c ic N c Q S c Q       

                         T1                T2              T3   

(1) 
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 2
( )N D c   (2) 

It may be noted that the value of scalar dissipation rate obtained from a CFD solver is an 

unconditioned value and this value should be converted to a conditional average of scalar 

dissipation rate. Solving Eq. 1 requires this conditionally averaged value of scalar dissipation rate. 

Velez et al. [4,5] used a value at each cell in the domain to choose a solution of Qi useful at that cell 

in the domain. In order to obtain a conditioned value of N, Eq. 3 was used by Velez et al. [4,5]. N0 

is the unconditional value of scalar dissipation rate obtained from a CFD solver and used to choose 
a solution of Qi. 

 
0| 4 { (1 )}N c N c c   (3) 

The flowchart for TPCMC model is shown in Fig. 1(a). In the TPCMC method, equations for Qi are 
solved offline for different values of scalar dissipation rate [4,5]. Scalar dissipation rate is also 

calculated at every cell in the physical domain. This value of scalar dissipation rate is used to 

choose a correct solution of Eq. (1). Solving equations offline reduces the time required for 

simulation. Eq. (1) was solved for number of values of N using Two-point boundary value solver 

[7]. GRI-1.2 mechanism of methane-air combustion was used obtain the solutions [8]. Influence of 

N on solution of Eq. (1) may be observed in Fig. 2(b) for methane mass fraction. Values at the 

boundary are fixed and serve as boundary conditions to Eq. (1). Between c = 0 and c = 1, solution is 

affected by N. 
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Figure 1: (a) Flow-chart for TPCMC model [5], and (b) Influence of N on the solution of Eq. (1) for 

mass fraction of CH4. 

In the present study, accuracy of TPCMC model was tested using the data obtained from Direct 

Numerical Simulation (DNS) of growth of ignition kernel. Favre averaged value of scalar 

dissipation rate ( N ), c , and 2c was obtained from DNS. Based on the value of N , appropriate 

solution of Eq. (1) was chosen. It was integrated using PDF constructed based on c  and 2c to 

obtain the values in physical space.     

 

3. DIRECT NUMERICAL SIMULATION 

DNS of ignition kernel growth was performed using PENCIL code. PENCIL code is an open-
source DNS code capable of solving multi-step chemistry [9]. Three-step irreversible chemistry of 

methane-air combustion was used [10]. Initial ignition kernel, containing products of combustion, 

was created in the form of a sphere of diameter 0.25 cm at a temperature of 1660 K, which is same 
as the adiabatic flame temperature at equivalence ratio φ = 0.6. Chemical time-scale (τc = δL/ SL) is 

6.01 ms. Periodic boundary conditions were applied on all the boundaries. Parameters of the two 

cases are given in Table 1. Intensity of turbulence is denoted by u' and integral scale is denoted by lt 

in Table 1. Karlovitz number of both cases is also given in Table 1. Both flames belong to the thin 

reaction zones regime. Simulations were run for a total of 6 ms, which is equal to τc.  RPV has been 
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defined using mass fraction of CH4 as given in Eq. 4. Subscripts b and u denote mass fractions in 

burned and unburned states of fuel-air mixture respectively.  

Laminar flame speed (SL) 13.8 cm/s Flame thickness (δth) 0.083 cm 

Unburned gas temperature 300 K Initial pressure 1.01 bar 

Domain size  4 × 4 × 4 cm Grid size 256 × 256 × 256 

 u' (cm/s) lt (cm) τf (ms) Da = τf  / τc Ka 

Case 1 50 0.15 3 0.5 5.13 

Case 2 69 0.15 2.17 0.361 8.31 

Table 1: Parameters of simulation 

 
4

4

1
CH

CH u

Y
c

Y
   (4) 

4. RESULTS AND DISCUSSIONS 

Data obtained from DNS was favre averaged on the surfaces of constant radius. Radius was 

calculated from the centre of mass of the flame. Methane mass fraction and temperature were 

chosen to compare the predictions of DNS and TPCMC. Figure 2 shows comparison of DNS and 

TPCMC predictions for methane mass fraction and temperature for both cases. Data shown in Fig. 2 

was obtained at 6ms. For both cases, predictions of TPCMC are in close agreement with the DNS 

for both scalars. 
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Figure 2: Comparison of DNS and TPCMC predictions for (a,c) methane mass fraction and (b,d) 

temperature. 
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Figure 3: Comparison of DNS and CMC predictions for (a) methane mass fraction and (b) 

temperature at 3.2 ms. 

In order to test the accuracy of TPCMC in predicting the values at an earlier stage of growth of 

ignition kernel, TPCMC predictions at 3.2 ms were compared with DNS predictions for case 1. 
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Figure 3 shows the results for comparison at 3.2 ms. Agreement between CMC and DNS is equally 

good at this earlier stage in the growth of ignition kernel. 

5. CONCLUSIONS 

Direct Numerical Simulation of growth of an ignition kernel was performed. Data obtained from the 

DNS was used to assess the accuracy of TPCMC model. Predictions of TPCMC was tested with the 

data obtained from DNS at different time instances. TPCMC was found to predict variation of 

methane mass fraction and temperature accurately at different stages of growth of an ignition 

kernel. Also, the accuracy TPCMC model was unaffected by variation of u', though limited 

parametric range was considered in this study. TPCMC equation considered in this study does not 
contain an unsteady term, whereas problem of ignition kernel considered here is purely unsteady in 

nature. Predictions of TPCMC were found to be accurate for this unsteady problem as well. Also, 

different chemical mechanisms were used in DNS and CMC. This did not affect the accuracy of 

TPCMC model. DNS with detailed chemistry and over a larger parametric range may be performed 

to further judge the accuracy of TPCMC.  
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Abstract 
In the present study, a numerical investigation is carried out for a slot air jet impingement from a 
heatred circular cylinder. The flow is assumed to be two-dimensional incompressible, steady and 
turbulance.The non-dimensional pressure coefficient and the Nusselt number have been evaluated for 
the validation of the fluid flow and heat transfer characteristics. The results obtained from numerical 
work are compared with the experimental work [1-2]. The numerical investigation has been carried 
out using four different turbulence models such as, Realizable k- - - v2f.  The 
numerical results are obtained for the case of H/S = 8, S/D = 0.25 and ReD = 20,000.  
Key Words: Slot air jet impingement, Fluid flow, Heat transfer, Turbulence models 
1. Introduction 

Impinging jets are widely used in many industrial applications such as heating, cooling or drying 
a surface because of the characteristics of immediate and selective cooling for a heated surface.It has 
the advantages of low cost and simple in construction. It is widely used for tempering of glass, drying 
of textiles, paper, photographic films and painted surfaces, cooling of metal sheets and turbine blades 
and thermal control of electronic equipments. The number of researchers have presented the review 
for the jet impingement heat transfer on a flat surface. The availability of the literature for the jet 
impingement heat transfer with the curved surfaces is very few.Present study focuses the literature 
mainly on the cylindrical (curved) target surface with a slot air jet impining.Brahma et al. [1] has 
investigated the flow characteristics experimentally for a circular cylinder with an impinging slot air 
jet. The non-dimensional pressure coefficient have been calculatedon a circularcylinder. With the 
increase in Reynolds number, the stagnation pressure increases and the stagnation zone decreases. 
F.Gori&L.Bossi [2] have investigated for air slot jet impingement heat transfer from heated cylinder. 
They have studied the effect of non-dimensional distance between the slot jet and the cylinder (H/S) 
in the range of 2-10 and reported that the maximum value of mean nusselt number is at H/S = 6 and 
developed a heat transfer correlation for average Nusselt number (Nuavg.).The same authors [3]have 
made an experimental work with different slot size with D/S = 1,2 and 4. The maximum value of 
average Nusselt number is found to be at H/S = 8 for Re 4,000to 22,000. Pachpute & Premchandran 
[4] have studied both experimental as well as numerical work of air slot jet impingement cooling of a 
circular cylinder with and without a bottom opening semi-circular confinement. The numerical 
simulation has been carried out using the v2f turbulence model. They reported the maximum deviation 
for the stagnation Nusselt number to be 14% by comparing the experimental and numerical 
results.They have also suggested that the effect of flow confinement is significant at H/S = 2. The 
same authors [5] have made a numerical analysis with and without a top confinement by the v2f 
turbulence model. The numerical results are compared with the experimental data for the flat plate 

conf

They also measured the deviation for the stagnation Nusselt number to be 16% by comparing the 
experimental results.  

The present study focuses mainly on the air slot jet impingement heat transfer with the target 
surface as cylinder. The numerical simulation is carried out with the four different turbulence models. 
Hence, the objective of the present study is to select a turbulene model for the fluid flow and heat 
transfer characteristics. 
2. Problem Statement 
Figure. 1 shows the computational domain for the present study. The different parameters considered 
are non-dimensional jet to heated cylinder spacing (H/S), jet width to diameter ratio (S/D) and 
Reynolds number based on the diameter of the cylinder (ReD).  

VD
DRe  
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The Nusselt number defined based on the diameter of the cylinder as, 
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Figure.1 Computational domain used for the present study 
3. Numerical Method 

The flow is assumed steady, incompressible and turbulent, the Reynolds time averaged Navier-
Stokes equations are used for the numerical simulation. The continuity, momentum and energy 
equations are as follows, 
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The numerical simulation is carried out with the open source CFD solver OpenFOAM.The different 
turbulence models used are Realizable k- - - v2f. SIMPLE algorithm is usedfor 
the pressure and velocity coupling. The convective and turbulence terms are discretised using Gauss 
upwind method. The convergence is assumed to be reached when the residuals for all the convective 
and turbulence terms are less than 10-6.  
A constant magnitude of velocity of air is imposed at the Nozzle inlet. The flow is assumed to be fully 
developed at the exit of the Nozzle.  
Numerical bounadry condition 

 Nozzle Inlet- A uniform velocity profile is imposed at the nozzle inlet.The temperature of the 
air is assumed to be 300 K. The turbulent intensity and the viscosity ratio are fixed as 5% and 
5 for all the cases.  

 Nozzle wall - The nozzle wall is assumed to be adiabatic with no-slip.  
 Cylindrical wall The constant heat flux of 1000 W/m2 is imposed at the cylinder wall with a 

no-slip boundary condition for the velocity of the air. 

H 
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 Pressure boundary - The pressure boundary is assumed to be the entrainment boundary 
where the atmospheric air interacts with the inlet air. The total temperature at the boundary is 
assumed to be 300 K. 

Table 1. Parametric boundary conditions at different locations 

Parameter Bounadry names 
Nozzle Inlet Nozzle Wall Heated Cylinder  Entrainment 

U FixedValue 
FixedValue uniform 

(0 0 0) 
FixedValue 

uniform (0 0 0) 
PressureInletOutlet 

Velocity uniform (0 0 0) 

T 
FixedValue 

300 K 
Adiabatic 

HeatFlux 
1000 W/m2 

Total Temperature  
300 K 

k FixedValue kqRWallFunction kqRWallFunction ZeroGradient 

 FixedValue epsilonWallFunction 
epsilonWallFuncti

on 
ZeroGradient 

f ZeroGradient fWallFunction fWallFunction ZeroGradient 
v2 FixedValue v2WallFunction v2WallFunction ZeroGradient 

p_rgh ZeroGradient ZeroGradient zeroGradient Total Pressure uniform 0 
 
3.2 Grid independence test 
A grid independence study is carried out with the four different grid sizes having 5548, 8265, 12889 
and 20578 quadrilateral cells. The grid test is carried out with the v2f turbulence model for H/S = 8, 
ReD = 4500 and S/D = 4 as shown in Fig. 2.. All the grids near the walls are made in such a way that 
y+ value remains below unity. The grid having the least number of quadrilateral cells is selected for 
the further analysis. 

Figure 2 Grid independence study with different number of quadrilateral cells. 
4. Results and Discussion 
Numerical simulations are carried out to understand the fluid flow and heat transfer characteristics for 
air slot jet impingement heat transfer on cylinder. The local distribution of non-dimensional pressure 
coefficient and Nusselt number are reported. 
 
 

 

 

 

 

 
Figure.3 Comparison of numerical non-dimensional pressure coefficient results with the experimental 

results [1] 
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Figure 3 shows the non-dimensional pressure distribution around the circumferential direction of the 
cylinder. The non-dimensional pressure is maximum at stagnation point. After it decreases upto 
around 400 from the stagnation point. It remains unaltered upto around 1250and then after a slight 
increase in pressure is observed experimentally.The same trend is observed by RNG k- -
turbulence model. This shows that the RNG k- - ct the fluid flow 
characteristics well as compared to other models.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure.4 Comparison of numerical local Nusselt number results with the experimental results [2] 

 
Figure 4 shows the local distribution of Nusselt number for H/S = 2 and 6, S/D = 0.5 and ReD = 4,000 
and 20,000. The experimental results show that the value of the nusselt number is maximum at the 
stagnation point.It observed that from numerical resuts, all turbulance models trend similar from at 
stangation piont 0° to 180° except RNG k-  turbulance model. It also found that the RNG k-
capatre the secondary peak at around 40o. 
5. Conclusion 
The following conclusions are drawn from the numerical analysis 

1. For the fluid flow characteristics of the slot jet impingement heat transfer, RNG k-
k-  

2. For the heat transfer characteristics, no turbulence models predict at stagnation region Nusselt 
number well 

3. The RNG k-  = 40o 
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Nomenclature 
 
D  Based on the diameter of the cylinder 

 k  Turbulent kinetic energy ( 2m / 2s ) 
2v   Velocity fluctuations normal to the 

streamlines ( 2m / 2s ) 
 f  Elliptic relaxation function (1/s) 
 H  Distance between the nozzle exit and the 

cylinder (m) 
 S  Slot width of the jet (m) 
 D  Diameter of the cylinder (m) 
 Re  Reynolds number, dimensionless 
 V  Magnitude of the velocity of the air (m/s) 
 Nu  Nusselt number, dimensionless 

  Heat flux (W/ 2m ) 

WT   Cylinder wall temperature (K) 

jetT   Jet temperature or nozzle exit 

temperature (K) 
 kf  Thermal conductivity of the air (W/mK) 
 L  Length of the confinement (m) 
Greek 

  Turbulent dissipation rate ( 2m / 3s ) 
  Turbulence specific dissipation rate (1/s) 
 µ - Dynamic Viscosity of the air (kg/ms) 

  Density of the air (kg/ 3m )
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ABSTRACT 

In this paper, the experimental and numerical analyses on evacuated U – tube solar collector integrated 

with parabolic reflector are presented. Experimental facilities for testing the thermal performance of the 

evacuated U – tube solar collector integrated with parabolic reflector has been fabricated. A novel three 

dimensional numerical model on a U – tube solar collector is developed using finite element based CFD 

package – COMSOL Multiphysics 5.0. The numerical results obtained from the developed model are 

compared with the experimental data and a good agreement is found between them. Thermal efficiency 

of the solar collector is estimated at various solar intensities and working fluid temperatures. It is 

observed that the collector efficiency increases with increase in solar intensity and decrease in working 

fluid temperature. Further, the rise in working fluid temperature and variation in pressure drop along 

the U – tube are predicted numerically.  

Key Words: Evacuated U – tube solar collector; Parabolic reflector; Thermal modeling; Solar collector 

efficiency. 

1. INTRODUCTION 

The evacuated U – tube solar collector is a crucial component for effective utilization of solar thermal 

energy [1]. Nowadays, this type of collector is being used in several practical applications due to their 

higher operating temperatures and lower investment cost. It is basically a heat exchanger which transfers 

the solar radiation from the Sun to the working fluid. The solar radiation incident on the outer glass 

surface of the evacuated tube is transferred to the inner glass through radiative heat transfer and then it 

is absorbed by the U – tube due to conduction (Fig. 1(a) – (b)). Finally, the energy collected by the U – 

tube is exchanged to the working fluid by means of convective heat transfer. The experimental setup 

fabricated at IIT Guwahati shown in Fig. 1(a) – (b), additionally consists of parabolic reflector along 

with evacuated U – tube solar collector. This reflector reflects the solar radiation to the evacuated tube 

received from the Sun, which provides additional heat to the solar collector and also, improves the 

collector performance.  

 
(a) schematic view 
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(b) cross sectional view  (c) U – tube solar collector model 

FIGURE 1. Evacuated U – tube solar collector integrated with parabolic reflector. 

Very few experimental studies have been carried out for analysing the performance of the evacuated 

tube solar collector integrated with parabolic reflector and there is no profound numerical and 

experimental analyses on evacuated U – tube solar collector integrated with parabolic reflector reported 

in the literature [2]. Therefore, this paper focuses on developing a novel numerical model for analysing 

the heat transfer characteristics of the evacuated U – tube solar collector and the numerically predicted 

thermal efficiency and pressure drop of the solar collector are compared with the experimental data.  

2. EXPERIMENTAL APPARATUS AND TEST PROCEDURE  

The schematic and cross-sectional views of the experimental setup and evacuated U – tube solar 

collector integrated with parabolic reflector (EUTSCIPR) are shown in Fig. 1(a) & 1(b). The main 

components of this setup are evacuated tube, copper U – tube, parabolic reflector, data acquisition 

system, pyranometer and turbine type flow meter (TF). The cold water is passed into the U – tube 

through a control valve from the cold water storage tank situated at an elevated height of 1.3 m from 

the ground level using a flexible plastic pipe (Fig.1 (a)). The control value is used for regulating the 

flow rate. In order to monitor the flow rate, the turbine type flow meter (TF) (accuracy ±3%) is fitted 

just after the control value. The capacity of the storage tank is about 500 lit and the water level in the 

storage tank is maintained constant using a float ball valve. A mercury in glass thermometer (accuracy 

±0.5 οC) is placed at the top of the storage tank to measure the cold water temperature. 

TABLE 1. Dimensions, surface properties and operating parameters chosen for experimental and 

numerical analysis of the evacuated U – tube solar collector integrated with parabolic reflector. 
TABLE 1(a). Dimensions  TABLE 1(b). Thermo – physical properties 

Outer glass tube outer diameter (cm) 5.8 Glass tube transmittance 0.9 

Outer glass tube thickness (cm) 0.2 Absorptivity of coating material 0.9 

Inner glass tube outer diameter (cm) 4.7 Reflectivity of parabolic reflector 0.9 

Inner glass tube thickness (cm) 0.2 Water density (g/cm3) 1 

Air gap (cm) 0.1 Cp of water (kJ/kg – K) 4.2 

U – tube outer diameter (cm) 0.1 Copper conductivity (W/m – K) 307 

U – tube inner diameter (cm) 0.95 TABLE 1(c). Operating range 

Collector tube length (m) 1.8 Ambient temperature (οC) 26 – 34 

Parabolic reflector length (m) 1.6 Solar intensity (kW/m2) 0.52 – 1.08 

Focal point (cm) 3.8 Water inlet temperature (οC) 23 – 38 

  Water flow rate (g/s) 6 – 24 

  Reynolds number (Re) 792 – 3700 

The heat gained by the evacuated tube due to the reflection of solar radiation from the parabolic reflector 

and the direct emission of solar radiation from the Sun, is transferred to the cold water entering into the 

solar collector through copper U – tube (surface to surface heat exchange). Thus, the hot water coming 

out of the solar collector is collected in a hot water collection tank (CT). A pyranometer is placed 

adjacent to the evacuated U – tube solar collector integrated with the parabolic reflector for measuring 

the solar radiation incident on the evacuated tube outer glass surface.  K – Type thermocouples 

(accuracy ± 0.5 οC) are placed at the exit of the copper U – tube and to the open atmosphere for 

measuring the hot water and the ambient temperatures respectively. Data acquisition system is used for 

acquiring the outputs of thermocouples and pyranometer. The wooden support is used for maintaining 
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the inclination angle. The solar collector inclination angle is chosen based on maximum solar radiation 

that can be incident on the U – tube solar collector and according to Guwahati climatic solar irradiance 

data, this angle has been fixed at 150ο along the negative X – direction from the origin [3]. Stainless 

steel sheet is used for designing the parabolic reflector and the parabolic shape is fabricated by 

calculating the focal point. The dimensions, the thermo – physical properties and the operating 

conditions of the evacuated U – tube solar collector integrated with parabolic reflector are listed in 

Table 1. The uncertainties involved in the estimation of dependent parameters such as pressure drop, 

useful heat gain and thermal efficiency are calculated using Kline and McClintock method [4] and they 

are estimated as ± 3%, ± 2% and ± 3%, respectively. 

3. NUMERICAL MODELLING 

To develop a numerical model, COMSOL Multiphysics 5.0 is chosen. Fig. 1(c) shows the cross – 

sectional view of the three dimensional U – tube solar collector model containing working fluid inside 

the U – tube. Copper and water are used as the U – tube material and the working fluid, respectively. 

Following assumptions are considered for solving the developed model numerically,   

• Working fluid is incompressible and Newtonian. 

• Buoyancy effect is quantified using the Boussinesq approximation.   

• Fluid flow is stationary along the U – tube. 

• In between the evacuated tube and the U – tube, heat transferred by the process air is negligible.   

3.1 Governing equations 

Continuity equation: 0V =  (1) 

Momentum equation: ( ) 2 1
.V V V P g T 


 =  −  −   (2) 

Energy equation: ( ) 2.pC V T k T  =   (3) 

where ρ, V, Cp and β are the density (kg/m3), velocity, specific heat (kJ/kg – K) and volumetric thermal 

expansion coefficient (1/K) of the working fluid.  

3.2 Boundary conditions 

• The mass flow rate of the working fluid (ṁ) and the atmospheric pressure (P = Patm =1.013 kPa) are 

imposed as the boundary conditions for the entrance and exit of the U – tube respectively. 

• Constant heat flux (ϕq) along the upper surface of the U – tube i.e. ϕq = τg,oτg,iαcI(1+ρr), where ϕq is 

the heat absorbed from the evacuated tube (W/m2), I is the solar intensity (W/m2), τg,o and τg,i are 

the transmissivity of the inner and outer glass surface respectively, I is the solar intensity, αc is the 

absorptivity of the coating material and ρr is the reflectivity of the parabolic reflector.  

3.3 Mesh generation and Grid independence test 

The domains and boundaries of the U – tube are meshed using free unstructured tetragonal and 

triangular meshes. These type of meshes are chosen to ensure the discretization of relatively smaller 

sections of the U – tube i.e. the entrance and the exit of the U – tube. Finer mesh sizes are applied at 

working fluid inlet/outlets and working fluid boundary layer and ‘U’ bend. Grid independence test is 

performed for the developed model and found that the total grid elements of about 4, 68,437 are suitable 

for the present model.                  

3.4 Performance parameters 

(a) Experimental pressure drop: 
2

2
u

u
P

fL V
D


 = (Darcy–Weisbach Eq.);  

Friction factor, f = 64
Re

 for Re < 2300 & 0.250.079Ref −= for 2300 < Re < 105 (Blasius Eq.) 

 

(4) 

(b) Collector thermal efficiency:  , ,( )

2

p w o w i

c

q a a

mC T T

D L


 

−
=  

 

(5) 

where Tw,o/Tw,i and ṁ are the working fluid inlet/outlet temperatures (οC) and flow rate (kg/s), Du and 

Lu are the U – tube diameter (m) and length (m) (Lt = Leq : equivalent length along the ‘U’ bend + La :U 

– tube length along the absorber tube) and Da and La are the absorber tube diameter (m) and length (m), 

respectively. 
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4. RESULTS AND DISCUSSIONS  

The variation of solar collector thermal efficiency with the normalized heat loss ((Tm – Ta)/I) and the 

effect of mass flow rate on the pressure drop are presented in Fig. 2(a) & 2(b). It is observed that the 

numerical predictions are match well with the experimental data and the maximum deviation between 

them is ±5.8%. From Fig. 2(a), it is also observed that with increase in normalized heat gain, the 

collector thermal efficiency decreases. This indicates that, the thermal losses across the U – tube solar 

collector increases with increase in working fluid temperature. From Fig. 2(b), it is also found that with 

increase in working fluid flow rate, the pressure drop along the U – tube increases. This happens because 

as the flow rate increases, frictional losses due to increase in fluid viscosity and velocity and dynamic 

losses due to change in flow direction along the ‘U’ bend increases. As a consequence, the pressure 

drop along the U – tube increases.  

  
FIGURE 2. Performance analysis of the fabricated solar collector. 

5. CONCLUSIONS 

A novel numerical model for evacuated U – tube solar collector integrated with parabolic reflector has 

been developed. The numerical results obtained from the developed model were compared with the 

experimental data of the designed setup and observed good agreement between them with a maximum 

deviation of ± 5.8%. The performance of the solar collector has been predicted numerically and also 

compared with experimental values. From these analysis, following key points are observed. 

• During peak and non – peak solar intensities i.e. at I = 1080 W/m2 and I = 520 W/m2, the maximum 

and minimum collector thermal efficiencies were observed as 77% and 43%, respectively. 

• The collector thermal efficiency increases by 44%, with decrease in normalized heat loss from 16.3 

(m2 – K/kW) to 2.5 (m2 – K/kW). 

• For the given operating conditions, with increase in working fluid flow rate from 6 kg/s to 24 kg/s, 

increases the pressure drop by 58%.  

Present study simplifies the approach for analysing the heat transfer fluid flow variations along the U – 

tube and the thermal performance of the evacuated U – tube solar collector integrated with parabolic 

reflector. 
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ABSTRACT 

Molecular dynamics simulations are carried out on oxidation of SiC to study chemical interactions 

between constituent atoms. Simulation of the oxidation process is performed using ReaxFF based 

molecular dynamics method. A system of SiC slab and oxygen molecules are created in LAMMPS 

software which uses ReaxFF potential to model the breaking and formation of bonds. The 

simulation is carried out in three stages, increasing the temperature of the system from 100 K - 3000 

K. A post-processing code is developed to calculate the number of bonds formed between each pair 

of atoms at each time step during the entire simulation. This code also calculates the total number of 

various types of bonds that are being formed and the rate of change of forming/breaking of various 

bonds during the simulation. 

Key Words: Oxidation, Molecular Dynamics, ReaxFF, LAMMPS 

1. INTRODUCTION 

During re-entry of space vehicles in the earth’s atmosphere, very high temperature and pressure is 

generated at the surface of the vehicle. To withstand such extreme conditions, a thermal coating is 

coated on the shuttle which will act as Thermal Protection System (TPS). Materials used for TPS 

have to withstand a very high temperature. A more fundamental understanding of the behavior of 

these materials when exposed to very high temperatures and pressures, especially the degradation 

pattern, is required in order to develop a more efficient thermal protection system. One of the most 

widely used materials used in TPS design is Silicon Carbide (SiC). During the oxidation of SiC, 

oxide of silica is formed. SiC can go through the process of either passive oxidation or active 

oxidation [1]. 

In passive oxidation, the partial pressure of the oxidizing agent is high and a protective layer of 

oxide of silica is formed which prevents further oxidation. Whereas, in active oxidation, the partial 

pressure of oxidizing agent is low and no protective layer of oxide of silica is formed. Instead, SiO 

is formed which is in a gaseous state. 

For active oxidation, oxidation reaction occurs in the following form as shown in equation 1             

 

 SiC(s) + O2(g) → SiO(g) + CO(g)   … Equation 1 

 

While for passive oxidation, the following equation 3 is the way the constituents react.       

 

  SiC(s) + 3/2O2(g) → SiO2(s) + CO(g)    … Equation 2 

 

The passive-to-active transition occurs when SiO2 begins to react with the SiC substrate in the 

following way, 
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SiC(s) + 2SiO2(s) → 3SiO(g) + CO(g)    … Equation 3 

 

SiC(s) + SiO2(s) → 2SiO(g) + C(s)    … Equation 4 

 

With initial temperature, pressure and number of atoms set, the reactions occur naturally with time. 

Performing reactive dynamics simulations is perhaps a better way to study a chemically reacting 

system. This reacting system can be studied most accurately via Molecular Dynamics (MD) 

methods. 

In MD method, the atoms and molecules are allowed to interact, giving a dynamic view of the 

evolution of the system. The trajectories of atoms and molecules are determined by numerically 

solving Newton’s equations of motion for a system of interacting particles, where forces between 

the particles and their potential energies are calculated using interatomic potentials. A sophisticated 

bond-order based force field, ReaxFF[2] is used, which is capable of handling bond-breaking and 

bond-making. ReaxFF favors working with bond-order over bonds themselves. The ReaxFF method 

is unique among reactive force field approaches in that it obtains better accuracy for both reaction 

energies and reaction barriers. 

In this project, we carry out the oxidation of SiC using ReaxFF MD simulations at 3000 K 

temperature. The type of bonds being formed at each timestep is then calculated to understand the 

various reactions in the initial stages at the high temperature oxidation. This data can further be 

utilized to outline the rate constants and rate equations. 

2. SIMULATION DETAILS 

ReaxFF potential used in the simulation here was developed at Pennsylvania State University for 

studying the oxidation of SiC[3]. The simulation was carried out using LAMPPS program. 

LAMMPS includes the ReaxFF potentials for soft and solid-state materials and coarse-grain 

systems. 

2.1. STRUCTURAL SETUP 

A periodic domain of cell-size (15x12x50) Å was defined in which the atoms were created. For 

creating SiC structure we used repeating lattice of SiC with a lattice constant of 4.35 Å. In the space 

above and below the slab of SiC, oxygen molecules were created as shown in Figure 1 (a). 

 

2.2 SIMULATION SETUP 

Simulation was done in Canonical ensemble (NVT). A timestep of 2.5x10-4 ps was used. 

The simulation was carried out in three stages: 

(a) The atoms were created and the system was maintained at 100 K. (Timesteps: 100000) 

(b) The temperature was increased linearly from 100 K to 3000 K. (Timesteps: 1000000) 

(c) The system was maintained at 3000 K (Timesteps: 5000000) 

The temperature of system is maintained constant using Nosé-Hoover thermostat[4]. 

2.3 PROCESSING DATA 

The data which we obtained from the simulation had information about each atoms regarding their 

coordinates at each timestep, the neighbor list, and their bond order with each neighboring atoms. A 

code was written in C language to process this data. This code considers atoms’ neighbor list and 
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coordinates as input and calculate the bond-length of each of the atoms with its neighboring atoms 

at each time step. This calculated bond-length was then compared with the theoretical bond-lengths 

for the pair of atoms to identify whether the pair is forming a bond or not. 

3. RESULTS 

 
           (a)   (b)   (c) 

Figure 1. Structures from ReaxFF MD simulations at three different stages. 

Figure 1 shows the snapshots of simulation at three different time instants. In Figure 1, leftmost 

image (a) corresponds to the initial timestep; middle snapshot (b), shows the intermediate timestep 

where we observe that the oxygen molecules are moving into the SiC to form various bonds, and 

the last image (c), shows that the entire SiC structure is disturbed and different molecules like SiO, 

C-C, etc., are formed. 

 
Figure 2. Formation and breaking of bonds for all three stages. 

Page 415 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

Using the post-processing code, we now calculated the number of bonds that are formed during the 

simulation. Figure 2, shows the forming and breaking of the different bonds. The reaction started in 

the first stage and it continued till the last stage until the system has reached equilibrium. This is 

evident from the dissociation of Si-C bonds and O2 molecule at very early timesteps and the 

increase in interaction between silicon and oxygen as well. In the first 200 ps itself silicon oxide is 

formed and the system reaches equilibrium. The temperature at that instant was around 2500 K. 

 

A more important observation was made regarding the Carbon atoms. From the stoichiometric 

oxidation of silicon carbide, carbon monoxide was expected to be formed. But, we can see in Figure 

2 that there is a negligible interaction between carbon and oxygen atoms. Melting point of silicon is 

around 1500 K, whereas melting point of carbon is around 3500 K. As the temperature of the 

system is increased, SiC undergoes a slow phase-separation resulting in formation of amorphous 

silica slab and a separated carbon structure. This shows that silica started to show melting behavior. 

The formation of solid carbon chunk is also evident from the increased number of C-C single bonds 

in Figure 3 which also equilibrated at around 200 ps. Upon further analysis of the system it was 

observed that although there was no significant change in the formation of new bonds, but, there 

was a clear phase separation, showing the separation of carbon from silicon oxide at 3000 K. 

Simulations by varying temperature are being carried out and will be updated during the 

presentation. This variation would help us understand the formation of various products that can be 

formed. To improve fuel characteristics, simulations consisting of water molecules during oxidation 

are required and these simulations will also be considered.    

4. CONCLUSION 

In this work, bond-formation and bond-breaking trends for different pairs of atoms during oxidation 

of SiC at 3000 K temperature is presented. The simulation was carried out using the ReaxFF based 

molecular dynamics simulations. A solid slab of SiC was created to interact with gaseous oxygen 

molecules. From the results, we conclude that along with the formation of silicon oxides, a chunk of 

carbon is also being formed. From stoichiometric equation we know that silicon carbide when 

reacts with oxygen gives silicon oxide and carbon monoxide. But, in our analysis, there is no trace 

of interaction of carbon with oxygen atoms even when the system attains equilibrium. So, we can 

conclude that all the oxygen atoms are interacting with silicon and the number of oxygen atoms 

used in the simulations are less than required to interact with carbon atoms. Further more insight 

into the dynamics of reactions will be provided after completion of ongoing simulations. 

The above reaction happening can be summed up as, 

SiC(s) + O2 → SiOx + C(s)  ; where x = 1, 2. 
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ABSTRACT 

 

In this present investigation, entropy generation for combined free convective heat and mass transfer in doubly 

stratified fluid saturated square porous cavity under the multiple interacting force is reported. The left wall of 

the cavity is maintained at uniform temperature and concentration and right wall is assumed at stratified 

temperature and concentrations whereas the top and bottom walls are kept adiabatic. A viscous dissipation 

mathematical model is developed for the thermal and mass stratified fluid flow in porous media and 

implemented to the application of the entropy generation concept to optimize the free convective heat and mass 

transport. Further, the non-linear partial differential equations governing the study are solved numerically by 

using Galerkin Finite Element Method (FEM). Obtained results are compared with those from literature and are 

found to be in good agreement. In order to evince the characteristics and inherent structures of irreversibility in 

fluid flow, the obtained numerical results are demonstrated graphically by plotting the entropy generation due to 

velocity fields, heat transfer, mass transfer and total entropy generation plots for various values of parameters 

involved in the problem like: Magnetic parameter (Mg ), Thermal (ST ) and Mass (SC) stratification, Buoyancy 

ratio (B), Rayleigh number (Ra), Lewis number (Le), Soret (Sr) and Dufour (Df) numbers. 

Key Words: Free convection, Porous medium, MHD, Stratification, Entropy, Finite Element Method. 

 

1. INTRODUCTION 

In many of the engineering applications such as metallurgical, chemical and nuclear process, crystal growth, 

MRI of mass transport process, NMR to petroleum exploration and production, nuclear waste management, 

microwave heating, nuclear magnetic resonance imaging, reactive polymer flows in heterogeneous porous 

media, electrochemical generation of elemental bromine in porous electrode systems, electronic cooling, a 

detailed study of the MHD free convective heat and mass transfer in fluid-saturated porous media is required [2, 

3, 4, 5]. In this proposed work, the numerical study of free convective heat and mass transfer process in doubly 

stratified fluid saturated porous enclosure with considering the Soret and Dufour effects under the influence of 

magnetic forces is projected. Detailed numerical simulations are carried out by using Galerkin Finite Element 

Method for a wide range of parameters such as Magnetic parameter (Mg ), Thermal (ST ) and Mass (SC) 

stratification, Buoyancy ratio (B), Rayleigh number (Ra), Lewis number (Le), Soret (Sr) and Dufour (Df) 

numbers. In order to enhance the visualization of heat and mass transport, heatline and massline plots are 

depicted in addition to tracing streamlines, isotherms and iso-concentrations curves. 

 

So far, there has not been reported much work on free convective heat and mass transfer process in thermal and 

mass stratified fluid saturated porous enclosure by considering viscous dissipation. Particularly, entropy 

generation in the free convective heat and mass transfer within the porous enclosure under the interaction of 

MHD forces and thermal/mass stratification forces, which becomes very relevant in the context of designing the 
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prototype of thermal devices, packed bed thermal energy storage systems [6], urban ponds [7], solar hot water 

storage tanks [8], environmental chamber for bacterial culture preservation etc., have not been considered so far. 

 

2. MAIN BODY 
 

In the present investigation, a study of entropy generation in free convective heat and mass transfer process 

within the doubly stratified fluid saturated square porous cavity of length (ℓ) is carried out. As per the physical 

model, a uniform magnetic field of strength md is imposed in the horizontal direction normal to the plane i.e. in 

the Y-direction. Here, the bottom edge of the left vertical wall is considered at the origin of the coordinate 

system and the X-axis is measured along it. The left vertical wall of the cavity is maintained at the uniform 

temperature (tw) and concentration (cw) of some constituent of fluid and it is higher than the ambient temperature 

and concentration respectively. Moreover, the bottom and top wall of the cavity are kept adiabatic. Whereas, the 

right wall of the cavity considered at the ambient stratified temperature (t∞,x) and concentration (c∞,x). The 

porous medium is considered homogeneous and isotropic. The fluid and the square porous matrix within the 

cavity are maintained everywhere in local thermal equilibrium and Boussinesq approximation is valid. Under 

the action of above-mentioned assumptions, the non-dimensional form of the equations governing the flow, heat 

and mass transport in a fluid-saturated porous media can be written as follows: 

 ( )
2 2

2 2
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The associated boundary conditions in non-dimensional form are established as: 

 

0, 1 , 1   on 0,    0 1,

0, 0, 0                      on 1,   0 1,

0, 0, 0                 at 0,  1,    0 1.
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3. ENTROPY GENERATION 

The overall entropy generation due the combined heat and mass transfer in a porous cavity is calculated by the 

addition of entropy due to viscous dissipation (Eψ,i), entropy generation due heat transfer (ET,i) and entropy 

generation due to coupled heat and mass transfer (EC,i). 
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4. RESULTS 

The above non-dimensional of governing equations (1-3) with boundary conditions (4) have been solved using 

Galerkin Finite Element Method. At the very first instance, results are ensured independent of grid size. So that 

computations are done on various grid systems of 80 × 80, 90 × 90, 100 × 100, and 110 × 110. Where, it is 

observed that there is only a marginal variation of Nusselt number as one moves from 100 × 100 grid system to 

110 × 110 grid system so that 100 × 100 is chosen for further simulations. Before executing the extensive 

numerical computations, the code has been validated by comparing the results with those available in the 

literature [1]. Detailed numerical simulations have been carried out for associated parameters to investigate the 

impact of coupled MHD forces and thermal/mass stratification of fluid on entropy generations in the heat and 

mass transfer process in a porous square enclosure. 

In the Fig 1, total entropy generation curves have been plotted for Magnetic parameter (Mg ), Thermal (ST ) and 

Mass (SC) stratification, Buoyancy ratio (B) and Rayleigh number (Ra) while fixing other parameters. Where it 

is observed that for Mg = 0, entropy generation curves at the left bottom and right top corner of the cavity are 

alike parabola whereas at the core of domain entropy generation patterns are embedded ellipses having major 

axis in horizontal direction. As the Mg is raised, these curves started stretching in the vertical direction with 

reducing the value of entropy. Where the reduction in maximum value of entropy (Emax) is noted 57.88% by 

increasing the magnetic parameter from Mg = 0 to Mg = 1 and it reaches to 98.93% for Mg = 50. Moreover, while 

increasing the thermal (ST ) and mass (SC) stratification, for the case ‘0 ≤ ST, SC ≤ 1’, it decreases the maximum 

value of entropy generation but influence is vice-versa for ‘1 ≤ ST ,SC’. On the other hand, increasing the 

buoyancy ratio (B) lead to enhance the magnitudes of ‘Emax’ and for the negative value of the buoyancy ratio 

(B), ‘Egen’ curves are found mirror images of ‘Egen’ patterns while (B ≥ 0) at line ‘X = 1’. Additionally, for lower 

values of Rayleigh number (Ra), entropy generation curves look like set of two rectangular hyperbola families. 

While ‘Ra’ is increased, such patterns turns into embedded ellipses (in the core of domain) having horizontal 

major axis for higher values of ‘Ra’ and magnitudes of ‘Egen’ are elevated. 

 

5. CONCLUSIONS 

 

The aim of the present study is entropy generation analysis on natural convection in doubly stratified fluid 

saturated porous enclosure under multiple interacting forces. The mathematical model has been solved by using 

Galerkin Finite Element Method and simulations have been carried out for various parameters influencing the 

model. Present investigation shows that, the entropy generation reduces locally when rising the magnetic forces. 

Whereas increasing levels of thermal and mass stratification raise the entropy for ‘0 ≤ ST, SC ≤ 1’ and it is 

reverse in case when ‘1 ≤ ST,SC’. Additionally, rising the Buoyancy ratio (B) and Rayleigh number (Ra) 

increased the entropy of the system. The maximum magnitudes of total entropy are found at the left bottom and 

right top portion of the cavity. 
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FIGURE 1. Contour plots of entropy generation for Magnetic field parameter (𝑀𝑔) as (i) 𝑀𝑔 = 0, (ii) 𝑀𝑔 =

1 , (iii) 𝑀𝑔 = 5, (iv) 𝑀𝑔 = 10, (v) 𝑀𝑔 = 50 , similarly for Thermal ( 0,0.5,1,3,5TS =  ) and Mass (

0,0.5,1,3,5CS = ) stratification, Buoyancy ratio ( 5, 2,1,2,5B = − − ) and Rayleigh number (

10,50,100, 200,500Ra = ). 
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ABSTRACT 

 In this paper, CFD investigation has been done to visualize the flow pattern of air through a radial 

Inflow Cryogenic Turbine for the liquefaction of air.  The mean-line design and three dimensional 

model of turbine blade and fluid passage (Hub, Shroud, Inflow, Periodic side, outblock etc.) is 

obtained using Blade-Gen.  The computational grid is created using in ICEM-CFD software.  

Three-dimensional numerical simulation is performed using k-w model with shear stress transport 

(SST) turbulence model in Fluent© 18.1. Pressure, velocity, turbulence parameters etc. are 

visualized inside the fluid domain. It is observed that the pressure will be varied from 5 bar at the 

inlet to approximately 2.1 bar at the outlet. It is interesting to observe that the vortex forms at the 

trailing edge which is minimize by refining the blade profile. 

Key Words: Radial turbine, Flow pattern, Turbo-expander, Air. 

1. INTRODUCTION 

The concept of using an expansion turbine in a cycle for the liquefaction of gasses was first 

introduced by Lord Rayleigh in a letter to ‘Nature’ in June 1898. He emphasized that the 

refrigeration produced would be the most important function of the turbine rather than the power 

recovered. Edgar C. Thrupp patented a liquefying machine using an expansion turbine [1]. Turbo-

expander has wide application in various industrial processes as sources of refrigeration. The 

various applications of turbo-expanders include extracting hydrocarbon liquids from natural gas, 

refrigeration systems, power generation, power recovery in fluid catalytic cracker, etc. The turbo 

expansion turbines can be called as the heart of the modern cryogenic and refrigeration systems. 

With the efficiency and reliability of small scale turbines, the use of reciprocating expanders is 

being slowly phased out. 

 The design of centrifugal turbo-expander was perfected by a Russian physicist Pyotr Kapitsa in 

1939 [2]. Using a 8 cm Monel wheel with straight blades And operating at 40000 rpm, he claimed 

that his turbine could achieve an efficiency of 83%. A high speed turbine expander was developed 

as a part of a cold moderator refrigerator for the Argonne National Laboratory (ANL) by Voth et. al 

[3]. In 1964, the first commercial turbine using helium was operated in a refrigerator that produced 

73 W at 3 K for the Rutherford helium bubble chamber [4]. 

 The use of modern technology, such as computer numerical control technology, CFD software 

and Holographic techniques during turboexpander design process to further improve the 

turboexpander efficiency performance has been explained by Agahi et. Al [5]. Improvements in 

analytical techniques and design features have made turboexpanders to be designed and operated 

at more favorable conditions such as higher rotational speeds.  
 Kiyarash et. al. [6] developed an effective method for improving the efficiency of a small scale 

radial inflow turbine (RIT). 1-D modeling was very effectively used for preliminary design and 

performance study of the turbine based on input design parameters. With 3-D CFD analysis they 

could achieve a better model of the 3-D fluid flow behavior, hence enabling a better turbine 

design. With the aid of CFD modeling they were able to attain a turbine efficiency of 84.5% 

instead of 81.3% attained by the 1-D modeling. 
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 K.G.Nitesh et. al. [7] designed a RIT using working fluid R-22 for a closed loop ocean thermal 

energy conversion plant of 2 kW capacity running at a speed of 34000 rpm with inlet and outlet 

temperatures of 24.5 degree C and 14 degree C respectively. Their input parameters were blade 

width at rotor inlet and outlet (6mm and 11mm respectively), rotor tip and shroud radii (24mm 

and 19mm respectively), axial length of 17.5mm and diffuser length of 62mm, 1-D modelling of 

the turbine is done using relations. Then 3-D simulation is carried out using ANSYS-CFX. They 

found that as number of nozzle and rotor blades increases, the maximum efficiency point shifts 

towards the lower mass flow rate. Stagger angle too was found to have a prominent effect on the 

maximum efficiency. 
 The steady state analysis of high-speed micro-turbine to predict the flow pattern of the helium in 

between the two blades using CFX. The numerical study visualizes the flow behavior, high 

pressure zone, heat transfer characteristics, vortex formation etc. of fluid in the flow passage as 

well as to mitigate these losses by refining the geometry [8, 9]. 
  In this paper, the steady state analysis of high-speed micro-turbine to predict the flow pattern of 

the air in between the two blades using ANSYS Fluent©. The CFD study visualize the flow 

behavior, pressure, velocity, high pressure zone, vortex formation etc. of fluid in the flow 

passage as well as to mitigate these losses by refining the geometry. k-w with shear stress 

transport turbulence model is used to predict the flow field inside the domain. 
 

2. COMPUTATIONAL DOMAIN AND GOVERNING EQUATUIONS 

 

The one dimensional mean-line design and geometry has been created thereafter the basic 

parameters for the turbine blade, blade angles etc. is generated using ANSYS Blade-Gen®. The 

geometry is exported to ICEM software for generation of mesh. Mesh is generated by first 

creating o-grid blocks. Tetra-Quad mixed mesh is created by taking global element seed size of 2 

and a global element scale factor of 2. Twelve mapped blocks is created with 22811 nodes and 

136189 elements which is shown in Fig. [1]. The generated mesh is than simulated for 3-D 

analysis in FLUENT. The simulation is done by selecting k-w SST turbulence model. Air is used 

as the working fluid. The boundary conditions are taken as 500 kPa inlet pressure and 100 K 

inlet temperature. At the outlet the pressure is taken as 200 kPa. 

    

                                              (a)                                                  (b) 

Fig. 1. (a) Rotor as Generated in BladeGen (b) Mesh over the Entire Blade Profile. 

 

 The governing equations which is used to solve the computational domain in Fluent© are as 

follows. 

Continuity Equation: 

 . 0U
t
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Momentum Equations: 
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Total Energy Equation: 
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3. RESULTS  

Fig. [2 , 3] shows the variation of pressure, velocity, vorticity and turbulent kinetic energy from 

inlet to outlet. In pressure contour diagram, it is clearly shown that the static pressure varies 

between 5 bar at the inlet to 2.1 bar at the outlet. With maximum pressure at the inlet, the 

pressure falls to a minimum value near the mid span of the blade at the shroud end.  

 Velocity contour shows  that the maximum velocity along the fluid path is 816.775 m/s while 

the minimum velocity along the walls is 0 m/s due to no slip boundary condition at the turbine 

wall. The maximum velocity occurs near the trailing edge of the blade, though at the surface of 

the blade the velocity is zero due to no slip condition at the walls.  

 From the vorticity contour diagram and the turbulence contour diagram along with the 

turbulence vector diagram we see that even though some turbulence is present along the mid 

span of the blade profile, turbulence is highest at the trailing edge of the blade. Also from the 

velocity vector and vorticity vector diagrams it can be seen that flow separation takes place at 

the trailing edge of the blade which is a major source of energy loss. 

 

    
                                          (a)                                  (b)  

Fig. 2. (a) Pressure Contour Diagram (b) Velocity Contour Diagram  

   

                        (a)                                               (b)  

                  Fig. 3. (a) Vorticity Contour Diagram (b) Turbulence Kinetic Energy Contour  
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(a)                                                                         (b)  

Fig. 4. (a) Velocity Vector Diagram (b) Vorticity Vector Diagram along the Blade 

4. CONCLUSIONS 

This study proposed a systemic methodology to design a turbine and analyses the flow pattern. The 

variation of pressure, velocity, vorticity, TKE etc. of cryogenic radial turbine for air has been 

simulated. The loss of energy takes place at the trailing edge the blade, further investigation at the 

trailing edge is required to ascertain the exact nature of turbulence which in turn will help us to 

minimize the energy loss as the fluid flows through the turbine. A systematic study of the 

turbulence and entropy generation would help us design a blade profile with minimum loss and 

hence in designing of a better efficient turbo-expander. The shape of rotor blade, blade angle and 

thickness variation and number of blades was modified to improve the compactness of turbo-

expander. 
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ABSTRACT 

ISRO has successfully demonstrated Reusable Launch Vehicle Technology Demonstrator (RLV-

TD) to cater the future re-entry missions with a lifting entry configuration. RLV-TD is a winged 

body mounted on solid booster. Its atmospheric flight includes ascent as well as re-entry into 

atmosphere which will encounter severe thermal environment. The vehicle should be able to 

withstand this thermal load. Thermal environments were estimated for RLV-TD and hot structures 

like wing leading edge was designed as hot structures. 

A design code has been developed for the computation of heat transfer rates over a re-entry 

winged body and its thermal response along a trajectory is estimated. Beckwith & Gallagher 

correlation is used for the wing stagnation point and is treated as infinite swept cylinder for the 

flows with an angle of incidence. This code has been validated for heat flux obtained for similar 

configurations. Temperature measurements were made on RLV- TD to verify the design. Post flight 

analysis was carried out and measured temperatures are compared with predicted temperatures. 

Fairly good comparison is seen between estimated and measured temperatures validating the 

thermal design methodology.  

This paper briefly describes the methodology of heat flux estimation and thermal design of wing 

leading edge of RLV-TD and validation with flight measurements. 

Key Words: Wing leading edge, RLV-TD, Beckwith & Gallagher. 

NOMENCLATURE 

[C] Capacitance matrix 

CH Stanton number 

dt Time step (s) 

[F] Load vector 

h 
Heat transfer coefficient 

(W/m2K) 

H Enthalpy (J/kg) 

k Thermal conductivity (W/mK) 

[K] Conductivity matrix 

l Reference length (m) 

M Mach number 

NPr Prandtl number 

P Pressure (N/m2) 

rN Nose radius (m) 

T Temperature (K) 

u Velocity (m/s) 

uR Chordwise velocity (m/s) 

α Velocity gradient 

λ Sweep back angle (deg) 

ρ Density (kg/m3) 

μ 
Coefficient of dynamic 

viscosity (Ns/m2) 

ν 
Coefficient of kinematic 

viscosity (m2/s) 

Superscripts  

* 
Eckert’s Reference 

temperature conditions 

Subscripts  

e Edge of boundary layer 

rec Recovery conditions 

s Value at stagnation line 

w Wall conditions 

∞ Free stream conditions 
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0 
Free stream stagnation 

conditions 
01 

Post shock stagnation 

conditions 

 

1. INTRODUCTION 

ISRO's Reusable Launch Vehicle – Technology Demonstrator (RLV-TD) was successfully flight 

tested on 23rd May 2016. 

 

FIGURE 1: Configuration of RLV-TD 

Figure 1 shows the schematic of RLV-TD with fuselage (body), nose cap, double delta wings and 

twin vertical tails. During the ascent phase of flight it is propelled by HS9 booster and re-entry from 

an altitude of 65km as an autonomous aircraft.  Some of the major objectives of RLV-TD are 

hypersonic aerothermal characterization of a winged body and thermal protection system 

characterization.   

 During vehicle's re-entry kinetic energy is converted to thermal energy. Aerodynamic heating is 

due to forced convection which depends on the viscous interactions of the atmosphere with vehicle 

surface. The severity of aerodynamic heating depends on flight trajectory, atmosphere, vehicle 

geometry and external pressure distribution over the vehicle. Heating rates encountered during 

descent phase are much higher compared to ascent phase.  

Wing leading edge experiences high temperatures. Ablative TPS materials cannot be used over 

the wing leading edges since the configuration/shape change of the lifting/ control surfaces effects 

the vehicle's stability. 

Hot structures have a capability to maintain aerodynamic characteristics during high temperatures 

and hence can be used in wing leading edge regions. Hot structures protect vehicle via heat sink and 

radiative mechanisms.   

This paper describes about the hot structure design and thermal analysis of RLV-TD wing leading 

edge. This design is validated with thermal measurements of flight data. 

2. CONFIGURATION 

Profile of the Wing leading edge is divided into two regions based on sweep back angle (λ) of 45o 

and 80o as shown in Figure 1. For λ=80o sector, a constant round off radius is considered and for λ = 

45o sector variation of round off radius in spanwise direction is considered. 

3. DESIGN METHODOLOGY FOR HEAT FLUX ESTIMATION 

Based on the trajectory as shown in Figure 2, the altitude and velocity of the re-entry body at 

any instant of time are known. Free stream properties like temperature, pressure and density are 

evaluated based on altitude data from standard atmospheric model. Free stream conditions are 

considered with Mach number normal to the leading edge. Post shock conditions are computed by 
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solving one-dimensional mass, momentum and energy equations using normal shock equations. 

High temperature equilibrium air properties are estimated using Hansen tables [3]. 

 
 FIGURE 2: RLV-TD flight trajectory 

Based on these inputs, an inhouse software code has been developed to estimate aerodynamic 

heat flux on the wing leading edge. 

At the stagnation point of the wing leading edge heat flux is estimated using Beckwith and 

Gallagher method [1]. In this method the body is treated as infinite swept cylinder for the flows 

with angle of incidence.  

For the conservative estimate turbulent heating rates are considered which is given by the 

correlation. 

          (1) 

Where n = 4 and a=0.0228 (constants from Blasius skin friction) 

where α - velocity gradient for cylinder which is given by 

 
where D = 2rN       

                                                           (4) 

Heat flux is computed from the correlation (5) 

                                                                          (5) 

Eckert’s [2] method is used for heat flux estimation at other locations of the wing leading edge 

using the correlation (6).       

                                                                  (6) 

Figure 3 shows the computed non-dimensional heat flux history at wing leading edge stagnation 

point using flight trajectory.  Heat flux is non-dimensionalized with respect to nose cap stagnation 

heat flux.   
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FIGURE 3: Computed flight heat flux history at stagnation point 

4. NUMERICAL MODELLING 

In finite element formulation, temperature distribution over element ‘e’ is assumed as 

                                                       (7) 

where T is temperature, x,y,z are coordinates, t – time, Substituting in the variational form and 

minimizing it with respect to all the nodes 

                                                          (8) 

The elements are assembled into global matrices and the final system of equations obtained is  

                                                              (9) 

Where [K] is the conductivity matrix, [C] is the capacitance matrix and [F] is the load vector. 

Finite element model is generated using ANSYS [4] which solves equations with Pre condition 

Conjugate Gradient (PCG) solver. This solver starts with element matrix formulation and assembles 

the full global stiffness matrix and calculates the degree of freedom solution by iterating to 

convergence.  

5. THERMAL RESPONSE ANALYSIS 

Three-dimensional finite element model of a typical section of wing leading edge is shown in 

Figure 4.  

 

FIGURE 4: Finite element model of RLV-TD wing leading edge  

Model consists of wing leading edge, plug, bolts, bush, anchor nut, spar. Wing leading edge is 

attached to spar with attachments plug, bolts, bush and anchor nut. Spar is made of Aluminium 

alloy where as other components are made of 15CDV6 steel.   

For the finite element model shown in Figure 4 transient thermal response analysis is carried out 

using finite element software ANSYS. Table 1 shows thermo physical properties of materials used 

for analysis. Initial temperature of 313K was taken by considering worst case launch pad 

environment. 
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Material Density (kg/m3) Specific heat (J/kg K) Conductivity (W/m K) 

15CDV6 Steel 

T (K) ρ T (K) CP T(K) k 

273 7850 253 442 253 42 

573 7790 400 492 600 39.1 

673 7720 600 575 800 34.4 

873 7650 800 688 1000 27.4 

1000 7650 1000 969  

Aluminium alloy 2800 963 121 

TABLE 1: Thermo physical properties 

6. RESULTS AND DISCUSSIONS: 

For the 3D model, thermal analysis is carried out and temperature contour of wing leading edge is 

shown in Figure 5. Temperature measurement sensors are mounted at different locations of wing 

leading edge. Fairly good comparison is seen between flight measured and computed temperature 

histories which is given in Figure 6.   

         

FIGURE 5: Temperature contour of wing leading edge, FIGURE 6: Comparison between 

maximum measured and computed temperature histories of wing leading edge 

Maximum computed temperature on wing leading edge is 301oC compared to flight measured 

temperature of 289oC. 

Figure 7 shows comparison between computed and measured temperature history on front spar. 

Maximum measured temperature on spar is 80oC which is well below the constraint of 120oC. The 

small difference between computed and measured temperatures can be attributed to the assumption 

of perfect contact between the structures. 

 

FIGURE 7: Comparison between maximum measured and computed temperature histories of 

front spar 

All the measured temperatures are well within their temperature constraints.  
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7. CONCLUSIONS 

•  Aero thermal analysis is carried out for RLV –TD metallic wing leading edge.  

• A design code has been developed for the computation of heat transfer rates over a re-entry 

winged body and its thermal response along a given trajectory. 

• Post Flight analysis was carried out for the temperature measurements made on RLV-TD wing 

leading edge. 

• Maximum computed temperature on wing leading edge is 301oC compared to flight measured 

temperature of 289oC. 

• All the measured temperatures are well with in their temperature constraints and hence validating 

the thermal design methodology. 
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ABSTRACT 

A novel numerical framework for conducting linear stability analysis of two-dimensional steady 

laminar flows is presented. Using two case studies involving analysis of thermal and laminar flows, 

stability of laminar flows in the numerical sense is addressed. The two-dimensional base flow is 

computed by using the lattice Boltzmann method for various values of the controlling parameter 

(Reynolds number for flow past a square cylinder and Rayleigh number for double-glazing 

problem). Subsequently, the perturbed equations with two-dimensional disturbances are linearized 

and form a set of partial differential equations that govern the evolution of these perturbations. 

Using normal mode analysis, the eigenvalues of the resultant equation are used to determine the 

stablilty of the base flow. 

Key Words: linear stability analysis, lattice Boltzmann, laminar flow, eigenvalue problem. 

1. INTRODUCTION 

The role of hydrodynamic stability in fluid mechanics, which focuses on the evolution with time of 

small disturbance of base flow, is of prime importance to understand many natural phenomena as 

well as in the analysis and design of many engineering systems. For example, it is pursued in civil 

aviation to design modern lifting surface with drag reduced by passive means. In these 

circumstances, keeping the flow stable over a wing to as large an extent possible is the ultimate 

goal. The fundamental ideas of linear stability analysis have been documented in the classical works 

of Chandrasekhar [1] and Drazen [2]. The primary objective of earlier studies was to analytically 

calculate the critical flow parameters responsible for hydrodynamic instability on simple fluid flow 

problems such as Couette and Poiseuille flows by reducing the problem to one dimension using the 

Orr-Sommerfeld equation [3]. In the present study, we wish to examine the suitability of performing 

linear stability analysis of steady state solutions in the numerical sense.  

2. MAIN BODY 

The numerical methods are outlined here which are used to compute the base flow, formulation of 

eigenvalue problem for the determination of critical state and solution of the eigenvalue problem. 

The lattice Boltzmann BGK two-dimensional nine velocity (D2Q9) model is used as a direct 

numerical solver for computing the base flow. The finite differences method is used as a 
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discretization for the fourth order partial differential equations for formulation of an eigenvalue 

problem. Simultaneous iterative method is used as a solution of the eigenvalue problem 

3. RESULTS 

To analyze the performance of the discrete linear stability framework, numerical simulations are 

performed for some standard fluid mechanics and heat transfer problems described below.  
 

Flow past a square cylinder 

At very low Reynolds number  Re 1 , no separation takes place at bluff body surface because 

viscous forces dominate. Further, on increasing the Reynolds number, flow separation starts to takes 

place with symmetrical vortex formation.  The transition of vortex shedding from symmetric to 

asymmetric wake pattern occurs at a critical Reynolds number, defined as critRe . When this critical 

Reynolds number is exceeded, the well-known von Karman vortex street is formed with a periodic 

vortex shed behind the cylinder. The flow around bluff bodies is studied by many researchers which 

primarily focused on circular cylinder under free flow conditions. In the present study, the focus is 

using linear stability analysis to predict the critical Reynolds number for onset of vortex shedding 

behind a square cylinder that will lead to unsteadiness in flow and to locate the point of bifurcation.  

 

There is a wide range of critical Reynolds number that are reported in literature. These critical value 

also define on the blockage ratio, defined as the ratio of the cross-stream projection of the square 

(characteristic dimension of the cylinder) to the domain width. Okajima [4] specified an upper limit 

of critical Reynolds number at 70. Kelkar and Patankar [5] determined Re = 53based on numerical 

linear stability analysis of the steady flow by using initial value problem at a blockage of 14.2%, 

while Norberg et al. [6] found experimentally the critical value of Reynolds number within the 

range of 47 ± 2  at a 0.25% blockage. Sohankar et al. [7] determine the critical value of Reynolds 

number at 51.2 ±1.0  at a 5% blockage based on numerical simulations by using linearized Stuart-

Landau equation and found that critical Reynolds number increases with increasing blockage.  

 

The layout of the computational domain along with the location of the fixed square cylinder and 

imposed boundary conditions is shown in Figure 1 with incompressible flow and constant fluid 

properties being considered. The Reynolds number is defined as Re = aU ν , where a is the side 

of cylinder,  is kinematic viscosity of fluid and U
 is freestream velocity.  

 

FIGURE 1. Layout of the computational domain with the imposed boundary conditions. 
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For computational efficiency, we used coarser grids for the discretization of eigenvalue problem 

than the base flow. The grids for both the base flow and eigenvalue problems are uniform but the 

number of grid is half in the eigenvalue problem. The number of grid points (N) used for 

computation of eigenvalues ranged from 80000 to 50000, giving the eigenvalue problem with 

160000 to 100000 degree of freedom. In Table 1 the eigenvalues determined on different number of 

grid points for flow past a square cylinder at Re = 45  and at 
critRe 52  are shown. It found that 

70000 grid points are adequate for obtaining grid invariant results. 

TABLE 1. Eigenvalues for flow past a Square cylinder for Re = 45.0 and 
critRe =52 

Re Mesh 500Δx×200Δy

 

600Δx×200Δy

 

700Δx×200Δy

 

800Δx×200Δy

 

45 N 50000 60000 70000 80000 

 Real Part 0.031988 0.032989 0.031386 0.029957 

 Imaginary Part 0.008822 0.027010 0.018353 0.012117 

52 Real Part   -0.010300  

 Imaginary Part   0.020037   

 

Double glazing problem 

The “double glazing” or a two-dimensional air filled rectangular cavity with constant thermal 

conductivity along with the Boussinesq approximation is chosen as the second case study for 

characterization of thermal instability since it is increasingly difficult to obtain accurate solutions 

for high Rayleigh number flows. Winters [9] studied the stability of this problem with differentially 

heated sidewalls and adiabatic horizontal surface by computing the eigenvalues of the Jacobian 

matrix of the corresponding steady flow and determined the point of Hopf bifurcation. This work 

concentrated on verification of the experimental results published by Briggs and Jones [8], who had 

conducted similar experiments on the “double-glazing” problem by maintaining the vertical 

sidewalls at fixed temperatures. A pictorial representation of geometry and boundary conditions is 

shown in Figure 2.    

 
FIGURE 2. (a) Enclosure geometry and boundary condition, (b) Boundary condition at the bottom 

and top walls. 

The base temperature distribution for this problem at a particular Rayleigh number and at different 

time instants is found by using Temperature lattice Boltzmann equation (TLBE). The grids for both 

the base flow and eigenvalue problems are same and uniform. The number of grid points (N) used 
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for computation of eigenvalues ranged from 2601 to 961, giving the eigenvalue problem with 7803 

to 2883 degree of freedom. In Table 2 the eigenvalues determined on different grid points (N) for 

double glazing problem at 
6Ra =1×10 and at critical Rayleigh number ( 6

critRa = 2.04×10 ) are 

shown.  

 

TABLE 2. Eigenvalues for Double glazing problem for 6Ra =1×10 and 6

critRa = 2.04×10  

 

Ra Mesh 31Δx×31Δy  41Δx×41Δy  51Δx×51Δy  

61×10  N 961 1681 2601 

 Real part 0.063017 0.06184 0.061072 

62.04×10  Real part  -0.0073  

 

4. CONCLUSIONS 

A discrete linear stability analysis framework for two-dimensional laminar flow is applied for 

locating Hopf bifurcation in the cases of flow past a square cylinder and double glazing problem. 
The results indicate that in the case of flow past a square cylinder the onset of two-dimensional 

vortex shedding is found at Re=52 which is reasonable in agreement with Sohankar et al. [6] and 

Kelkar and Patankar [5]. In the case of double glazing problem onset of stability is found at 
6Ra = 2.04×10  which is very well in consistance with Winters [9]. 
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ABSTRACT 

Solidification with undercooling effect during water droplet impact on a stainless steel substrate is 

studied by using CFD simulation and experiment. HS imaging is used to capture the droplet spreading 

on the substrate and the evolution of the solid-liquid interface. A numerical model is developed for 

the non-equilibrium solidification by considering the undercooling effect. The governing equations 

are numerically solved using the SIMPLE algorithm and the free surface of the liquid droplet is 

tracked by using the THINC/WLIC (VOF) method. The model is validated with the experimental 

result on droplet spreading factor. Consideration of non-equilibrium solidification in the model 

significantly influences the predictions of interface position, temperature history and droplet 

spreading. The non-equilibrium solidification is an important factor and should be considered during 

freezing of droplet impacting on substrates. 

Key Words: Droplet impact, Solidification, Undercooling, Free surface, HS imaging. 

1. INTRODUCTION 

Droplet impact on a cold solid surface is relevant for many applications in natural, agricultural and 

industrial processes. Roisman et al. [1] had proposed different models for the maximum spreading 

ratio for droplet impact and spreading process. The freezing characteristics of a droplet on cold 

surfaces have been widely studied experimentally [2-3]. When a droplet impacts onto a cold substrate, 

it might experience undercooling because of small solidified thickness and high rate of heat transfer 

between the liquid and the substrate, which leads to a high rate of solidification near the substrate [4]. 

In literature, the models of rapid solidification during droplet impact on surfaces assume simplified 

assumptions, like one-dimensional treatment and consideration of only conduction heat transfer, as if 

freezing in the droplet starts once it was spread and flattened completely on the surface (stagnant 

splat). In this way, the role of spreading, free surface evolution, convection and multi-dimensionality 

were completely ignored on the rapid solidification kinetics. For example, Zhang et al. [5] reported a 

simplified one-dimensional conduction model for the splat formation where they considered 

undercooling, nucleation and non-equilibrium solidification. In reality, droplet impact on surfaces 

involves complexities, such as free surface evolution, multi-dimensional heat transfer, convection 

along with the characteristics of rapid solidification (undercooling, nucleation and recalescence). In 

this study, the rapid solidification during droplet impact on a cold stainless steel substrate is studied 

using a computational model considering the above-mentioned aspects. The influence of non-

equilibrium solidification on droplet spreading behaviour, the evolution of the solid-liquid interface 

(solidified thickness) and temperature history are described by comparing the predictions using the 

conventional equilibrium and the presented non-equilibrium solidification models. Also, an 

experimental study of droplet impact is performed using HS imaging to capture the droplet spreading 

on the substrate and the evolution of the solid-liquid interface. The model prediction of droplet 

spreading factor is validated with the experimental result. 
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2. MODEL 

A water droplet (D0 = 4.8 mm, Tdrop = 300 K, Vimpact = 3.5 m/s) is impacting on the stainless steel 

substrate (Tsubs = 248 K) at atmoshpheric pressure. Figure 1 shows the schematic of the computational 

domain for the equilibrium and non- equilibrium solidification. At all walls, no slip boundary 

condition is used. For heat transfer at all walls and at pressure outlets adiabatic conditions are used 

The variation of material properties is considered as independent of the temperature. The thermal 

contact resistance (2.4×10-4 m2-K/W)[6] and contact angle (100º) is assumed constant for the entire 

simulation. The governing equations of the numerical model are shown in table 1. 

 

FIGURE 1: Computational domain 

VOF equation 𝜕𝐹

𝜕𝑡
+ ∇ · �⃗� 𝐹 = 0 

(1) 

Definition of mixture 

quantities for a cell in the 

mushy state 

𝑓𝑠 + 𝑓𝑙 = 1,  𝑐𝑒𝑓𝑓 = 𝐹 𝑐𝑑 + (1 − 𝐹)𝑐𝑎𝑖𝑟 , 𝜌 = 𝐹𝜌𝑑 + (1 − 𝐹)𝜌𝑎𝑖𝑟  

𝑘𝑒𝑓𝑓 = 𝐹 𝑘𝑑 + (1 − 𝐹)𝑘𝑎𝑖𝑟 , 𝑘𝑑 = 𝑓𝑙𝑘𝑙 + (1 − 𝑓𝑙)𝑘𝑠, 𝜇 = 𝐹 𝜇𝑑 + (1 − 𝐹)𝜇𝑎𝑖𝑟 

(2) 

Continuity equation ∇ · �⃗� = 0 (3) 

Momentum conservation 

equation [7-8] 

𝜕

𝜕𝑡
(𝜌�⃗� ) + ∇ · (𝜌�⃗� �⃗� ) = −∇𝑝 + ∇ · [𝜇(∇�⃗� + ∇�⃗� 𝑇)] + 𝜌𝑔 + 𝐹𝑣𝑜𝑙 − 𝑆�⃗�  

𝑆�⃗� = {
[𝐶

(1−𝑓𝑙)
2

𝑓𝑙
3+𝑒

] �⃗�            𝐹 = 1

        0                          𝐹 < 1
 ,         𝐹𝑣𝑜𝑙 = 𝜎𝜅(𝑥 )

𝜌

𝜌𝑑+𝜌𝑎𝑖𝑟
∇𝐹 

(4) 

Energy conservation 

equation 

𝜕

𝜕𝑡
(𝜌𝑐𝑒𝑓𝑓𝑇) + ∇ ∙ (𝜌�⃗� 𝑐𝑒𝑓𝑓𝑇) = ∇ ∙ (𝑘𝑒𝑓𝑓∇𝑇) + 𝑆ℎ 

𝑆ℎ = {−𝐿 [
𝜕

𝜕𝑡
(𝜌𝑓𝑙)]          𝐹 = 1

           0                      𝐹 < 1

 

 

(5) 

Substrate: Conduction 

heat transfer equation 

 

𝜕

𝜕𝑡
(𝜌𝑠𝑢𝑏𝑠𝑐𝑠𝑢𝑏𝑠𝑇) = ∇ ∙ (𝑘𝑠𝑢𝑏𝑠∇𝑇) 

 

(6) 

 

Equilibrium 

solidification model [9] 
[∆𝐻𝑝]𝑛+1

= [∆𝐻𝑝]𝑛 +
𝑎𝑝

𝑎𝑝
0 𝜆 [{ℎ𝑝}𝑛 − 𝐺−1{∆𝐻𝑝}𝑛],  𝑎p

0 =  𝜌∆V/∆𝑡 

𝑓𝑙 =
∆𝐻

𝐿
         𝐺−1[∆𝐻] = 𝑐𝑑𝑇𝑚,     𝜆 − Relaxation factor 

(7) 

 

Non-equilibrium 

solidification model [10] 

 𝑉𝑖 = 𝑎 ∆𝑇𝑏,     𝛥𝑇 = 𝑇𝑚 − 𝑇𝑖  , 𝑎 = 2.8 × 10−3 ms−1K−1.8, 𝑏 = 1.8 

𝑓𝑠
𝑛+1 = 𝑓𝑠

𝑛 +
𝑉𝑖𝑥∆𝑡

∆𝑋
+

𝑉𝑖𝑦∆𝑡

∆𝑌
 

(8) 

 

Symbols 

c      Specific heat capacity 

C     Constant related to Darcy source term 

f        Weight fraction 

F      Volume of fluid function 

Fvol   Continuum surface tension force 

𝑔       Acceleration due to gravity vector 

k       Thermal conductivity 

L       Latent heat of fusion 

T       Temperature 

�⃗�        Continuum velocity vector 

Δt     Timestep 

H   Latent heat content of a control volume 

ΔX   Cell width in x-direction 
ΔY   Cell width in y-direction 

𝐺−1[∆𝐻] Inverse of latent heat function  

Greek symbols 

α      Thermal diffusivity 
µ      Dynamic viscosity 

ᴋ       Local mean curvature 

   ρ                Density 

Subscripts 
air Air 

d Droplet 

eff Effective 
i                 Interface 

l                 Liquid 

m               Melting 
s                Solid 

subs           Substrate 

TABLE 1: Governing equations 
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2. RESULTS AND DISCUSSIONS 

Experimental result of a water droplet (D0 = 4.8 mm, Tdrop = 300 K, Vimpact = 3.5 m/s) impact and 

spreading on a stainless steel substrate (Tsubs = 248 K) is shown in Fig. 2. The evolution of solid-

liquid interface in the solidifying droplet is identified in the snapshots captured using HS imaging 

(see the marked arrow in F at t = 12.25 ms and the contrast difference in E, F, G). The droplet spreads 

after its impact on the surface and the spreading ratio (defined as local spread diameter to droplet 

initial diameter) initially increases (A-D) governed by inertia. The maximum spreading was observed 

at 5.25 ms (D). Afterward, the spreading ratio decreases slightly (E-G) due to recoiling governed by 

surface tension up to 12.25 ms (F). The droplet solidified completely as a splat at 75 ms (I). 

FIGURE 2: Experimental results captured using HS imaging showing droplet spreading and 

evolution of solid-liquid interface in the droplet (top view) 

Numerical results the droplet impact and speeding at a different time is shown in Fig. 3. The liquid 

fraction distribution for both the equilibrium and the non-equilibrium solidification model is shown. 

It is observed that solidification in the case of equilibrium solidification model starts earlier ( t = 5.41 

ms) than the non-equilibrium solidification model. In the non-equilibrium solidification model, it is 

required to reach the nucleation temperature (which is below the melting temperature) to initiate 

solidification. This causes a delay in initiation of solidification in the case of non- equilibrium 

solidification model. As temperature difference is low, the differences between the predicted 

   
t = 0.2 ms t = 1.25 ms t = 2.5 ms 

   
t = 5.25 ms t = 10 ms t = 12.25 ms 

   
t = 25 ms t = 50 ms t = 75 ms 
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geometries by the equilibrium and the non-equilibrium model cannot be easily identified, however, 

the difference is quantified in figs 4-6. 

 

 

FIGURE 3: Liquid fraction distribution for equilibrium and non-equilibrium solidification 

Figure 4 shows the comparison of the predicted evolution of droplet spreading ratio for equilibrium 

and non-equilibrium solidification model with the experimental results. It is noticed that the droplet 

reaches its maximum spread at 5.41 ms then surface tension pulls the edges of the droplet inwards 

and the spreading stabilizes when the droplet mainly solidifies. Droplet spreading is more in non-

equilibrium solidification because of undercooling effect at the initial stage of solidification which 
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delays the solidification and spreading continues for a longer time. The spreading ratio in the non-

equilibrium solidification is found to be closer to the experimentally measured value. Figure 5 shows 

the comparison of temperature history just above the substrate-droplet contact point (at the central 

axis) as predicted by equilibrium and non-equilibrium solidification model. In the case of equilibrium 

solidification, the temperature first decreases and then remain constant (TM ) during the progress of 

the phase change. However, in the case of non-equilibrium solidification, initially, the temperature 

decreases up to the nucleation temperature (TN) and then solidification initiates. This stage is 

undercooling. With progress in solidification, temperature increases up to the melting temperature 

(TM). This is due to the rapid evolution of latent heat during solidification. This stage is recalescence. 

Once the temperature reaches the melting temperature (TM) further solidification progresses at this 

temperature. During this stage, it is observed that in between this stage there is a slight increase in 

temperature (A′) for a short time interval due to recoiling of warm water from the periphery towards 

the center caused by the surface tension effect. The equilibrium model also showed this behaviour 

(A). Figure 6 shows, the evolution of solidified thickness (position of solid-liquid interface form the 

substrate). In case of the non-equilibrium model, the solidified thickness is lower as compared to the 

equilibrium solidification as the initiation of solidification is delayed due to undercooling effect. The 

delay in initiation of solidification in the case non-equilibrium model can be clearly seen in fig. 6 

from the solidified thickness versus time plot.  

 

 
FIGURE 4: Comparison of spreading factor 

  
FIGURE 5: Temperature history at just above the 

contact point 

FIGURE 6: Interface position from the substrate with 

time 
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4. CONCLUSIONS 

The effect of equilibrium and non-equilibrium solidification on solidified thickness evolution, 

temperature history and droplet spreading are investigated and compared to a water droplet impact 

and spreading on a substrate. Droplet spreading is observed to be more in the non-equilibrium 

solidification as compared to the equilibrium solidification and it is in closer agreement to the 

experimental data. In the non-equilibrium solidification case, the initiation of solidification is delayed 

and the solidified thickness evolves slowly than the equilibrium solidification case. As compare to 

the equilibrium solidification, temperature history in the non-equilibrium solidification evolves 

dynamically during the phase change, nucleation, undercooling and recalescence are successfully 

captured. 
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ABSTRACT 

This paper represents prediction of performance parameters of counter flow double pass solar air 

heater (DPSAH)  using artificial neural network (ANN) model along with validation of developed 

model and experimental results by analytical method. Experiments were conducted at solar energy 

centre of NIT Calicut (11.15oN, 75.49oE) India in the month of March and April, 2017 from 09:00 

to 17:00 hrs under clear sky conditions. Experimental data was used to develop ANN model with 

Feed Forward Back Propagation (FFBP) learning algorithm with its LM (Lavenberg Marguardt) 

variant by using two transfer functions Tan-sigmoidal and Logistic-sigmoidal having 10 hidden 

neurons. Results shows that developed ANN model with both transfer function and same training 

algorithm predicts closer results to the experimental results having R=0.99. Experimental results 

were validated by analytical method by developing code in C (by gauss seidel iterative method) 

having average error of 6-8%.  

Keywords: Solar energy, DPSAH, ANN 

 

1. INTRODUCTION 

Applications of artificial intelligence techniques have been increased drastically in last two decades 

to predict performance of renewable energy systems due to uncertain relation between performance 

parameters of such systems and factors affecting these parameters. A theoretical model was 

developed by Ong [1] for estimation of performance of four different configuration of flat plate 

solar collectors. Naphon et al [2] have compared performance of double pass solar air heaters with 

and without porous media by their developed mathematical model. Neural network with LM 

learning algorithm with 20 hidden neurons was developed by Caner et al. [3] accurately predict the 

thermal characteristics of solar collectors.  

 

2. METHODOLOGY 

2.1 ANN Model: 

Experiments were conducted from 09:00 to 17:00 and temperatures of glazing cover, both channel 

passages, absorber plate and bottom plate were measured at every 10 minutes interval. Hence we 

have 49 data points for each temperature. For ANN model based on this experimental data we have 

taken insolation (I) and ambient temperature (Ta) as input parameters because they are the most 

significant factors that affect the performance parameters those are glass cover temperature (Tg), air 

temperature in channel 1 and 2 (Tf1 and Tf2), absorber plate temperature (Tp), bottom plate 

temperature (Tb) and efficiency (ɳ) of air heater which were taken as output parameters. With these 

input and output parameters ANN model was trained by back propagation algorithm, LM variant 

with tan-sigmoidal and log-sigmoidal transfer functions having 10 hidden neurons.  
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Input and output from the experiments were taken as input and target of the ANN model. With these 

inputs and target, network was trained by two combination of algorithms till predicted output 

approaches to target. This can be done by adjusting the weights between the layers. Neural network 

with proper combination of algorithm and hidden neurons which shows minimum error was taken 

as optimal configuration for performance prediction. Fig. 1 shows ANN model with its three layers 

and number of neurons (parameters) in each layer for DPSAH. 

 

 

 

 

 

Fig. 1 Structure of ANN model developed for DPSAH 

2.2 Analytical Solution: 

Temperatures at various locations of air heater were obtained analytically by applying energy 

balance for each part of air heater. By applying energy balance for glass cover, both the channels, 

absorber and bottom plate, we have obtained following 5 equations. These equations were solved by 

gauss-seidel iterative method. 

(1) Energy balance for glass cover 

Iαg = h (g-a) (Tg – Ta) + hr,(g-sky) (Tg – Tsky) + h(g-f1) (Tg – Tf1) + hr,(g-p) (Tg – Tp) ……  (1) 

(2) Energy Balance for channel 1 

m c  = h(f1-g) Ag (Tg – Tf1) +  h(f1-p) Ap (Tp – Tf1) …….   (2) 

(3) Energy balance for absorber plate 

I αp τg = h(f1-p) (Tp – Tf1) + h(p-f2) (Tp – Tf2) + hr,(p-g) (Tp – Tg) + hr,(p-b) (Tp – Tb) ……. (3) 

(4) Energy Balance for Channel 2 

m c  = h(f2-p) Ap (Tp – Tf2) +  h(f2-b) Ab (Tb – Tf2) …….. (4) 

(5) Energy Balance for Bottom plate 

h(f2-b)  (Tb – Tf2) +  hr,(b-p) (Tb – Tp) = 0 ……….. (5) 

Where h is the heat transfer coefficient, A is surface area, α is the absorptivity, τ is the 

transmissivity Tsky is the sky temperature, m is the mass of fluid and suffix r, g, f1, p, f2, and b 

indicate radiative, glass cover, fluid in channel 1, absorber plate, fluid in channel 2 and bottom 

respectively.  

For solving equations (2) and (4) we have taken boundary conditions as, 

At x=0    Tf1 = Ta        

At x=L    Tf1 = Tf2 

Calculation of heat transfer coefficient, sky temperature and mass of fluid were done based on 

various correlation obtained from reference [1]. For obtaining solution of these equations we have 

assumed steady state condition. 
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3. RESULTS 

We have 49 data points for each parameter which is divided in to two part: one part having 40 data 

points were used to train the neural network with LM algorithm and two transfer functions having 

10 hidden neurons. Trained neural network for 40 data points with this algorithm shows overall 

accuracy R (correlation coefficient) = 0.99 for both the transfer functions as shown in Fig 2(a) and 

2(b). Now this trained ANN model is validated by predicting output for remaining 9 data points for 

which we have only entered their input parameter values. Output predicted by both the algorithm 

shows closer agreement with the experimental results as shown in Figs. 3(a) to 3(f).  

Experimental results were validated by solving 5 energy balance equations which predict the 

temperatures at various locations of air heater. Equations were solved by gauss seidel iterative 

method by developing c code. Temperatures were obtained by solving these equations show very 

good accuracy with the experimental results as shown in Fig. 3(a) to 3(f). Average error in Tg, Tf1, 

Tp, Tf2 and Tb were calculated as 0.66%, 3.66%, 8.42%, 7.97% and 8.77% respectively. 

                               Fig. 2 (a)                                                                           Fig. 2 (b) 

  Fig. 2(a) and 2(b) Accuracy of trained ANN by tan-sigmoidal and Log-sigmoidal respectively 

                       Fig. 3 (a)                                                                                        Fig. 3 (b) 
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                     Fig. 3 (c)                                                                                       Fig. 3 (d) 

                    Fig. 3 (e)                                                                                       Fig. 3 (f) 

      Figs. 3(a) to 3(f) Comparison of Experimental, C code and ANN for various parameters 

4. CONCLUSIONS 

ANN model was developed based on experimental results of DPSAH. From the experiments we 

found that insolation and ambient temperature are the most important factors that affect the 

performance of air heater. Hence we have only considered these two parameters as input parameters 

of ANN. ANN model was trained by using feed forward back propagation (FFBP) algorithm with 

LM variant and two transfer functions (Tan-sig and Log-sig) having 10 hidden neurons. Developed 

ANN model with same variant and different transfer functions show very good agreement (R=0.99) 

with the experimental results. But as we compared results of both the transfer functions, they show 

almost similar accuracy for all the parameters except efficiency. For efficiency log-sigmoidal shows 

more accurate results than tan-sigmpidal. From efficiency graph we can observe that efficiency is 

maximum at 16:00 hrs because at this time insolation was very low and absorber contains some heat 

from previous hrs high insolation hence absorber was capable to transfer heat to the air even though 

insolation was very low. So according to definition of instantaneous efficiency ratio of heat gain by 

air to heat absorbed by collector increases. This means because of supply of heat from collector to 

air at very low insolation, the quantity heat gain becomes higher than absorbed energy of collector. 
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Hence this point has maximum value of efficiency. Experimental results of air heater was validated 

analytically by solving energy balance equations by Gauss Seidel method with C code. Analytical 

solution by C code shows closer agreement with the experimental results having average error for 

all the parameters is equal to 6-8%. 
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ABSTRACT 

This paper elaborates comparison of approximate analytical solution of temperature distribution by 

power series method of various order with the exact solution by modified Bessel equation in 

annular fin of hyperbolic profile. Solution of differential equation that governs heat transfer in a fin 

was obtained by power series (Frobenious) method with different order (3 and 5) of series and 

Modified Bessel function (2nd order 2nd kind).  Temperature distribution were obtained by solving 

differential equation of both the methods with the code developed in Matlab 2017a. Comparison of 

both the methods were done for different values of enlarged biot number and radius ratio. From the 

results obtained, we can conclude that temperature distribution solution by power series method 

(approximate solution) approaches to Modified Bessel (exact) solution as we increase the order of 

power series, higher order of the series gives more closer results to exact solution.  

Keywords: Annular fins, Modified Bessel function, Power series method, Temperature 

1. INTRODUCTION 

Annular fins of hyperbolic profile has higher rate of heat transfer than other type (straight and 

parabolic profile) of fins because according to geometrical configuration it has maximum area 

nearer to its centre axis and from centre to edge it is reducing, hence its effective area to transfer the 

heat is more compare to other type of fins. Hence heat transfer rate and temperature distribution of 

such a fins has significant important to estimate. Many literatures have been found out for 

estimation of performance of such a fins. Campo et al. [1] have found out approximate temperature 

distribution in straight annular fins by power series method and compared it with exact solution by 

modified Bessel function which they have solved using maple (Mathematica). Arauzo et al. [2] have 

estimated temperature distribution and efficiency of annular fins of hyperbolic profile with their 

power series solution of order 5 and 10 and compared it with exact solution with different 

combination of enlarged biot number and radius ratio. 

NOMENCLATURE: 

C  normalized radius ratio = r1/r2                           

h  convective heat transfer coefficient 

I0  Modified Bessel function of first kind zero order 

K0 Modified Bessel function of second kind zero order   r1  inner radius                                                            

K Thermal conductivity      r2 outer radius 

M enlarged biot number =          T temperature 

R dimensionless parameter = r/r2          T∞ fluid temperature 
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2. MATHEMATICAL MODELLING 

Assumptions: 

 Steady state condition. 

 Thermal conductivity k independent of temperature T. 

 Only radial conduction (one dimensional conduction). 

 No internal heat generation. 

 Heat loss from the tip is negligible. 

 Profile  

2.1 Modified Bessel Function:                                  

Heat Balance:                                                                  

Q
r
 = Q

r+∆r
 + Q

convection 
 

Q
r
 = Q

r
 + dr + Q

convection
 

 + Q
convection

 = 0 ………  (a) 

 + h (2Πrds)(T-T
∞
) = 0 

 (r  -  (T-T
∞
) = 0 

  -  Ө = 0                                                                            Fig.1 Section view of hyperbolic fin       

  -  R Ө = 0   

  - R Ө = 0 ………. (b) 

Solution of this equation is given by, 

Ө(R) =  [C
1
 I

-(1/3)
 ( ) - C

2
 I

 (1/3)
 ( )] ……….. (c) 

Boundary conditions  

At R = C, Ө = 1 

1 =  [C
1
 I

-(1/3)
 ( ) - C

2
 I

 (1/3)
 ( )] ………. (d) 
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At R = 1,                                                      {Here we used properties of Bessel function as 

Ө (1) =  [C
1
 I

-(1/3)
 ( ) - C

2
 I

 (1/3)
 ( )]                                                =  

 [C
1
 I

 (2/3)
 ( ) - C

2
 I

 (-2/3)
 ( )]                                  =  [3]} 

 [C
1
 I

 (2/3)
 ( ) - C

2
 I

 (-2/3)
 ( )] = 0 ………….   (e) 

Solve the equation (d) and (e)  

] ……. (1) 

Equation (1) is the exact Solution by using Bessel function. 

2.2. Power series method: 

  - R Ө = 0   

Series solution of this equation is given by, 

Ө = …………….. (f) 

  

  

Put above values in governing equation  

We get, 

        [Put n=0, 1, 2, 3, 4] 

 ,       ,     ,       

Ө =    [for order 5] 

Ө =  [take 1 as a centre point] 

At R = 1,   hence  

At R = C, Ө = 1 

1 =    

1 =   ] ……………. (g)        
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Take, M2 = 5 and C = 0.2 in equation (g) 

1 =    ]       

,        

Series solution of order 5 is given by, 

Ө (5) =  

..(2) 

Same way series solution of order 3 is given by, 

Ө (3) = ….. (3) 

From equation (1) [Put M2 = 5 and C = 0.2] 

] ……… (4) 

 

3. RESULTS: 

Matlab code is developed to solve equation (2), (3) and (4). Comparison of temperature solution by 

modified Bessel function and power series of order 3 and 5 are shown in Fig. 2.  From figure we 

can conclude that as we increase order of series solution will approach to exact solution. This 

comparison was done for M2 = 5 and C = 0.2. If we take different values of radius ratio c= 0.4, 0.6, 

0.8, 1 and same biot number, power series solution of order 5 approaches to exact solution with 

very good accuracy. 

  

 

 

 

 

 

 

 

 

 

 

      Fig. 2 Comparison of power series solution of order 3 and 5 with exact solution for C=0.2 
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4. CONCLUSIONS 

Solution of ordinary differential equations with variable coefficients (modified Bessel function) 

which represents heat transfer from annular fins are complex. This paper represents solution of such 

a problem by using power series method of different order and comparing it with exact solution. 

From the results obtained, we can conclude that increase in the order of power series solution leads 

to more accurate results and it almost approaches to exact solution at higher order. Exact solution of 

temperature distribution in annular fin of hyperbolic profile by modified Bessel function was 

compared to power series solution of order 3 and 5 in this paper. Power series solution of order 5 

shows more closely results to exact one for all the values of radius ratio (C).   
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ABSTRACT 

This paper presents a one-dimensional finite-volume model of an unglazed and not insulated 

photovoltaic/thermal solar collector. The type of collector consists of a conventional PV collector 

including a roll bond heat exchanger. The unit was discretized along the longitudinal direction of 

the cogenerative collector. This paper is based on previous works, where the PVT collector without 

any back insulation is experimentally and numerically analysed. In the present study, different 

insulation materials and thicknesses are analysed numerically as a possible integration of back 

insulation layer. In particular, the exergy performance is analysed with and without insulation. The 

experimental data are used in order to simulate the operation of the collector with different back 

insulation configurations. The analysis of the performance is performed along the discretization 

direction for all considered configurations. 

Key Words: PVT Collector, Finite Volume, Exergy Analysis. 

1. INTRODUCTION 

The actual trends show that solar energy is one of the most sustainable renewable energy sources. 

Traditionally, thermal and electrical energy are produced separately with solar thermal collectors 

and photovoltaic panels, respectively. On the contrary, hybrid PhotoVoltaic/Thermal collector 

(PVT) technology allows one to produce simultaneously thermal and electrical energy using the 

available solar radiation [1]. Such configuration has the advantages of the cooling of the 

photovoltaic module coupled with the production of thermal energy [2]. Although numerical and 

experimental investigations of PVT collectors have been widely discussed in scientific literature, 

there is a scarce focus on the investigation of low cost/tech PVT units. For such reason, this paper 

presents a detailed finite-volume model of a commercially available photovoltaic/thermal solar 

collector, manufactured by the Italian Company AV Project (Figure 1). The unit has been 

previously investigated from both energy and exergy points of view [3, 4], along with a possible 

energy performance increase achievable with the integration of a back-side insulation [5]. Here, the 

exergy performance is numerically analysed considering different insulation materials and 

thicknesses. In particular, the experimental data collected for the unit without insulation are used in 

order to simulate the operation of the collector with different back insulation configurations. The 

performance is also analysed along the discretization direction for all the considered configurations. 
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2. COLLECTOR DESCRIPTION AND NUMERICAL MODEL 

The collector includes a roll bond heat exchanger and a conventional PV panel (Figure 1). The 

photovoltaic module was a high efficiency polycrystalline silicon panel and the aluminium roll 

bond heat exchanger was equipped with a separated double circuit in order to distribute the cooling 

fluid across the channels. The photovoltaic module and the heat exchanger were bonded with a 

butyl resin. The collector configuration does not include any glass cover or back and insulation. The 

operating fluid, flowing inside the channels of the absorber, was water. The collector was 1644 mm 

high and 992 mm wide, with a useful area of the photovoltaic module of 1.44 m2. The absorber 

plate was equipped with 48 channels. 

 

        

FIGURE 1. JANUS PVT COLLECTOR 

A 1-dimensional finite-volume model has been developed (Figure 2).  

 

FIGURE 2. DISCRETIZATION OF THE COMPUTATIONAL DOMAIN 

The model calculates the thermodynamic parameters, heat flows, electrical powers and exergy 

parameters along the direction of the heat transfer fluid passing through the PVT collector. Mass, 

energy and exergy balance equations have been implemented for each computational domain 

element using Engineering Equation Solver (EES) software. The collector was divided in several 

parts, as outlined in Figure 2.  The following assumption were considered: 

- thermodynamic equilibrium and steady state conditions; 

- negligible kinetic and gravitational terms in the energy balances; 

- uniform distribution and absorption of the solar radiation; 

- constant thermal conductivity of solid materials; 

- uniform temperature distribution in each solid material of the computational domain element; 

- linear variation of the fluid temperature between the inlet and outlet of the domain element. 

The collector was discretized along its longitudinal axis in n elementary slices, thus, n+1 nodes of 

the computational domain were considered. For such domain, the inlet and outlet thermodynamic 

conditions for slice 1 and n, respectively, were the boundary conditions used for the simulation of 

the PVT collector. In order to reduce the error of the linearization of the temperature profile, a 

number of 20 elements was adopted during the simulation. Finally, the model parameters were 

accurately selected according to the manufacturer’s data. 

The analytical model of the collector without and with back-side insulation is reported in Ref. [3, 

5], thus only the global exergy balance is reported here sake of brevity: 
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3. RESULTS 

In this study, previously collected experimental data were used. Total solar radiation, air and ground 

temperature, PVT inlet/outlet water temperature, PVT bottom side temperature and water flow rate 

were sampled with a 1.00 minute time period (Figure 3). The flow was set to 5.00 l/min, thus, to 

1.25 l/min per each collector. The details of the experimental set-up is reported in Ref. [3]  
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FIGURE 3.EXPERIMENTAL DATA MEASURED FOR THE NOT INSULATED COLLECTOR [3]. 

The numerical results carried out by the developed model were compared with the experimental 

one, showing good agreement [3, 4]. 

Rock wool, polyester and polyurethane foam with different thicknesses (3.0, 5.0 and 7.0 cm) are 

used in order to perform the comparison. In particular, thermal conductivity of 0.018, 0.030 and 

0.035 W/(m K) was adopted for the polyurethane foam, polyester and rock wool, respectively. 

In this paper, only some results of the exergy analysis are reported for sake of brevity. The 

difference of the exergy product between insulated and not insulated PVT unit for an insulation 

thickness of 5.0 cm is reported in Figure 4. 
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FIGURE 4. EXERGY PRODUCT DIFFERENCE BETWEEN INSULATED AND NOT INSULATED PVT UNIT, 

INSULATION THICKNESS 5.0 CM. 
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As expected, the exergy product in case of polyurethane foam is the highest, while for the other two 

insulation materials this increase is lower. This is achieved because the thermal conductivity of 

polyester and rock wool is higher compared to the polyurethane foam. Thus, lower exergy losses 

and a higher exergy product are achieved. The exergy product increase ranges between 3.5 and 8.7 

W. It is worth noting that higher differences are achieved in case of higher solar radiation. For the 

other thicknesses, a similar increase is achieved.  

In Figure 5, the destroyed exergy and exergy efficiency differences are reported along the 

computational domain for a thickness of 5.0 cm. The destroyed exergy of insulated units decreases 

along the fluid direction. In fact, the fluid temperature increases along x axis, and this increase is 

higher in case of thermal insulation. However, the difference among the insulation materials is 

negligible, as outlined by the overlapping trends. A higher fluid temperature allows one to achieve a 

higher exergy efficiency along the fluid flow direction, since the negative effect of a higher 

operating temperature on the electrical power is scarce. The exergy efficiency increase ranges 

between 0.14 and 0.22 %. The analysis revealed that the variations are similar in case of other 

thicknesses. 
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FIGURE 5. DESTROYED EXERGY DIFFERENCE (LEFT) AND EXERGY EFFICIENCY DIFFERENCE (RIGHT) 

BETWEEN INSULATED AND NOT INSULATED PVT UNIT, INSULATION THICKNESS 5.0 CM. 

4. CONCLUSIONS 

Although an increase of the thermal output of the unit due to insulation, the exergy performance 

slightly increases for all the selected cases. This increase does not significantly affect the electrical 

output of the unit, due to the limited operating temperature increase. Future developments will 

include a sensitivity analysis as a function of the main operating/design parameters. 
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ABSTRACT 

This paper  presents flow and heat transfer prediction of multiple slot air jets impinging on a  flat 

plate. Numerical simulations were performed using CFD software package ANSYS FLUENT. The 

influence of injection parameters, such as injection distance, jet to jet spacing, jet velocity are 

investigated. The results obtained are validated with  the experimental data available in the 

literature. The Reynolds number is varied from 2000 to 10000. The stagnation Nusselt number is 

maximum when the nozzle-to-plate distance is 9. The flow characteristics and the heat transfer 

distribution are found to be dependent on the parameters such as jet to jet spacing, nozzle to plate 

distance and Reynolds number. 

Key Words: Multiple square jet, Heat transfer enhancement, Computational Fluid Dynamics     

1. INTRODUCTION 

Impinging jets have received considerable attention due to their inherent characteristics of 

high rates of heat transfer.They  are  used in a wide variety of applications such as cooling of 

electronics and turbine blades, and in the heating, cooling, or drying of pulp, paper and textile. The 

ability to control heat transfer from the surface by varying flow parameters such as jet exit velocity 

and geometrical parameters such as jet exit opening, jet-to-plate spacing, and nozzle-to-nozzle 

spacing in arrays are some of the key factors that have lead to the sustained and widespread use of 

jet impingement technologies. Jet impingement is an effective mechanism for achieving high 

localized transport rates.  

      Puneet Gulati et al. [1] studied the effect of jet-to plate spacing and Reynolds number on the 

local heat transfer distribution to normally impinging submerged circular air jet on a smooth and 

flat surface. Ozmen[2]found that the interaction between the twin jets decrease  with the increase of 

nozzle-to-plate distance and jet-to jet spacing. San and Lai [3] studied the effect of  jet to jet and jet 

to wall distances to optimize the heat transfer in stagnation point and obtained a correlation as a 

function of Reynolds number, s/d and H/d ratios.  Heyerichs and Pollard [4] assessed the 

performance of turbulent models k–ω and several versions of the k– ε by considering both 

separating and impinging turbulent flows with heat transfer.  

Vadiraj V.Katti et al [5] observed that at lower Reynolds numbers, the effect of jet to plate 

distances covered during the study on the stagnation point Nusselt numbers is minimum. Lytle 

and Webb [6]  examined experimentally using infrared thermal imaging technique that the local 

heat transfer characteristics of air jet impingement at nozzle-plate spacings of less than one nozzle 

diameter and  focused their study on low nozzle-to-plate spacing. K. Chougule et al. [7] has studied 

the numerical simulation of the 4x4 pin fin heat sink with single jet and 3x3 multi air jet 

impingement. Lance Fisher [8] conducted a numerical study to investigate the heat transfer to an 

axisymmetric circular impinging air jet using the k-ϵ turbulence model. Gardon and Akfirat [9] 

studied the effect of turbulence on the heat transfer between two-dimensional jet and flat plate.  
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2. NUMERICAL ANALYSIS 

The simulation were performed using Computational Fluid Dynamics (CFD) code Ansys Fluent 

that solves equations of continuity, momentum end energy using the Reynolds-Averaged Navier-

Stokes approach. The turbulence model used is k-ϵ model which is found to work the best for this 

flow configuration and is also chosen due to its simplicity, computational economy and wide 

acceptability. The schematic diagram of the computational domain  and temperature contour 

is shown in Fig.1. 

 

FIGURE.1 The computational domain and temperature contour                                                                                                                                                                                                 

3. RESULTS 

A. Validation of Numerical Results 

  Numerical simulation was validated using the experimental results obtained from 

the previous work done by reference[1] is shown in Fig.2.The numerical results are in good 

agreement with the experimental results  

                                   

  FIGURE.2 Variation of Local Nusselt number with radial distance for  Re=15000, Z/D=4 

B. Effect of nozzle-to-plate distance on stagnation Nusselt number 

 Fig. 3 shows the stream wise distribution of the stagnation Nusselt numbers with nozzle-to-

plate distance for a Reynolds number of 6000. The heat transfer rate depends on the turbulence 

intensity of the jet nearer to the impingement surface and the  turbulence intensity in turn  depends 

on the velocity of jet.  
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    FIGURE.3 Variation of stagnation Nusselt number with Z/d for Re=6000 

C. Effect of nozzle-to-plate distance on Local Nusselt number  

                          

  FIGURE.4 Variation of local Nusselt number with in radial direction for Re=6000 

Fig. 4 shows the stream wise distribution of the local Nusselt numbers corresponding to different 

nozzle-to-plate distance for a constant Reynolds number of 6000. At very low nozzle-to-plate 

distance, the spreading of jet before impingement is quite less.  

 D. Effect of pitch variation on local nusselt  number 

Fig.5 shows the effect of jet-to-jet interaction depends on the nozzle-to-plate distance and 

jet-to-jet spacing. This interaction between the jets increases with the increase of nozzle-to-plate 

distance and decreases with the increase of jet-to-jet spacing(p). 

                                 

FIGURE.5  Stream wise distribution of Local Nusselt number variation with Z/D=9 and  Re=6000 

E. Effect of Reynolds Number 
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Fig.6 indicates   the  effect of Reynolds number on Nusselt number. The local 

Nusselt number at all points increases with the increase in Reynolds number and this  is due 

to the  better   mixing of the jets at  high Reynolds number. 

                                   

FIGURE.6 Streamwise distribution of Nusselt number for various Reynolds number 

 

4. CONCLUSION 

Heat transfer characteristics of multiple square jet is investigated by varying Reynolds 

number, Z/D ratio and pitch. Numerical results reveal that the stagnation Nusselt number 

attains its maximum value when the nozzle-to-plate distance is 9. The heat transfer rate is a 

strong function of the jet Reynolds number, nozzle-to-plate distance and jet-to jet spacing. 

This interaction between the jets depends strongly on the nozzle-to-plate distance and jet-

to-jet spacing. The effect of jet interaction decreases with decrease of nozzle-to-plate 

distance and increases with decrease of jet-to- jet spacing. The optimum value of  jet to jet 

spacing  was found to be 5. 
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ABSTRACT 

Lattice Boltzmann method faces the limitation of instability or inaccuracy while dealing with 

systems of high diffusion coefficient ratios such as Prandtl number, Schmidt number or Lewis 

number, in spite of the use of multiple relaxation times for collision of different modes. In the 

present work, a new multiple time scale based approach is proposed to circumvent the limitation. In 

the proposed approach, the time step for the solution of each transport equation is selected based on 

the corresponding diffusion time scale. Then the solution of each equation is coordinated based on 

the ratio of the diffusion coefficients. The new approach successfully captured steady and transient 

results for systems with wide range of Prandtl numbers. The authors believe that the new method is 

capable of handling systems with regions of different transport coefficient values, like systems with 

both porous and clear media. 

Key Words:  Multiple Time Scales Approach, Lattice Boltzmann Method, Prandtl Number, 

Coupled Heat and Mass Transfer. 

1. INTRODUCTION 

Lattice Boltzmann method (LBM) has been derived from its predecessor, the lattice gas automata 

(LGA), with improvements to overcome some of its major limitations. LGA faced with the problem 

of Galilean invariance due to density dependent convection term and the velocity dependent 

equation of state [1,2], in addition to the inaccurate representation of the transport coefficients. In 

LBM, the choice of the appropriate equilibrium distribution function and collision term eliminates 

the Galilean invariance and facilitates the more accurate representation of the transport coefficients.  

The simplest of the collision models is the linearized one with the assumption that all modes relaxes 

to equilibrium at the same rate. This collision model is called the single relaxation time (SRT) 

collision. Under this assumption, the same relaxation parameter is used for all the modes which 

forces the Prandtl number of the fluid to unity. To overcome this, a generalized LBM model was 

proposed in which the collision is conducted in the moment space. As each moment is related to 

physical quantities and their fluxes, relaxation to equilibrium of each of the moments being 

controlled individually, confirm independence among the different transport coefficients. However, 

even with the use of multiple relaxation times (MRT), simulation of fluid flow and heat transport 

using LBM faces issues of stability as the values of relaxation times for the momentum transport 

and the energy transport is dependent on the transport coefficients.  

Under situations of very different momentum diffusion rates and thermal diffusion rates, the 

diffusion coefficient ratio namely the Prandtl number will have values far away from unity. Attempt 

towards simulation of the two transport phenomena with LBM using same time steps makes it 

impossible to obtain a solution as the values of the relaxation parameters are limited by stability 

criteria. The present work proposes an alternate approach in which the transport of momentum and 

heat are solved using different time steps values and the validity and applicability is analyzed using 
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a test problem. The simulations are conducted using the MRT approach as discussed in [3] which is 

not repeated here due to the constraint of available space.  

2. VALIDATION OF THE SOLVER 

Cases of flow induced due to natural convection in a square cavity with heated walls are simulated 

for different Rayleigh and Prandtl numbers. The geometry and parameters used are similar to that 

used by Roy, Basak [4]. In the square cavity, the bottom and left vertical walls are heated, whereas, 

the right wall is kept at a lower temperature while the top wall is insulated. Plots of local Nusselt 

number distribution along the heated walls is plotted and compared with results of [4] as shown in 

figures 1. 

  

FIGURE 1. Comparison of flow 

and heat transfer results with 

Roy and Basak [4]- Nusselt 

number distribution along 

heated walls of a square cavity 

with natural convection 

induced flow. 

4. RESULTS AND DISCUSSIONS 

To discuss the newly proposed approach, an example of flow and heat transfer in a lid driven square 

cavity is simulated for a range of Prandtl numbers. The cavity considered has the top wall moving 

with a constant velocity while all the other walls are stationary. The top and bottom walls are 

insulated to heat transfer while the left and right walls are kept at constant high and low 

temperatures, respectively. At the start of the simulation, fluid is at rest and at uniform temperature 

same as that of the right wall. The average Nusselt number is calculated as the integral, over the 

entire height, of the non-dimensional temperature gradient at the wall divided by the surface area. 

The numerical parameters used are given in the table 1. The transient state values of Nu on the right 

and left walls till it reaches the steady state are plotted in figure 2(a) for Re=10 for different Pr.   

Domain =100×100 
2lsu  Relaxation time (tau) =0.68 

Lattice space unit ( lsu )=10-4 m Kinematic viscosity (nu) =0.06 
2lsu ltu  

Lattice time unit ( ltu )=10-6 s Velocity of top lid (Ulid) =0.006 lsu ltu  

TABLE 1. Parameters used for simulation 

In LBM, the transport coefficients are related to the relaxation time, which are calculated as: 

3
0.5

t


= −


 and 

60
4

3
b


= − where,  and  are kinematic viscosity and thermal diffusivity 

respectively and  and b are relaxation parameters for momentum and heat transport respectively. 

Consider that for the present problem, the lattice units and physical units are related as: 1 Lattice 

space unit ( lsu )= 10-4 meters and 1 Lattice time unit ( ltu )= 10-6 seconds. Hence the conversion of 

transport coefficients from physical to lattice units can be done as: 
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.Here 

luD and puD are transport 

coefficients in lattice units and physical units respectively. The relaxation time is calculated based 

on 
luD . In the numerical method, discussed in the present paper,  and b  starts showing instability 

as their value approaches 0.5 and -4.0, respectively, which are their respective minimum possible 

values. Also, values greater than 1 usually shows larger numerical errors showing lose in accuracy. 

Hence for Pr values away from unity, use of same ltu for kinematic viscosity and thermal 

diffusivity will result in either or both of these relaxation factors having values outside this stable 

range. The values of the relaxation factors for different Pr are shown in table 2. It can be seen that 

the relaxation factor for heat transport equation is having values in the unstable range for Pr~0.1 and 

lower and Pr~100 and higher. Hence we propose the use of different time scales for the two 

equations. Physically this can be justified as use of larger time steps for the quantity with slower 

temporal variations and vice versa. 

Pr ltu (s)   a 

0.01 1.00E-006 0.68 203.8461 

0.1 1.00E-006 0.68 16.78461 

1 1.00E-006 0.68 -1.921539 

10 1.00E-006 0.68 -3.792154 

100 1.00E-006 0.68 -3.979215 

TABLE 2. Relaxation parameter values for different Pr for same time scale approach 

In this approach, the fluid flow equation is discretized with 1ltu and the temperature equation with 

2ltu . The values of 1ltu and 2ltu are selected such that, the relaxation times of both the equations 

will be within their stable range. However, for the solutions of both equation to be marching in time 

at the same rate, for each time stepping of the flow equation, the temperature solution has to be 

stepped by n  times, where 
1 2n ltu ltu= . The calculation of values of relaxation times for flow 

and heat transport for different Pr using different time scale approach can be seen from table 3. 

Calculation using these time scales resulted in values of both relaxation times ( and b ) in the 

stable range.   

Pr 
1ltu  (s) 2ltu  (s) n (dt1/dt2) tau a (dt2) U1 (dx/dt1) 

0.0001 1.00E-006 2.00E-010 5000 0.68 0.156921938 0.1 

0.001 1.00E-006 2.00E-009 500 0.68 0.156921938 0.1 

0.01 1.00E-006 2.00E-008 50 0.68 0.156921938 0.1 

0.1 1.00E-006 2.00E-007 5 0.68 0.156921938 0.1 

1 1.00E-006 1.00E-006 1 0.68 -1.921539031 0.1 

10 1.00E-006 2.00E-006 0.5 0.68 -3.584307806 0.1 

100 1.00E-006 2.00E-005 0.05 0.68 -3.584307806 0.01 

1000 1.00E-006 2.00E-004 0.005 0.68 -3.584307806 0.001 

10000 1.00E-006 2.00E-003 0.0005 0.68 -3.584307806 0.0001 

TABLE 3. Relaxation prameter values for different Pr for different time scale approach 

The unit of velocity calculated from the flow solution will be 1lsu ltu . Hence the velocity used in 

the temperature equation should be the velocity from flow equation solution divided by n . As 

higher values of velocity gives rise to compressibility error in LBM, care should be taken that the 
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maximum value of /velocity n  will be lower than 0.2 lsu ltu . For reducing the velocity values 

without altering Re, it is, therefore, required to select appropriate lsu . To represent this, figure 2(b) 

is added showing the maximum possible value of lsu to be used for simulating the present problem 

of lid driven cavity for different Pr. 

  

FIGURE 2. (a) Multiple time 

scale approach and same 

time scale approach (b)Pr 

dependence of grid size 

showing the maximum 

value of lsu that can be 

used 

Using the same time scale for flow and heat transport, only Pr=1 and 10 could be simulated, 

whereas the new approach gave results for larger and smaller values of Pr as shown in figure 2(a). 

The results of the two approaches for Pr=1 and 10 are also compared for validation and the results 

match perfectly. The different time scale method captured even the transient results accurately. This 

shows that the use of larger time stepping for the quantity with slower transport does not cause 

serious compromise in terms of accuracy.The new method, in addition to being very easy in 

implementation in any existing LBM code, showcases additional advantages. It completely 

eliminates the restriction caused due to instability associated with the transport coefficient values. 

As can be seen from figure 2(a), results of cases of Pr ranging from 100 to 0.1 are shown. Likewise, 

any value of Pr can be dealt with, just by changing the value of n . The approach can also be 

extended to the use of different time scales in different regions of the computational domain. 

4. CONCLUSIONS 

1. In spite of using MRT collision, the use of LBM is limited to cases of Pr close to unity. Results 

for fluids having Pr values far away from 1 will either face instability or inaccuracy.  

2. A new multiple time sale approach is proposed wherein the limitation of Pr value is overcome. 

Transport of different quantities is solved using different time steps based on the value of the 

diffusion coefficient. Results for cases with very high and very low Pr has been successfully 

generated without loss in accuracy. Even transient results are successfully captured.  

3. The proposed approach is extendable to coupled solution of momentum, heat and solute transport 

in both clear and porous media. The approach enables use of different time scales in different 

domains such as in systems with both clear and porous media. However, special treatment might 

be required at the interface.  
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ABSTRACT 

Planar Flow Melt Spinning is a rapid solidification process to manufacture amorphous ribbons for 

transformer core applications. The process involves heat transfer between the melt and the rotating 

cooling wheel to produce a thin layer of melt in the form of a ribbon. The amorphous or crystalline 

structure of the end product depends on the heat transfer from the molten alloy to the cooling wheel. 

This in turn depends on the dissipation of heat from the cooling wheel to the cooling fluid circulated 

inside the wheel and surrounding atmosphere. To obtain ribbons of amorphous structure, it is 

important to maintain the wheel at low temperatures throughout the production. The present work 

compares the heat transfer in various designs of the cooling wheel. The wheel is observed to 

dissipate more heat and maintain at lower temperatures for I-Section design of 20 mm thick than 

wheel with 5 mm thickness.  

Key Words: Heat Transfer, Finite volume, Conduction, Convection, Fluid-structure interaction. 

1. INTRODUCTION 

Core losses of distribution transformers can be reduced by replacing the silicon graded core with 

amorphous material. Amorphous metal core consists of laminations made of few microns thickness 

having amorphous structure. This helps to reduce eddy current and hysteresis losses by 75% [1]. 

Planar flow melt spinning (PFMS) is a widely used process to obtain an amorphous ribbon by rapid 

solidification technique. Fig. 1 shows the schematic of the PFMS process. Critical process 

parameters are ejection pressure (P) and temperature (T) of the melt, speed of rotation of the wheel 

(U), gap between the crucible-nozzle and wheel surface (G), and the slit width of the nozzle (w). 

Crucible holding the molten alloy is brought down near to the pre-set distance from the rotating 

wheel. Molten metal is ejected by gas pressure on to the wheel surface through a slit nozzle. A 

small melt puddle is formed on the wheel surface between the nozzle-wheel gap. A thin layer of 

melt which is in contact with wheel surface under the puddle, transforms to amorphous at its glass 

transition temperature due to rapid cooling. This thin layer is dragged out of the puddle in the form 

of a ribbon due to wheel rotation. The end product obtained must have a defect free surface with 

amorphous structure to use it as core material. The ribbons obtained by some investigators show 

amorphous structure for thickness less than 40 µm [2]. But the study was based on the ribbons 

obtained out of few milligrams in a very less processing time. However, in realistic conditions, the 

time of production is continuous. Present author studied [3] the heat transfer in the cooling wheel 

under these production conditions using a numerical model. The ribbons obtained were of 

discontinuous and broken with increase in wheel temperature with increase in processing time. The 

portion of wheel coming back under the puddle after every rotation is observed to be hotter with 

time. If this temperature is reduced by enhancing the heat transfer rate from the wheel to the cooling 

water, amorphous structure can be obtained throughout the production. The present work is to 

compare the heat transfer in the cooling wheel of thickness 20 mm, 5 mm and 20 mm as I section. 

Enhanced numerical models can be of great use to estimate the heat transfer phenomenon as 

experimental investigation is expensive and time consuming. Some investigators employed a part of 

the wheel of 12.7 mm thickness [4]. Melt wheel contact to ribbon detachment is considered in the 

computations and observed that the wheel expansion due to increase in temperature leads to 
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defective ribbon. Few others included complete wheel for computations [5,6]. The investigation 

shows that poor thermal conductivity of wheel material may also increase wheel temperature, 

because of lower heat dissipation rates. Hence, Cu-Be alloy was suggested as the wheel material 

and thickness not less than 2 mm [7] to avoid thermal stresses. Present author also employed full 

wheel in the computations, including convection from the surface of the wheel to the atmosphere 

[3]. Convective heat transfer coefficient is calculated using the Nusselt number equation for a 

rotating cylinder in a fluid [8]. In the present work the wheel surface is redesigned to enhance the 

heat transfer rate. 

 

FIGURE 1. Schematic of 

Planar Flow Melt Spinning 

Process 

 
FIGURE 2. (a) Wheel with 5 mm thick (b) Wheel with I-Section 

(c) Air domain coupled with solid wheel domain (d) Portion of 

wheel showing I-Section 

2. NUMERICAL  

Numerical model includes the whole wheel and the nozzle-wheel gap in the computations. The 

domain is extended on both sides of the nozzle wall to include the surrounding atmosphere. Fig. 

2(a) and (b) shows, numerical model of the wheel with 5 mm thickness and 20 mm thickness of I –

section. Fig.2(c) shows the air domain near to the wheel surface. This is the computational domain 

between the nozzle-wheel gap when the crucible is brought down near the wheel surface. The air 

and wheel domains are coupled at the melt wheel contact region. Mass, momentum, energy 

equations are solved [3] including the temperature dependent viscosity equation. Volume of fluid 

equation employed in the simulations help to show the boundaries of melt flowing in the air domain 

up on ejection. Properties of the material (Fe78Si9B13) except viscosity are temperature independent. 

The assumption are similar to the earlier model [3]. For the new designs shown in Fig. 2(a) and 2(b) 

the boundary conditions are: (i) Nozzle walls bc and de are stationery with no heat flux and made of 

quartz material (ii) Melt inlet ‘cd’ is pressure inlet with specified superheat temperature(iii) Melt 

wheel contact ‘gh’ is rotating with a specified speed (iv) boundaries ‘ab’, ‘ag’, ‘ef’ are pressure inlet 

representing surrounding atmosphere and condition at ‘hf’ is pressure out let (v) Solid wheel 

domain is rotating and air domain is stationary (vi) Wheel inside is maintained at 300 K (vii)Wheel 

I-section surface and outside surfaces dissipate heat with convection. The material for wheel is 

taken as copper. Ribbon formation is due to rapid cooling of melt to glass transition temperature by 

heat dissipation to cooling wheel. The thickness of the ribbon is the thickness of the thin layer of 

melt below the glass transition temperature of the alloy at the intersection of melt, air and ribbon 

[8].  
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3. RESULTS 

The process parameters considered for the simulations are: P=13.789 kPa, T=1553 K, U=1250 rpm, 

G=0.3 mm and w=0.4 mm. The heat transfer coefficient from the wheel outside surface is taken as 

219.5 W/m2 [3]. Cooling water is sent into the wheel to absorb the heat and drawn out continuously 

using a pump. Experimental investigators presumed that the water maintains the wheel at constant 

temperature. Hence, the inside wheel temperature is assumed as constant at 300 K.  Fig. 3 shows a 

raise in temperature of the wheel of 20 mm thickness. The part of the wheel which comes back 

under the puddle after every rotation is to be at the same temperature to produce a ribbon of uniform 

quality. Quality of the product includes both surface topography as well as thickness. However, 

increase in wheel temperature leads to decrease in cooling rate or extending the ribbon formation 

much away from the puddle. Former problem leads to crystalline structure and later one leads to 

winding of the ribbon around the wheel. Both cases are to be avoided. Hence, to improve the heat 

transfer rate first the thickness of the wheel is reduced to 5 mm. The model is developed using 

commercial software I-CEMCFD. The mesh obtained is of unstructured Quad mesh of high quality. 

Simulations are performed with 1e-6 time step up to 1 second. As stable puddle formation takes 10 

to 15 milliseconds [9], the time of computations is considered reasonable. Moreover, the wheel 

completes 20 rotations in 1 second. For a 20 mm thick wall, the wheel enters the air domain zone at 

1034 K which is higher than the glass transition temperature of the alloy (873 K). This clearly 

shows the in-sufficient heat dissipation from the wheel of 20 mm thick. Fig.3 (b) shows the 

isotherms at similar conditions for a wheel of 5 mm thickness. The temperature of the wheel near to 

the air domain is 951 K. However, the isotherms near the ribbon ejection zone are of 311 K. For 

wheel of 20 mm thick, high temperatures in the wheel extended beyond the air domain in the 

direction of wheel rotation. This clearly shows the reduction in temperature with reduction in wheel 

thickness. Comparing the above results it is understood that the heat transfer rate can be enhanced 

by changing the wheel thickness. But the wheel of 5 mm thick may not be structurally stable. 

Hence, Wheel of 20 mm with I section is considered to obtain enhanced heat transfer rate.  

 

FIGURE 3. Isotherms in the wheel under the puddle (a) 20 mm (b) 5 mm enlarged 

The new geometry is selected to make use of the structural stability of I-section and heat transfer 

enhancement by extended surface as web. Each flange is of 5 mm thick and web of 10 mm. The 

inside wheel surface (Fig. 2(b) is assumed constant at 300 K. The heat is convected from all other 

parts of the wheel and the heat transfer coefficient (219.5 W/m2) calculated for the wheel outer 

surface [3] is employed. Fig 4 shows the isotherms in the I-section wheel under the puddle after 20 

rotations. The temperature of the wheel entering the air domain is 800 K and leaving at 878 K. It is 

interesting to note that the temperature of the wheel entering the domain under the puddle is 

decreased and is less than the glass transition temperature (873 K) of the alloy. When compared to 

the previous cases the wheel temperature after crossing the puddle is observed to be higher. This is 

because of the realistic convection boundary considered for the flange inside surfaces.  
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FIGURE 4. Isotherms in the wheel under the puddle for I-Section 

4. CONCLUSIONS 

Numerical models are developed to investigate the effective heat dissipation by the cooling wheel 

during planar flow melt spinning process. Decrease in thickness of the cooling wheel from 20 mm 

to 5 mm, increases heat transfer rate from the wheel. However, wheel of 20 mm thickness with I-

Section further enhances heat transfer rate and reduces the wheel temperature below glass transition 

temperature of the alloy.  
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ABSTRACT 

In this paper, aft mounted propeller blade surface temperatures during specific ground operation condition 

on the pusher configuration with given exhaust stub installation are analyzed. This analysis is carried out 

to understand the exhaust gas impingement and predict the surface temperatures before validating the 

compliance demonstration. It is important in pusher applications to ensure that the exposure of the 

propeller to the hot exhaust gas is minimized and that exhaust gas does not attach itself to the aft nacelle 

and cause overheating of the spinner/hub area of the propeller. An established numerical analysis 

approach is applied in this study, CFD analysis for flow through and around the nacelle, engine exhaust 

duct and the propeller is presented for ground static condition using SST, k-ω model using commercially 

available software ANSYS Fluent. Special emphasis was laid on developing a good quality mesh for the 

computational domain with a finer boundary layer mesh along the wall and maintaining a higher density 

mesh at critical areas. The flow characteristics derived from this CFD analysis remained unaltered during 

grid dependence studies. CFD results are compared with the analytical work to assess the exhaust 

temperature at the propeller plane for the engine ground static condition. The results obtained from CFD 

study have shown that the temperature distribution around the propeller plane is in agreement with 

analytical results. This simulation model will be used to carry out dynamic analysis considering different 

flight conditions with propeller rotation.     
 

Key Words: Propeller, CFD, Surface Temperature, Stub. 

1 INTRODUCTION 

Pusher-Propeller installations have been shown to offer a number of advantages at the aircraft level in 

terms of cost, weight and aerodynamic considerations. For example, choice of a stub-wing mounted 

pusher over a wing mounted tractor propeller installation avoids the interactions of the propeller 

slipstream with the wing and offers the potential to enable significant portions of laminar flow to be 

achieved. Another major advantage is that the de-icing boots are not required because this design induces 

long exposure of the blades to the hot gases. A good configuration is one that minimizes the exposure of 

the blades to the exhaust. In general, exhaust plume characteristics are very difficult to predict, being 

subject to the influences of engine power, propeller swirl, and the flow field of the wing/nacelle/ aircraft. 

For this reason, some post design development work should be anticipated. Areas on the nacelles, stub-

wings, fuselage etc. that could be prone to heating should be instrumented with temperature sensitive tape 

or paint and the aircraft put through all the standard flight and ground manoeuvres so that the temperature 

can be assessed.  

The general goal was to estimate the temperature on propeller surface when the engine is running at full 

power and aircraft is in static condition by simulating the flow field around the nacelle and propeller 

using commercial CFD package ANSYS Fluent [1]. 
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2 NUMERICAL STUDY 

For CFD analysis, the complete engine assembly geometry i.e. nacelle, propeller and spinner assembly of 

Light Transport Aircraft (LTA) were considered as shown in Figure 1. The modeling was done by using 

CATIA V5 R20. The IGES file was imported into pre-processor before that domain is created [2]. The 

cylindrical domain was created for this study as that one uses the elements most efficiently with minimum 

distortion and eliminates edge effect at corners. The full domain is shown in figure 2. After completion of 

geometry cleaning the mesh was created. The unstructured tetra mesh was generated for computational 

analysis with patch Independent octree technique [3]. The prism layers are generated near the wall. It is a 

difficult task to control mesh because of the complexity of the model. 6.9 million elements were 

generated.  

 

FIGURE 1. CAD-Model of Turboprop Engine 

FIGURE 2. Mesh model 

The proper boundary conditions were applied to all appropriate places as follows [2], 

Sr. 

No 
Face Type of boundary condition Magnitude Temperature 

1. Domain Inlet Velocity Inlet 4 m/s 304 K 

2. Domain Outlet Pressure Outlet Pressure Outlet  304 K 

3. Domain Wall Wall - No slip condition. 304 K 

5. Stub inlets Mass Flow Inlet 0.5935 kg/s 913 K 

6. Blades, Spinner, etc. Wall - No slip condition. - 

TABLE 1. Boundary conditions for numerical analysis. 

Domain inlet 

Domain outlet 

Model 
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3 ANALYTICAL STUDY 

The Calculation was done by referring literature. For this calculation, the preliminary data is defined by 

CSIR-NAL. Area and Perimeter of stub at the outlet are 0.035 m
2
 and 0.735 m respectively. Hydraulic 

Diameter (Dh) is 0.1924 m, Mass flow rate at stub outlet is 0.59 kg/s, Velocity is 28.8 m/s, Exhaust gas 

temperature is 640°c i.e. 913 K, ambient temperature is 34°c i.e. 307 K, therefore Mean temperature is 

337°c, Distance from stub to propeller plane (H) is 0.6 m. 

By taking the properties of flue gas at mean temperature the calculations are to be done. That are, Density 

(ρ) = 0.58296 kg/m
3
, Viscosity (μ) = 0.0000295002 Ns/m

2
 or Pa.s, Thermal conductivity (k) = 0.051566 

W/m.k, Pr = 0.6463. 

Reynolds number, 

Re = 
     

 
 = 109484 

Here the flow coming from stub on to the plane, therefore Nusselt number is, 

Nu = 0.023 × (Re) 
0.8

 × (Pr) 
0.3

         

Nu = 216.94 

Martin developed the equation for nusselt number [3] i.e., 

Nuavg = Pr
0.42 

 

        

     (
 

 
  )   

     , when 2000 < Re < 400000 

For 30000<Re<120000, F = 0.54 Re
0.667

 

Put value of Nu in above equation, 

r/D = 3.6 

A correlation for effectiveness is given by Goldstein et al.[4] i.e., 

Effectiveness = 1.193(x/D)
-0.98    

, when x/D ≥ 3.5 

= 0.3399 

Effectiveness = 
           

         
 

Therefore, Tref = 239.97°c or 513.97 K is the temperature at the propeller plane. 

4 RESULTS AND CONCLUSIONS 

In the analytical study, the reference temperature (Tref) is the temperature on the propeller plane which 

facing the exhaust gas flow when the surface is considered to be an adiabatic wall. Tref is the average 

temperature of particular surface. In Numerical analysis when the solution was carried out nearly 10000 

iterations, the stability of residuals is found. In post processing contour of temperature at blade surface or 

the plane is taken and temperature profile is shown in Figures 3-4. By considering area weighted average 

of the blade surface which faces towards the stub, it shows the temperature of about 531.8 K. This is in 

close agreement with the analytical results. After analysis, it is observed that the blade appears high 

temperature in a static condition. From this baseline study, the methodology and model are satisfactory 

and the same will be used to perform dynamic analysis considering the flight envelope with propeller 

rotation. 
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FIGURE 3. Contours of temperature for a plane 

 

 

FIGURE 4. Temperature profile at propeller plane 
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ABSTRACT 

In this paper, aft mounted propeller blade surface temperatures during specific ground operation condition 

on the pusher configuration with given exhaust stub installation are analyzed. This analysis is carried out 

to understand the exhaust gas impingement and predict the surface temperatures before validating the 

compliance demonstration. It is important in pusher applications to ensure that the exposure of the 

propeller to the hot exhaust gas is minimized and that exhaust gas does not attach itself to the aft nacelle 

and cause overheating of the spinner/hub area of the propeller. An established numerical analysis 

approach is applied in this study, CFD analysis for flow through and around the nacelle, engine exhaust 

duct and propeller is presented for ground static condition using Realizable K-epsilon model using 

commercially available software ANSYS Fluent. Special emphasis was put on developing a good quality 

mesh for the domain with a finer boundary layer  along the wall and maintaining a higher density  mesh at 

critical areas. The flow characteristics derived from this CFD analysis remained unaltered during grid 

dependence studies. CFD results are compared with the analytical work to assess the exhaust temperature 

at the propeller plane for engine ground static condition. The results obtained from CFD study have 

shown that the temperature distribution around the propeller plane is in agreement with practical results 

which has been carried out at CSIR-NAL. By considering this as a baseline study, this simulation model 

will be used to carry out for different flight conditions.     

 

Key Words: Propeller, CFD, Surface Temperature, Stub. 

1 INTRODUCTION 

Pusher-Propeller installations have been shown to offer a number of advantages at the aircraft level in 

terms of cost, weight and aerodynamic considerations. For example, choice of a stub-wing mounted 

pusher over a wing mounted tractor propeller installation avoids the interactions of the propeller 

slipstream with the wing and offers the potential to enable significant portions of laminar flow to be 

achieved. Another major advantage is that the de-icing boots are not required because this design induces 

long exposure of the blades to the hot gases. A good configuration is one that minimizes the exposure of 

the blades to the exhaust. In general, exhaust plume characteristics are very difficult to predict, being 

subject to the influences of engine power, propeller swirl, and the flow field of the wing/nacelle/ aircraft. 

For this reason, some post design development work should be anticipated. Areas on the nacelles, stub-

wings, fuselage etc. that could be prone to heating should be instrumented with temperature sensitive tape 

or paint and the aircraft put through all the standard flight and ground manoeuvres, so that the temperature 

can be assessed.  

The general goal was to estimate the temperature on propeller surface when the engine is running at full 

power and aircraft is in static condition by simulating the flow field around the nacelle and propeller 

using commercial CFD package ANSYS Fluent [1]. 
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2 NUMERICAL STUDY 

For CFD analysis, the complete engine assembly geometry i.e. nacelle, propeller and spinner assembly of 

Light Transport Aircraft (LTA) was considered as shown in Figure 1. The modeling was done by using 

CATIA V5 R20. The IGES file was imported into pre-processor, before that domain is created [2]. The 

cylindrical domain was created for this study as that one uses the elements most efficiently with minimum 

distortion and eliminates edge effect at corners. The full domain is shown in figure 2. After completion of 

geometry cleaning, mesh was created. The unstructured tetra mesh was generated for computational 

analysis with patch Independent octree technique [3]. The prism layers are generated near the wall. It is 

difficult task to control mesh because of complexity of the model. After completion mesh nearly 20  

million elements were generated.  

 
Figure 1. CAD-Model with part names 

Figure 2. Mesh model 

For numerical analysis following flight condition to be considered, 

Sr. No. 
Flight 

Condition 
Altitude, m (ft) OAT, °c(K) 

Speed m/s 

(Mach  no.) 

1. Ground Static 

Condition 

914.4 

(3000) 

34 

(307) 

6.8 

(0.02) 

Table 1. Flight condition 

Domain inlet 

Domain outlet 

Model 
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The proper boundary conditions were applied to all appropriate places as follows [4], 

Sr. 

No 
Face Type of boundary condition Magnitude Temperature 

1. Domain Inlet Velocity Inlet 6.8m/s 307 K 

2. Domain Outlet Pressure Outlet Pressure Outlet  307 K 

3. Domain Wall Wall - No slip condition. 307 K 

5. Stub inlets Mass Flow Inlet 0.5935 kg/s 913 K 

6. Blades, Spinner, etc. Wall - No slip condition. - 

Table 2. Boundary conditions 

3 RESULTS AND DISCUSSION 

After completion of solver settings, the solution was carried out nearly 19000 iterations, when stability of 

residuals is found. In post processing contour of static temperature on blade surface and cut of plane was 

taken and temperature profile is shown in Figures 3-4. The temperature profile on blade indicates that the 

temperature was at middle region of blade and less at root and tip side of blade. The experimental analysis 

was carried out at CSIR-NAL. In this the Resistance Temperature Detectors are placed at camber side of 

propeller at every 110 mm distance from root to tip. The comparisons of results were plotted by graph as 

shown in figure 5. From graph it is observed that the numerical results of temperature are close to the 

practical results.  

 
Figure 3. Contours of temperature for a plane 

 

 

Figure 4. Temperature profile at propeller plane 
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Figure 5. Result validation graph 

4 CONCLUSION 

This paper shows CFD study using ANSYS FLUENT has been successfully done for nacelle, propeller, 

and of LTA. In this simulation approach using Reynolds-averaged Navier-stokes computational fluid 

dynamics for analysis of propeller blade of pusher-propeller LTA has delivered a better understanding of 

temperature distribution on propeller blade surface. The simulations were carried out at ground static 

condition. The results obtained from CFD analysis shows an under prediction of 9.3 % when compared 

with the experimental results which has been carried out by CSIR-NAL and were found satisfactory. The 

same simulation method and model was used to do analysis for different flight conditions. 
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ABSTRACT 

In this paper, we propose a modification in Roe scheme for incompressible flows in artificial 

compressibility framework for minimizing numerical dissipation. The reconstructed velocity 

components across the interface are redefined as a function of pseudo Mach number. It modifies the 

velocity jumps across the cell interfaces which are responsible for the dissipation at pseudo Mach 

number. Three test cases are solved to demonstrate the efficacy of the method. 

Key Words: Roe scheme, Artificial compressibility, Numerical dissipation, Mach number. 

1. INTRODUCTION 

Incompressible flows are encountered in a variety of engineering and scientific applications. 

Various numerical methods have been developed to solve incompressible flows. Methods based on 

artificial compressibility formulation introduced by Chorin [1] attracted researchers due to its 

several advantages. With this formulation it possible to use advanced numerical techniques 

developed for compressible flows to solve incompressible flows. This formulation allows one to 

solve the system of equations in a closely coupled manner. It possesses superior convergence as 

compared to popular pressure-based methods for incompressible flows.  

Roe scheme is one of the advanced numerical methods developed for computing high-speed 

compressible flows. However, it has been observed that the solution of this scheme is adversely 

affected by undesired numerical dissipation at low Mach number. In 2008, Thornber et al. [2] 

demonstrated that at low Mach numbers the normal velocity jump across the cell interfaces is 

responsible for the undesirable numerical dissipation affecting the solution. Later, through a discrete 

asymptotic analysis of Roe scheme, Riper [3] reconfirmed the role of velocity jumps. Roe scheme is 

also widely used for solving incompressible flows in artificial compressibility formulation. In the 

present work, we carry out a discrete asymptotic analysis of the Roe scheme for incompressible 

flow to study the behaviour of numerical dissipation at low pseudo Mach number arising in 

artificial compressibility formulation. It has been found from the analysis that the interface velocity 

jumps are responsible for large numerical dissipation at low pseudo Mach number. Therefore, a 

modification in the velocity components is introduced in a similar manner to that suggested by 

Thornber et al. [2]. A few numerical test problems are solved in order to evaluate the performance 

of the proposed Roe scheme. 

2. GOVERNING EQUATIONS 

The compact form of two dimensional viscous incompressible flows in artificial compressibility 

framework is given as 

0
t x y

∂ ∂ ∂
+ + =

∂ ∂ ∂

U F G
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where [ ], ,
T

p u v=U , F F Fc ν= − ,   G G G
c ν= − , 

2, ,F
T

c u u p uvβ = +  , 

2, ,G
T

c v uv v pβ = +  , 0,2 ,F

T

u v u

x x y

ν ν ν
  ∂ ∂ ∂ 

= +   
∂ ∂ ∂    

 and 

0, ,2F

T

v u v

x y y

ν ν ν
    ∂ ∂ ∂

= +    
∂ ∂ ∂    

. 

Here u , v , p , ν  and β  are x  component of velocity, y  component of velocity, normalised 

pressure (with density), dynamic viscosity and artificial compressibility parameter respectively. 

Superscripts c  and ν  denotes the inviscid and viscous flux respectively. 

The semi-discretized form of the governing equation using cell centered finite volume method for a 

cell i  over an unstructured grid can be written as 

1

1 1

( , ) 0H FU G
U

U
K K

i
i ik ik i ik k ik ik

k k

x y

d
T T T dl dl

d
n

t
n

ν ν−

= =

Ω + − = + ∑ ∑  

where k = 1, 2, … K ; with K  is the total number of cells surrounding the cell i  of volume iΩ . 

The term T  is the rotation matrix [4] for the edge ik  of length 
ik

dl  and H  denotes the two state 

Riemann flux between cell i  and k . 

3. FLUX CALCULATION 

The inviscid flux at the cell edge ik  between cell i  and k  is calculated using Roe scheme as 

follows 

( ) ( ) ( )( )
3

1

1 1
, | |

2 2
H U U F U F U K

c c ik ik ik

ik i ik k ik i ik k m m

m

mT T T T α λ
=

= + − ∑ � ��  
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ik

nu aλ = −� � � , 2
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nu aλ = +� � � , 3

ik

nuλ =� �  are the Eigen values of flux Jacobian 
( )( )
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U

c

T

T∂

∂
 with 
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 − −
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� �

�
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T
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� � � �
� �

�
 and 

[ ]3 0,0,1K
Tik =�  respectively. Similarly, wave strengths are 
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where, 1 k i
u p p∆ = − , ( ) ( )2 n nk i

u u u∆ = −  and ( ) ( )3 t tk i
u u u∆ = − . Here =

n x y
u un vn+  and 

=
t x y

u vn un− . Tilde denotes the Roe averages of the variables. In this formulation 
2

na u β= +� �  

denotes the Roe average of pseudo speed of sound. 
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To minimize the dissipation at low pseudo Mach number, reconstructed velocity components nu  

and tu  are redefined as 

( )
( ) ( ) ( ) ( )

2 2

i k i k

i

C n n n n

n

u u u u
u z

+ −
= + ,  ( )

( ) ( ) ( ) ( )
2 2

i k i k

i

C t t t t
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u u u u
u z

+ −
= +  

( )
( ) ( ) ( ) ( )

2 2

i k k i

k

C n n n n

n

u u u u
u z

+ −
= +   and ( )

( ) ( ) ( ) ( )
2 2

i k k i

k

C t t t t

t

u u u u
u z

+ −
= +  

where z  is defined as ( ,1)localz min M=  and ( , )local i kM max M M=  is local pseudo Mach 

number. Superscript C  denotes the modified components. The velocity components are 

reconstructed at the interface using solution dependent weighted least square (SDWLS) scheme. 

In the present work, viscous fluxes at the every cell interface are calculated using Green-Gauss method. 

4. RESULTS AND DISCUSSION 

To validate the performance of the present formulation three types of lid driven cavity problems are 

solved. In all the cases no-slip boundary condition is imposed on boundaries except at the top lid 

where velocity in the horizontal direction (i.e. 1u = ) is specified. Results obtained are compared 

with the benchmark results reported in the literature and the original Roe method. 

4.1 Lid driven square cavity 

A lid driven square cavity domain is discretized into 3588 triangular cells as shown in Figure 4.1(a). 

Simulation is performed at Re 5000=  and results obtained are plotted in Figure 4.2(a). The results 

in the [5] used for the comparison are obtained on 129 129× structured grids. It is observed that the 

present method is able to predict the velocity variation reported in [4] compared to Roe method. 

4.2 Lid driven forward-step cavity  

A lid driven cavity with a forward-step is simulated on the grid with 1524 triangular cells shown in 

Figure 4.1(b). Results obtained for Re 1000=  are plotted in Figure 4.2(b). The results are compared 

with the results reported in the [6] which are computed on 512 512×  curvilinear grids. It is found 

that in this case also present method performs well compared to Roe method. 

4.3 Lid driven skew cavity  

In this case a lid driven cavity skewed at an angle 45 degrees is considered at Re 1000=  which is 

discretized into 2628 triangular cells as shown in Figure 4.1(c). Here, the skewed shape of cavity 

creates a large portion of the domain with low pseudo Mach number. From Figure 4.2(c) it is clear 

that, compared to the Roe scheme the velocity profiles obtained in this case using present method 

are close to that found in [7] computed on 320 320×  structured grids. The improvement in results 

obtained using present scheme clearly demonstrates the efficacy of the present formulation. 

5. CONCLUSIONS 

A simple and inexpensive way to improve the accuracy of Roe scheme for incompressible flows is 

presented. It is easy to implement and not restricted by any grid configuration or variable 

reconstruction procedure. It modifies the velocity jumps in the flux formulation to reduce the 

dissipation. Test cases solved concludes that this modification is useful for the accuracy 

improvement of the Roe scheme at low pseudo Mach number regions. 
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       (a)          (b)     (c) 

FIGURE 4.1 Grids used for (a) lid driven square cavity (b) lid driven forward step cavity and (c) lid 

driven skew cavity 

         

       (a)          (b)     (c) 

FIGURE 4.2 Variation of u (w.r.t. y ) and v (w.r.t. x ) velocities for (a) lid driven square cavity (b) 

lid driven forward-step cavity and (c) lid driven skew cavity 
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Complex thermal hydraulic phenomena inside the containment structure of Nuclear Power Plant 

(NPP) require detailed numerical and experimental modelling. During a severe accident, such as 

LOCA (Loss of Coolant Accident) due to MSLB (Main Steam Line Breakage), steam along with 

hydrogen dispense in the primary structure or dry well. The mixture of steam-hydrogen through wet 

well (where mixture get cooled to some extent) flow in the open containment space and interacts with 

pre-existing air. The jet interaction in the large containment space and continuous incoming heat, in 

the presence of several components, increases the temperature, pressure and combustible gas 

concentration (H2, CO2, etc.) inside the containment. Now, the problem arises mainly because of 

accumulating hydrogen and increasing heat, that demand proper hydrogen management and 

continuous cooling, respectively, failing which may cause severe structural damage and other long-

term consequences. This study deals with the numerical modelling of spatio-temporal transport 

process related to stratification, natural circulation and containment wall condensation on a 
commercial platform Ansys CFX. The work is divided into two parts: (i) initial validations with the 

known experiments, (ii) analysis of the effect of stratification and natural circulation on steam 

condensation in a proposed Containment Thermal Hydraulic Test facility at IIT Kanpur.  

Key Words: containment thermal hydraulics, modelling, stratification, wall condensation.  

1. INTRODUCTION  

Nuclear power is the one of the most viable alternative for replacing the depleting conventional power 

sources. However, some accidents in the past (such as Fukushima) have reduced the confidence of 

public on Nuclear Power Plant (NPP). This requires further reviewing of the safety standard for such 

power plants, and consideration of Beyond Design Basis Accidents (BDBA) which can happen in 

multiple unforeseen events [1].  

A containment structure of NPP is huge part of the safety concern. The containment space in NPP is 

also a last safety barrier to the release of radioactive substances to the environment. During BDBA, a 

power failure may cause Loss of Coolant Accident (LOCA), which trigger large amount of hydrogen 

and steam generation. A rise in the pressure of reactor core may cause either Main Steam Line 

Breakage (MSLB) or primary structure failure. In such scenario, hot steam and other Non-

Condensable Gases (NCG) may release in the outer containment environment. To avoid 

pressurization of the containment building, efficient cooling and proper management of combustible 

gases is essential [2]. Hence, this work presents a numerical study of one such situation of hot steam 

release and cooling activity in a model test facility. The scenario is replicated by injecting hot steam 

in the chamber and depressurization due to condensation at the cold wall.  

In present work, a simplified mathematical model of Containment Thermal Hydraulic Test Facility 

(CTHTF) is developed. This mathematical model includes the effects of critical parameters such as 

NCG mass fraction, buoyancy driven stratification and jet interaction on heat transfer mechanism 

inside a model containment structure. The model is solved numerically in Ansys CFX. The study 

takes account of several simultaneously affecting phenomena such as jet mixing, stratification, natural 

circulation and wall condensation.  
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2. PROBLEM DESCRIPTION  

Pressurization and subsequent depressurization by condensation of steam are studied through different 

tests. The test setup is capable of injection of helium and steam through inlets located at different 

locations and orientation. The current simulation is only restricted to axisymmetric bottom injection 

in vertically upward direction. These simulations have been run in the commercial package ANSYS 

CFX. The geometry is similar to the TOSQAN facility. Thus, the numerical solver is first validated 

by TOSQAN test facility shown in Fig. 1(a). The data for Test 101 (from Malet et al. [3]) is compared 

with the obtained results. For the validation case, a 3-D axisymmetric model of the TOSQAN facility 

(Fig. 1(c)) of test section (Fig. 1(b)) is modelled. Test 101 involves injection of steam from the lower 

inlet into the chamber. Mass flow rate of 0.167 g/s (calculated for the axisymmetric model which is 

12 g/s for complete model) is injected. Other boundary conditions are given in Table 1. All other walls 

are kept at constant temperature of 120℃; pipe wall is insulated.  

The geometry of CTHTF is modelled and is show in the figure Fig. 2(a). The test section has three 

condensing sections of area 130 mm ×130 mm. These condensing sections are located at different 

heights from the bottom. Test is conducted by injecting steam at three different volumetric Richardson 

number and covers the momentum dominated, mixed flow and buoyancy dominated regime. Once 

the test section is pressurized and reached a steady state, the injection is stopped and depressurization 

due to condensation takes place. The inlet and boundary conditions for the performed simulation are 

given in Table 2.  

Table 1: Initial and boundary conditions inside the TOSQAN test facility for Test 101[3].  

  Initial Conditions   Boundary Conditions  

Xair  XH2O  
Temperature 

(℃)  

Pressure 

(bar)  

Density 

(kg/m3)  
XH2O at inlet  

Inlet 
temperature  

(℃ )  

Density at 
inlet  

(kg/m3)  

1  0  120  1  0.9  1  130  0.54  

  
Figure 1:  (a) Details of TOSQAN test facility (b) 3-D view of test section (c) 3-D axisymmetric view of 

test section (d) Mesh details  

3. NUMERICAL METHOD  

The solution to current problem involves solving a set of Partial Differential Equations (coupled 

equations of mass, momentum, energy and species transport) for which no analytical solutions exist. 

Hence, a numerical approach based on the Finite Volume discretization technique is adopted. Due to 
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the nonlinear nature of the equations, an iterative approach is used. Mixture gases are handled with 

Multicomponent mixture model, whereas wall condensation is taken care by Wall condensation 

model [4]. To achieve high accuracy and to reduce the cell count, a hexahedral dominant mesh is 

generated for both the validation case and the CTHTF test setup. Grid independence studies were 

conducted and the mesh which gave the most accurate results was chosen. The meshing is done in 

ICEM CFD. Cell count for the validation geometry and test setup geometry is 5771 and 418699, 

respectively with a mean quality of 0.87 (on a scale of 0-1 with 1 being highest). The mesh has been 

kept fine at critical areas such as the inlet, corners and walls. Minimum Y+ of 1 is maintained near 

the condensing wall of CTHTF. Time step of the transient simulation is decided by keeping in mind 

that CFL number should be less than 20, since an implicit solver is used [5]. The purpose of the 

numerical simulation is to solve for the fluid flow, heat transfer, concentration distribution as well as 

the level of condensation of steam.   

Table 2: Initial and boundary conditions inside the CTHTF 

test facility. 

  

Figure 2: (a) 3-D model of CTHTF, (b)  

Meshing of CTHTF geometry  

4. RESULTS*  

  
Figure 3: Comparison of current numerical results of steam injection test (a) with experiment, (b) with 

numerical results of Malet et al. [3]  
------------------------------------------------------------------------------------------------------------------------------  

*Detailed simulations are currently underway. Further results will be included in future.  

 Initial Conditions   

Xair  XH2O  
Temperature  

(℃ ) 

Pressure

(bar) 

 Density 

(kg/m3)  

1  0   120  1   0.9  

 Boundary Conditions   

Riv  Q (m3/s)  m (g/s)   Tinj (  )  

0.1  0.002221  2.220804  

120  1  0.000702  0.70228  

10  0.000222  0.22208  
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Three regimes are simulated for the steam injection with continuous cooling via condensation heat 

transfer. Simulations are carried out till steady-state is achieved. This is ensured by comparing the 

injection mass flux with condensation mass flux, at steady state both must be equal. In all three test 

cases, once the steady state is achieved the injection is stopped, and the test section is allowed to 

depressurize. The steam mole fraction at steady state and consecutive depressurization is shown in 

Fig. 4. At lower Riv, the steam is well mixed in the chamber with significantly higher concentration 

than higher Riv case. At higher Riv steam will stratify, which can have an effect on condensation heat 

transfer.*  

  

Figure 4: Steam molar fraction contour at (a) Riv = 0.1, (b) Riv = 1 and (c) Riv = 10  

5. CONCLUSIONS  

The numerical modelling of proposed Containment Thermal Hydraulic Test Facility (CTHTF) is done 

and a problem of steady state steam condensation and subsequent depressurization is solved in Ansys 

CFX. Tests are performed at three different regimes: momentum dominated, mixed flow and 

buoyancy dominated regimes. Buoyancy dominated and mixed flow regimes of tests show 

stratification of steam in the chamber, whereas in the momentum dominated tests, a well-mixed air 
steam mixture is available due to enhanced mixing at higher velocities. Further depressurization due 

to condensation will promote stratification of steam in the test chamber.  
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ABSTRACT 

Jet propulsion engines uses twin-spool compressor for requirement of high pressure ratio at design 

and off-design conditions. In a common twin-spool configuration the LP compressor and the HP 

compressor are driven by the LP turbine and HP turbine respectively. Transition ducts are to be 

found as a means of connecting the flow passages of the low and high pressure stages of 

compressors. Ducts are required because flow stability imposes that compression must be divided 

between two or three spools. However, optimization and high bypass ratio necessitate that the mean 

diameter of the compressors must be reduced, and so the interconnecting duct takes the form of an 

S-shape. Flow distribution within the duct depends on duct curvature, cross-sectional area variation, 

internal struts and the internal flow field. As flow coming out from upstream compressor it becomes 

very complicated especially during the operation at off-design conditions. This leads to secondary 

flow generation, counter-rotating vortex pairs and large pressure gradients on the bends of hub and 

shroud. Moreover, boundary layer separations are also occurred. It is advantageous to make the 

flow free from these effects. This paper incorporates a preliminary numerical investigation of 

pressure field, total pressure losses along the duct length, velocity field and turbulent kinetic energy 

distribution of a 2-D axi-symmetric duct with appropriate boundary conditions for two turbulence 

models. The numerical results are validated with the experimental data available in literature. 

Outcome of work suggests that the 2D axis symmetric flow through an S-shaped duct is complex, 

because of rapidly varying curvature, pressure gradient and non-uniform distribution of mass flux 

along the inner wall as well as outer wall and these have a significant effect on the flow behaviour 

within the duct. Moreover, radial adverse pressure gradient is responsible for generation of 

boundary layer within the s-shaped duct.  

Key Words: Compressor, Annular S-shaped duct, Pressure coefficient, Curvature. 

1. INTRODUCTION 

As the annular S-shaped duct are often used between the components of a gas turbine to maintain 

the continuous supply of air and fuel. Compressor transition S-shaped duct is used to supply the 

compressed air from low pressure compressor to high pressure compressor without significant loss 

of the pressure ratio. S-shaped duct also ensures that the uniform flow is supplied with minimum 

distortion. Hence, design of an S-shaped duct plays a crucial role for achieving the maximum 

performance of the downstream high pressure compressor. In addition of it, Convex, concave 

curvature at the walls and pressure gradient in radial direction also add complexity within the duct. 

Curvature and pressure gradient cause development of the boundary layer along the duct walls. 

However, development of the boundary layer also depends on the mild or strong types of curvature. 
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Further, a compressor stage at the upstream of the S-shaped duct also adds more complication in 

terms of the inlet conditions at the duct. However, it enhances the turbulence intensity within the 

duct that leads the stability of the outlet flow and eventually increases the pressure recovery with 

small increment of the total pressure loss. Britchford et.al [1] experimentally and numerically 

studied the effect of the duct curvature and wakes emanating from the upstream compressor on the 

flow development within the duct by using LDA and five -hole probe techniques and found that the 

tendency of secondary flow generation and boundary layer parameters were reduced with upstream 

compressor stage. In additions of it, Reynolds stress model gave better capture of curvature effects 

as compared to k-ε model. Bailey et.al [2] experimentally investigated the effect of strut on the flow 

within the duct and stated that localized effect of the strut is higher however it did not significantly 

alter the overall performance of the duct.   

2. Numerical Simulation 

2.1 Geometry and Meshing 

Present numerical prediction is carried out on the constant area annular S-shaped duct of 

the existing literature [1] with inlet passage height (ℎ𝑖𝑛 ) of 71.1mm and axial length of 

241.74mm. Detail inlet and exit geometry of the annular s-shaped duct is summarized in 

Table 1. In order to simulate the flow structure within the duct, 2-D geometry with 

similar parameters [1] is designed in GAMBIT and illustrated in Figure 1. 

 

TABLE 1.Inlet and exit s-shaped duct geometry 

 Numerical simulation is carried out using commercial CFD software Ansys- Fluent. Structured 

mesh is generated for whole assembly. Face meshes are generated with quadratic type of elements 

using map scheme available in Gambit. To capture accurate viscous effect near the wall Y+ >11 is 

selected for both of the turbulence models. Stream wise velocity of 28.3 m/s and turbulence 

quantities are selected as inlet boundary condition to the parallel duct in both of cases and static 

pressure is assumed to zero at outlet.  

  

     FIGURE 1. S-shaped duct  FIGURE 2. Grid independence test  

2.2 Grid Independence Study 

 Inlet Exit Ratio 

𝑥𝑚   0.02 0.24174 - 

𝑟𝑖  (m) 0.2845 0.2110 0.74376 

𝑟𝑜  (m) 0.3556 0.3006 0.84505 

𝑟𝑚  (m) 0.32005 0.25605 0.80003 

h(m) 0.0711 0.8890 1.25035 

A(𝑚2) 0.142977 0.143023 1.00 

HTR 0.80006 0.70416 0.88013 
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To make the results independent with the grid sizes, grid convergence analysis is also performed. In 

the present case, four different grid sized are chosen and variation of the static pressure coefficient 

along the duct length is selected as a sensitive parameter. For lucidity, the variation of static 

pressure coefficient along the duct length for four different grid sizes is presented in Figure 2. It is 

detected that results obtained for grid C are D are overlapping to each other for entire axial length. 

Hence, grid C with 192000 elements; is selected as independent grid for both of the turbulence 

models. 

3. RESULTS 

Since the results obtained from the numerical simulations by using two turbulence models 

are to be compared with existing literature, the variation of the parameters at the identical 

locations to literature traverse lines throughout the duct passage. In th e FLUENT, it is 

possible to select grid lines which are almost equivalent to their respective traverse lines 

and locations of these lines with respect to mid-passage height are tabulated in Table 2. To 

make the results more significantly understandable, all parameters are presented in non-

dimensional form.   

 

𝑋𝑚 /L -.25 0.0 0.125 0.25 0.375 0.5 0.625 0.75 0.875 1.0 1.4 

TABLE 2. Traverse lines locations 

3.1 Predicted Contours 

To describe the influence of duct curvature, axial velocity and static pressure  varition along the 

walls are shown in Figures 3 and 4  respectively. It can be seen form the Figures that pressure is 

minimum at convex curvature and maximum at concave curvature due to convergent divergent 

nature of the wall respectively whereas, axial velocity shows opposite nature.   

                                 

FIGURE 3. Axial velocity                                                                       FIGURE 4. Static pressure  

3.2 Validation of Computational Results  

3.2.1 Wall Static Pressure Distribution  

It is well known that the development of flow within the duct is affected significantly by the 

pressure distribution which can be clearly understood from the Figure 5. This data is exhibited in 

terms of pressure coefficient (𝐶𝑝), which is calculated using mass weighted average total and static 

pressures at inlet to the duct(x/L=0.0). Figure shows the variation of static pressure along the walls 

for predictions as well as existing literature [1].The Figure 5 indicates that there is strong pressure 

gradient along the inner wall compare to outer wall in all the cases. Within the first bend, pressure 

along the outer wall is higher than inner whereas, it is altered when it approaches to the second 

bend. As the consequences, along the inner wall (𝐶𝑝), initially sinks and then advances from -0.34 
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to +0.22 in experimental case, -0.45 to +.20 in k-ε case and from $-0.45$ to $+0.22$ in RST case.  

It can also be understood that inner wall is prominent to adverse pressure gradient. In spite of it, 

most of portion of the outer wall is subjected to favourable pressure gradient and it varies from 

+0.20 to -.28 whereas, in k-ε and RST model, it is +.22 to -.36 and +.22 to -.34 respectively.  

 

FIGURE 5. Static pressure distributions along the walls 

3.2.2 Stream Wise Velocity 

To check the accuracy of CFD predictions, the predicted stream wise velocities are to be compared 

with the existing literature [1]. Here, only velocity profile at x/L =-0.25 location is shown. Since, at 

the upstream of the duct identical inlet conditions have been applied as in the existing literature [1], 

predicted velocity profiles are similar to the experimental result with similar boundary layer   

thickness.   

 
FIGURE6. Stream wise velocity at x/L=-0.25     FIGURE7. Turbulent kinetic energy     

It can be understood from the above figure that core region has uniform velocity and maximum 

velocity is also found into core region. However, near the wall, velocity is gradually varying to 

accommodate the effect of the boundary layer.  

3.2.3 Turbulent Kinetic Energy 

Turbulent kinetic energy in the Reynolds stress model is not obtained directly as in the eddy 

viscosity model. Distribution of turbulent kinetic energy shown in Figure 7, is in the non-

dimensional form (k/𝑈𝑀𝑒𝑎𝑛
2 ). From the Figure, it can be understood that near the wall some elevated 

region are found which indicate the complex behaviour of the wall. Predicted turbulent kinetic 

energy distributions show fairly good agreement with the existing literature [1]. 

4. CONCLUSIONS 

A numerical investigation of annular S-shaped duct is carried out to examine the influence of the 

rapidly varying pressure gradients, non-uniform mass flux distribution and curvature of the wall. 

Comparison of predicted results with existing experimental data depicted good agreement for 

stream wise velocity, wall static pressure distribution, and turbulent kinetic energy. However, some 

discrepancies showed by predicted results because of not to accommodate the exact effects of the 

pressure gradient, non-uniform distribution of mass flux and curvature adjacent to the wall. Hence, 

accurate prediction of such a flow is always a challenge task for any turbulence model. 
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ABSTRACT 

This paper reports the fluid flow characteristics inside a non-axisymmetric airfoil convergent nozzle 

used to enhance the overall performance of a turbo-expander. The coordinates of upper (5th order) 

and lower (3rd order) surface of the nozzle is obtained using curve fitting method in Matlab© 

thereafter the computational domain has been generated in SolidWorks©. Numerical analysis has 

been done to visualize the flow field behavior inside the nozzle for different cryogenic fluids at a 

pressure ratio of two. Shear stress transport (SST) turbulence model has been used to solve the 

computational domain. The key feature of this implementation is to obtain subsonic velocity at the 

nozzle exit. The computing results show that the reduction in temperature for air is highest i.e., 14.2 

K with Mach number of 0.88 at the outlet as compared to other fluids. 

Key Words: Fluid flow, Non-axisymmetric nozzle, Turboexpander 

1. INTRODUCTION 

In the design of turbo-expander for the liquefaction of various cryogenic gases, the design of nozzle 

plays an important role, which affects the performance of the system. In this framework, a great 

interest has been concentrated in the development of non-axisymmetric convergent subsonic nozzle. 
Cryogenic fluids such as liquid helium, nitrogen, oxygen, hydrogen etc. are used due to its variety 

of applications in the fields such as, rocket propulsion and aerospace appliances, superconducting 

equipment, industrial applications etc. The advent of modern superconductors which will achieve 

superconductivity at or above liquid nitrogen temperature will increase the importance of liquid 

nitrogen as a refrigerant [1, 2].  

 The computational work to visualize the effect of nozzle pressure ratio on flow structure, shock-

induced boundary layer separation inside a non-axisymmetric supersonic convergent-divergent 

nozzle was performed by Hasan [3]. The selection of cross-section at the exit plays a vital role to 

reduce the thrust loss. Researchers suggest that rectangular cross-section possess less thrust loss as 

compare to circular one whereas density profiles through the circular nozzle have good agreement 

with the experimental results as compared to that of for the rectangular or square nozzles [4, 8]. The 

numerical work was carried on to visualize the oscillatory flow pattern and hysteresis phenomenon 

for different pressure ratios between two shock structures (FSS and RSS) and its effect on annulus 

height, wall pressure and shear stress in axisymmetric and truncated contour nozzle [5]. The work is 

carried on to investigate the wall pressure, flow separation, shockwave propagation and boundary 

layer transient flows through 3-D planar, supersonic convergent-divergent and Laval nozzle using 

different subgrid models and proposed that WMLES provide best results using LES and validate it 

with experimental results [6, 7].  

 In the current paper, a non-axisymmetric convergent nozzle is designed to obtain subsonic speed at 

the outlet which is essential for an effective design of a turbo-expander. The design method is based 

on 3rd and 5th order curve under specified boundary condition which delivers uniform subsonic flow 

as well as the decrease in temperature of the fluid which is essential at low temperature. The 

geometry has been developed to minimize the huge amount of energy losses due to flow separation 

which increases the performance of the system. The demand for high-performance air and helium 
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liquefaction unit needs numerical analysis of flow field behavior inside major components such as 

nozzle to visualize the flow separation, pressure, velocity, Mach number, temperature, shock etc. 

2. COMPUTATIONAL DOMAIN AND GOVERNING EQUATUIONS 

A three-dimensional computational domain has been developed in SolidWorks© for numerical 

simulation is shown in the Figure [1 (a)]. 

 

(a)                                                                                   (b) 

 Figure 1. (a) Schematic of a non-axisymmetric convergent nozzle (b) Computational mesh 

 

Although the experiments give the exact results but it is expensive. Accurate prediction of pressure, 

velocity, temperature, flow separation, shock etc. inside the domain is necessary to develop an 

airfoil nozzle used in turbo-expander. Therefore, Computational Fluid Dynamics plays a vital role 

to visualize these parameters for the optimum design of the nozzle. The flow behavior, boundary 

layer separation etc. strongly dependent on turbulence models used for RANS simulations. In order 

to compute the flow field inside the nozzle, a computational mesh has been created in ANSYS© 

mesh which is shown in the Figure [1 (b)]. 

 To achieve the accurate simulation results, the selection of numerical scheme is equally important 

as turbulence model. In the current study, the second-order upwind scheme was selected for 

discretization of momentum and energy equations and no-slip with adiabatic boundary condition is 

imposed on the wall. The flow field structure of helium, hydrogen, oxygen, and air for the pressure 

ratio of two are compared.  

 By using SST turbulence model, an efficient prediction of pressure, velocity, Mach number, static 

enthalpy etc. have obtained. Medium turbulence intensity of 5% is used. In the current analysis, 

governing equations which is used to solve the computational domain in CFX are as follows. 

Continuity Equation: 
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3. RESULTS  

The flow behavior inside a nozzle for different ideal gases (air, helium, hydrogen, and oxygen) has 

been reported. Generally, ideal nozzles provide uniform and parallel flow at the exit. Figure [2 (a)] 

represents the variation of pressure along the axial distance for different ideal gases for the pressure 

ratio of two. It clearly shows that the pressure variation inside the domain is from 16 bar (inlet) to 8 

bar (outlet) is almost similar for all the gases but the other parameters are changed. 

 Figure [2 (b)] represents the Mach number and velocity profile along the axial distance. The 

variation of Mach number for all the fluids follows similar pattern up to 0.5 mm. Thereafter, Mach 

number of air increases which is 0.88 at the outlet. It is interesting to observe that the variation of 

Mach number for hydrogen and oxygen are almost identical but its velocity variation is different.  

 Figure [3 (a-d)] represents that the velocity contours of the different fluid. The velocity of air at 

axial distance x = 2.5 mm is approximately 35.20 m/s and continuously increases as one move 

towards the outlet where it is approximately 166.00 m/s with Mach number of 0.88. The velocity 

contours of helium at plane x = 2.5 mm the velocity is approximately 58.45 m/s and continuously 

increases as one move towards the outlet where it is approximately 214.65 m/s with a Mach number 

of 0.54. The velocity contours of hydrogen at x = 2.5 mm is approximately 78.64 m/s and 

continuously increases as one moves towards the outlet where it is approximately 309.00 m/s with a 

Mach number of 0.60. The velocity contours of oxygen at x = 2.5 mm the velocity is approximately 

36.40 m/s and continuously increases as one moves towards the outlet where it is approximately 

120.00 m/s with a Mach number of 0.62. It is interesting to observe that velocity of hydrogen is 

highest among all these gases from an inlet to outlet, whereas it is minimum for oxygen. It is also 

observed that the velocity increases rapidly after x = 5 mm and becomes stable at the time of impact 

with the turbine (outlet of the nozzle) due to which a uniform subsonic flow has been occurred. The 

Mach number at the outlet for helium is lowest for this nozzle.  

 

                    
(a)                                                                (b)                                         

Figure 2. (a) Pressure profile (b) Mach number variation from inlet to outlet 

 

  
(a)                                                                      (b) 
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                   (c)                                                                         (d) 

Figure 3. Velocity contour at different axial planes (a) Air (b) Helium (c) Hydrogen (d) Oxygen 

 Figure 3 represents the temperature contours of different fluids at different cross-sections. It shows 

that the temperature of the air at the outlet of the nozzle is 86.5 K which shows the decrement of 

14.5 K as compared to that of an inlet. The temperature of helium at the outlet of the nozzle is 45.8 

K whereas for hydrogen gas it is 46.8 K. The decrease in temperature for helium and hydrogen are 

3.2 K and 4.2 K respectively as compare to that of at the inlet. It is interesting to note that the 

decrement in temperature for helium is greater than hydrogen by approximately 1 K. The 

temperature of oxygen at the outlet of the nozzle is 112.6 K, which shows the decrement of 7.4 K. 

This decrease in temperature is very much important at ultra-low temperature because it happens 

inside the nozzle which reduces the turbine work and hence increases the efficiency of turbo-

expander. It is desirable for the liquefaction of gases.  

 

 
                    (a)                                                                 (b) 

 
                                                       (c)                                                                 (d)                                                             

Figure 4. Temperature contours at different axial planes (a) Air (b) Helium (c) Hydrogen (d)Oxygen 
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4. CONCLUSIONS 
 

The present work reports the design methods of the non-axisymmetric convergent nozzle and 

numerical simulation to visualize the flow pattern, velocity, temperature, pressure, Mach number 

etc. for different cryogenics fluid. Shear stress transport (SST) turbulence model is applied for all 

the cases and results are compared based on the simulation. Three-dimensional CFD model for 

turbulent fluid flow inside the convergent nozzle is simulated to visualize the fluid flow pattern as 

well as variation of velocity, temperature, pressure, Mach number etc. The interesting point of this 

study is the reduction in temperature for air is around 14.2 K with subsonic Mach number of 0.88 at 

the outlet of the nozzle. 
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ABSTRACT 

The present work describes the application of the generalized porous medium model to the study of 

heat and fluid flow in healthy and glaucomatous eyes of different subject specimens, considering 

the presence of ocular cavities and porous tissues. The dependence of TM porosity and 

permeability on Intraocular Pressure (IOP) has been analysed in detail, and the differences between 

healthy and glaucomatous eye conditions have been highlighted. The physiological conditions of 

patients have been found to have a significant influence on the thermo-fluid dynamic phenomena. 

The influence of different eye positions (supine and standing) on thermo-fluid dynamic quantities 

has been also investigated: results are presented in terms of velocity, pressure, temperature, friction 

coefficient (Cf) and local Nusselt number (NuL). The results clearly indicate that porosity and 

permeability of Trabecular Meshwork (TM) are two important parameters that affect eye pressure 

distribution. 

Keywords: Generalised porous medium model; Eye modeling; Aqueous humor flow; Intraocular 

Pressure (IOP); Patient oriented 

1. INTRODUCTION 

Glaucoma is a group of eye diseases which may result in loss of vision due to damage of the optic 

nerve. By the year 2020, it is estimated that there will be about 80 million people in the world 

affected by glaucoma.  

The literature survey clearly shows a strong interest of the biomedical engineering community in 

numerical modelling of the anterior section of the eye. Although significant efforts have been made, 

the effects of both porosity and permeability of TM on AH outflow and, consequently, on IOP, on 
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subject-specific geometries is still lacking. These parameters play a crucial role on pressure 

management of an eye and thus must be properly analysed using the more available and suited 

comprehensive models, including non-Darcy models. Therefore, a general porous medium model 

that is able to take into account the effects of porosity and permeability and its interaction with 

porous tissues and free fluid can produce relevant information concerning AH outflow from the 

anterior chamber of an eye and its management of IOP. 

In order to study the effects of TM porous structure on AH outflow and IOP, the authors propose 

here for the first time the use of the Generalised Porous Medium (GPM) model that integrates 

Darcy, Forcheimmer and Brinkmann models in the solution of fluid flow and heat transfer through 

porous media. The model is then used for the first time within a patient-oriented procedure, to 

solve flow and heat transfer in four different subject-specific eyes, extracted from tomographic 

images of healthy (HE1,HE2) and glaucomatous patients (GE1,GE2). The application of the present 

model allowed the authors to highlight the sensitivity of heat and mass transport phenomena 

occurring in human eyes to key eye parameters, such as porosity and permeability of ocular tissues 

and consequently, understands the differences between healthy and glaucomatous eyes. The 

authors aim at proving that these properties drastically affect flow and thermal fields in the AC of 

eyes and are strongly related to healthy and glaucomatous conditions. 

3. MATHEMATICAL MODEL AND NUMERICAL METHODOLOGY 

Laminar, incompressible fluid flow has been considered in this work for AH, in order to model its 

velocity and temperature inside the anterior chamber of human eyes by solving the generalised 

porous medium model [1,2]. Buoyancy effects have been incorporated via the Boussinesq 

approximation, relating density variations to temperature differences in cornea, lens and iris, 

obtaining a mixed convection flow regime. The conservation equations of the generalised porous 

medium model in indicial notation can be written as: 

 

Continuity equation: 
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The generalised porous medium model (1-3) is very useful in problems where a porous medium 

interacts with a free fluid, such as the present case where ocular cavities are in contact with porous 

tissues. In fact, the model approaches the Navier-Stokes equations when permeability, κ, goes to 

infinity and porosity, ε, approaches unity. However, when permeability assumes a finite value and 

porosity is smaller than one, the model describes heat and fluid flow in porous tissues. 
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4. COMPUTATIONAL DOMAINS AND BOUNDARY CONDITIONS 

 

The computational domain takes into account Trabecular Meshwork (TM), Schlemm’s Canal (SC) 

and Collector Channel (CC). The small segment between lens and iris captured from the scans 

serves as the inlet for AH secreted by the ciliary body. Collector Channels (CC), among the AH 

outflow pathway, are modelled as outlets for the AH. AH is secreted by the ciliary body, which is 

represented in the present model by an inlet section in the anterior segment of the eye, between iris 

and lens, as shown in Figure 1. A nominal volumetric flow rate of 2.5 µL/min is assigned at this 

inlet section. The Schlemm’s Canal (SC) and Collector Channels (CC) are subject to an episcleral 

venous pressure of 10.5 mm Hg. Lens, iris and cornea are assumed to be impermeable walls, where 

no slip boundary conditions are imposed. The temperature of the outer surface of cornea is set at 

27°C, while the temperature of lens and iris are set to normal human body temperature of 37°C. 

Appropriate permeability values, depending on the health condition of human eye, are used for the 

porous tissue that represents the TM [3]. 

 

 

Figure 1. Computational domain of  human eye model HE1. 

4. RESULTS 

 

In the present work, the authors have found that glaucoma eyes should be characterized by TM 

permeability smaller than 
15 24 10 m , and porosity values smaller than 0.08. For healthy patients, 

however, IOP values are usually between 9 mm Hg and 18-21 mmHg, with corresponding 

permeability values ranging between 
14 28 10 m  and 

15 25 10 m   with porosity values greater than 

0.1. Low permeability of TM produces high resistance to the AH flow, affecting IOP valuesThe TM 

permeability values chosen for the four eyes have been correlated to approximately reproduce the 

IOP values in numerical simulation measured in clinical practice. The higher the resistance of the 

TM, the larger the pressure drop and, as a consequence, ophthalmologists focus their attention on 

the study of alternative pathways for the AH outflow from AC. 

The flow in the first healthy eye HE1 has shown a more symmetric behavior compared to HE2, 

GE1 and GE2 in supine conditions. The asymmetry in the patient specific models of HE2, GE1 and 

GE2 invokes asymmetric AH circular patterns, particularly evident in supine position. It is 

interesting to note that, for supine position, there is a larger vortex located at the core region, 

characterized by higher velocity values with respect to the second smaller vortex.  
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The velocity magnitude distributions across horizontal and vertical sections of each eye are plotted 

in Figure 2. It is interesting to note that the velocity values at both horizontal and vertical sections 

of healthy eyes are larger than those corresponding to glaucoma eye models, for both supine and 

standing positions, due to the TM permeability, with a consequent influence on IOP. The higher 

velocity observed in healthy eyes with respect to glaucoma eyes, GE1 and GE2, is due to the lower 

IOP. 

 

Figure 2. Velocity profile along horizontal (left) and vertical (right) section of eye for supine and 

standing positions for different eye models. 

 

5. CONCLUSIONS 

The present work describes the flow and heat transfer in four subject-specific human eyes by means 

of the Generalised Porous Medium (GPM) model coupled to a patient-oriented procedure. The 

following conclusions are drawn from the study. 

1. The TM porous parameters, i.e. porosity and permeability, have a relevant role in 

determining the physiological conditions of the different subject specimens. 

2. Glaucomatous eyes (GE1 and GE2) exhibit a lower AH velocity magnitude with respect to 

healthy eyes, due to higher IOP, affecting the normal biological function of the eye. 

3. The heat and mass transfer phenomena are substantially different for the glaucomatous eyes 

when compared to the healthy eyes.  
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ABSTRACT 

Numerical analysis has been performed to analyse the effect of non-uniform heating on heat transfer 

charecteristics for steady laminar flow through wavy channel. Heat transfer charecteristics has been 

analysed with different heat flux amplitude and phase difference of sinusoidal heat flux. We 

observe an intricate interplay between the amplitude and phase difference of  heat flux profile on 

the thermal transport characteritics. The local heat transfer enhancement is highly sensitive with 

change in amplitude of the sinusoidal heat flux.. For zero phase difference of heat flux profile, all 

local minima are higher in comparesion with local minima of the corresponding reciprocal phase 

difference, while the decrease in local maxima is not monotonic. Decrease in amplitude of heat flux 

increases the average Nusselt number, while for same heat flux amplitude zero phase difference 

yields higher average Nusselt number. 

Key Words: Wavy channel, sinusoidal heat flux, Heat transfer enhancement. 

1. INTRODUCTION 

Passive method of heat transfer using corrugation on wall is one of the effective method of heat 

transfer augmentation. There are so many researchers work in this area to enhance the heat transfer 

in wavy channel for economic design of the thermal devices like heat exchangers[1-2], solar heater 

[3-4] etc.  

Rush et al. [5] analysed experimentally heat transfer and mixing charecteristics in wavy channel 

with different phase difference of wavy wall and found that mixing enhances the local heat transfer. 

The work of Wang and Chen [6] disclosed that average nussult number increases with increase in 

wave amplitude in laminar regime. Ahmed et al. [7] concluded that mixing of nanoparticle in base 

fluid increases the heat transfer in wavy channel and increment of volume fraction also increase the 

percentage of average Nusselt number enhancement. Pati et al. [8] numerically analysed the 

thermo-hydraulic performance of two types of wavy channel, called serpentine and raccoon. It was 

found that for serpentine channel have higher thermo-hydraulic performance in laminar regime.  

The effects of non-uniform heating on heat transfer characteristics in wavy channel are not available 

in the literature. Accordingly, objective of the present work is to analyze the effect of sinosiodal 

heat flux on the thermal charecteristics for different heat flux amplitude and phase difference.  

2. THEORETICAL FORMULATION 

We consider two dimensional steady, incompressible, laminar flow of Newtonian fluid 

through the wavy channel as shown in Figure 1.The equation of the wavy wall is written 

in dimensionless form as: 

)/sin()( LxAxs            (1) 

The plain part of the channel is considered as adiabatic, while the wavy wall of the 

channel is imposed with sinusoidal heat flux. For numerical analysis, we consider that 

there is no internal heat generation and no viscous dissipation.  
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FIGURE 1. Schematic diagram of the physical model  and the coordinate system 

The governing transport equations are: 
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The boundary conditions used are as follows: 

At inlet 

Uu  , 
inletTT             (6) 

At wall 

0 vu ,  0
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At outlet 
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The obtained temperature velocity field is synthesized by dimensionless parameter , called 

local Nusselt number. The local Nusselt number is found as follows:  

kTT

Lxq
Nu

inletwall )(
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                   (10) 

The average Nusselt number is calculated as  
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4. RESULTS 

Finite element method is used to solve the governing transport equations. Relative 

residual criteria for convergence is set as 10 -6. The number of element is taken as 85,474 

after performing extensive grid independency test and maximum relative error with grid 

change is found less than 1%. The numerical scheme has been validated with the results 

of Wang and Chen [6] and the same is available in [8].  

The main purpose of this work is to analyse the effect of sinusoidal heat flux on wavy channel for 

different heat flux amplitude and phase difference on the heat flux profile. The dimensionless 

amplitude of the channel is kept fixed as  A/L =0.3. We consider three different amplitude of 

heat flux (a=0.25, 0.5 and 0.75) and two phase difference on the heat flux profile. ( =0 and 

180). 

 
 

(a) (b) 

FIGURE. 2 Variation of local Nusselt number at top wavy wall with (a) different heat flux 

amplitude a=0.25, 0.5 and 0.75, (b) phase difference (=0 and 180) of sinusoidal heat flux for 

Re=300. 

Figure 2(a) discloses the variation of local Nusselt number for different heat flux amplitude (a=0.25, 

0.5 and 0.75) at Re=300 and  =0. It can be seen that with increase in amplitude of heat flux 

profile, local maxima of Nu increases and at the time local minima also decreases. However, the 

decrease of local minima is more as compare to incraese in local maxima. The effect of phase 

difference of heat flux profile on local Nussult number is disclosed in Figure 2(b) for Re=300 and 

a=0.75. The local maxima for  =180 is higher for first two wavy trough in downstream direction 

but after third trough decreases. The local minima for  =180 is always lower than  =0 because 

of trapping of hot fluid for  =00.is lower in wavy crest as magnitude of heat flux is higher before 

the crest in case of  =0.and after the crest in case of  =180. 

Figure 3 represents the combined effects of heat flux amplitude and phase difference on average 

Nusselt number for laminar regime (5<Re<300). With increase in amplitude average Nusselt 

number decreasesfor the reasons mentioned earlier. It can be observed that for any heat flux 

amplitude, average Nusselt number for  =0  is always higher because local minima of Nusselt 

number for  =0  is always higher.  
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FIGURE. 3 Variation of average Nusselt number with Reynolds number for a=0.25, 0.5 and 0.75 

with  =0 and 180 

5. CONCLUSIONS 

Numerical analysis for heat transfer analysis in wavy channel with sinusoidal heat flux has been 

executed. The important findings are: 

 Local variation of Nusselt number is very sensible with amplitude of the heat flux. The 

range of local minima and maxima increases with increase in heat flux amplitude.  

 The phase location of sinusoidal heat flux is significant in case of wavy channel. Average 

Nusselt number is higher for lower amplitude of sinusoidal heat flux and  =0. 
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ABSTRACT 

The paper reviews the existing mathematical procedures used to solve chemical equilibrium 
problem and suggests alternative methods. The proposed mathematical procedures are employed to 
solve the chemical equilibrium problem for high pressure and high temperature environment in 
chemical explosions. Real gas equation of state based on JCZ3 is implemented to evaluate the 
Gibb’s free energy. The non-linear system is solved with the help of stochastic algorithms as well as 
optimization methods. The proposed stochastic algorithm generates a faithful random composition 
vector. 

 

Key Words: Chemical Equilibrium, stochastic, optimization, Gibbs free energy 

 

1. INTRODUCTION 

In a chemical explosion from a high explosive, a detonation wave propagates through the un-

reacted explosive material. Although explosions/detonations have been studied for a long time, 

several physical phenomena associated with their behavior still remain to be explored. In particular, 

the thermochemistry of non-ideal explosives and the flow-field behind the blastwave is not properly 

understood. The short time scales associated with the problem makes it impossible for in-situ 

experimental analysis. Thus, computational simulations offer a capabilityto simulate and understand 

the complex physics involved in detonation. 

Numerical simulation is the main approach to predict the effect of explosions. The usual starting 

point for any investigation into a new explosive composition is the prediction of its ideal detonation 

velocity and Chapman-Jouget (C-J) state properties using a thermodynamic equilibrium code. 

Thermo-chemical codes solve thermodynamic equations to find chemical equilibrium by 

minimizing the Gibbs free energy. Many thermo-chemical codes such as RUBY [1], TIGER [2], 

CHEETAH [3], etc. have been developed to predict the performance of propellants and explosives 

and to evaluate formulations of new energetic materials.  

2. THERMO-CHEMICAL ANALYSIS 

The most widely used method for solving the thermo-chemical equilibrium problem is based on the 

principal of minimization of Gibbs free energy. The state of the art thermochemical codes apply this 

approach with models based on ideal gas Equation of state (EOS), as well as other more advanced 

real gas eos, such as BKW, JCZ3 etc. In this paper, we will employ the the ideal gas as well as 

JCZ3 eos to represent the Gibbs free energy of gas mixture under high temperature and pressure 

Page 502 of 943



 

 

 

conditions. A large number of codes use the method of steepest descent to perform the minimization 

of Gibbs free energy, and this method requires an initial estimate of the CJ state to be made. The 

method of steepest descent finds the closest minimum to the initial guess, but does not guarantee to 

find the global minimum. For highly non-ideal explosives, it is desired to have a method of 

minimizing the free energy which guarantees global minimum without requiring an initial estimate. 

Borg et. al. proposed an alternative approach to minimizing functions based on probabilistic or 
stochastic methodology [4]. In this general approach, a composition is guessed and the free energy 
is computed. This process is continued until a pre-determined number of guesses has been achieved. 
At this stage the equilibrium composition is that composition amongst all the guesses that yields the 
lowest free energy. The stochastic method guarantee to find a global maximum/minimum, albeit the 
involved computation reqirement is higher than deterministic methods.  Let f represent the free 
energy of the mixture of products with given composition X, then the algorithm for the free energy 
minimization is given as: 
 

 

Generate random 
composition, X1 with 
constraints 
 

  

Calculate f1 (X1)   
For a number of guesses do   
 Generate random 

composition, X2 
with constraints 
 

 

 Calculate f2 

 

 

 
𝑋3 =

 𝑓1𝑋1 + 𝑓2𝑋2 

 𝑓1 + 𝑓2 
 

 

 

 Calculate f3 

 
 

 if (f1 = min (f1 , f2, 
f3)) 
 do nothing 
 

 

 else  
  if (f2 = min (f1, f2, f3)) 

X1=X2  

f1=f2 

 
  else 

X1=X3  

f1=f3 

 
  end if 
 end if  
end for   
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The above algorithm determines the optimum equilibrium composition X1. In order to apply this 
algorithm to the problem of determining equilibrium compositions, we need a method for 
generating random composition vectors X. The algorithm proposed by Borg et. al. has poor 
efficiency, as lot of random composition vectors generated in the process are rejected owing to 
negative values of mole fraction and sum of mole fractions not coming equal to unity. In this paper, 
we studied the algorithm proposed by Borg et al. and suggest improvements to acheive overall 
efficiency with the stochastic method. In the proposed method, the species from the list is chosen in 
such a way such that the rejection process is reduced. As compared to 24 rejection out of 25 random 
compositions in the algorithm of Borg et. al., the proposed method reduces this number to 3 out of 
10. This makes the code faster and more efficient.  
 

3. OPTIMIZATION METHODS  

White et al. described an alternative method based on linear programming technique for minimizing 

the free energy. This method automatically ensures that all mole fractions remain positive during 

the calculation. However, the method is suitable for only those problems where the total free energy 

may be expressed as a linear function of the product composition vector, and with BKW (and other 

complex EOS) this is not the case. We will compare this method with the other method for ideal gas 

eos.  

To employ optimization techniques with real gas eos, such as JCZ3 eos, a non-linear optimization 

method is required. The Sequential Quadratic Programming (SQP) is a powerful method for non-

linear optimization problems. This method is suitable for CHNO explosives like steepest descent 

method but the convergence rate of SQP is  an order higher than that of steeepest descent method. It 

is one of the most effective methods for nonlinearly constrained optimisation which generates steps 

by solving quadratic subproblems.  

 

3. RESULTS 

We modified the stochastic algorithm of Borg et al. for the generation of random composition 

vector. The method was then employed to generate random composition of gases to solve 

combustion of methane in air and determine the equilibrium compositions. As can be observed from 

Fig. 1, the modified algorithm still retains the randomness of the compositions.  
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FIGURE 1 Composition vs number of samples for CH4 and CO2 produced by the random  

     Composition generator 

 

4. CONCLUSIONS 

Alternative mathematical procedures are proposed to solve the chemical equilibrium problem for 
high pressure and high temperature environment in chemical explosions. Real gas equation of state 
based on JCZ3 is implemented to evaluate the Gibb’s free energy. The non-linear system is solved 
with the help of stochastic algorithms as well as optimization methods. The proposed stochastic 
algorithm generates a faithful random composition vector. 
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ABSTRACT 

A three-dimensional model using a volumetric heat source is developed to investigate the 

thermal and fluid flow transport during selective laser melting (SLM) of AZ91D alloy powder. 

The volumetric heat source is used to account for the multiple reflection and scattering of the 

incident laser beam in the powder bed. Transient mass, momentum and energy transport 

equations are solved, and the volume reduction due to the powder-liquid-solid transformation is 

accounted in the model. Results for temperature distribution and melt pool characteristics are 

presented for a single pass and multi-pass laser scanning. High values of maximum temperature 

are observed in both the cases. Additionally, the effect of thermal energy accumulation is 

observed resulting in overall increase in the domain temperature and lateral remelting in the 

previously deposited layers. 

1. INTRODUCTION 

AZ91D is a lightweight magnesium-aluminium-zinc alloy. Due to its excellent mechanical 

properties, such as very high specific strength and modulus, it can be a material of choice for 

aerospace and automotive industries [1, 2]. Traditionally, AZ91D alloy parts are manufactured 

through conventional manufacturing processes, such as casting and forming. However, additive 

manufacturing technologies such as selective laser melting (SLM) can further increase their use 

in aerospace and automotive industries due to its inherent advantages, such as greater design 

complexity, unique mechanical properties and finer microstructures which are not achievable 

through conventional manufacturing processes [3]. SLM is a powder bed fusion based metal 

additive manufacturing process that uses a focused laser beam to selectively melt the powder 

layer particles and construct a metal part in layerwise manner. The SLM process involves 

complex physical and thermal phenomena which govern the properties of the end product. 

These phenomena are controlled by the process parameters and bulk/powder material properties. 

Therefore, for successful production of components through SLM, selection of an optimum set 

of process parameters is required [4]. The experimental study of SLM of AZ91D magnesium 

alloy is scarce, except a few [3]. Since the experiments involve huge risk and expenses, 

computational modelling and simulations can be used for studying SLM of AZ91D. This 

approach has been used by researchers for studying SLM of other materials, such as steels [5], 

Ti-alloys [4] and Ni-superalloys [6]. In the current study, we have tried to extend this approach 

to AZ91D alloy powder. The computational model of SLM consists of transient mass, 

momentum and energy transport equations as well as thermal and fluid flow boundary 

conditions and heat source. The heat source is used to incorporate the spatial distribution of heat 

energy supplied by the laser beam in the model. To account for the multiple reflections and 

scattering of the incident laser beam due to the discrete mass distribution in the powder bed, a 

volumetric heat source is used. The volume reduction in the powder bed, due to the powder-

liquid-solid transformation is included in the model through an algorithm based on the mass 

conservation. The simulations are carried out for both single pass and multiple passes of the 

laser beam. Results are presented for the temperature distribution and melt pool characteristics, 

such as maximum temperature, maximum flow velocity in the melt pool and melt pool 

dimensions.  
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2. MODEL DESCRIPTION 

Figure 1 shows the schematic of the SLM process and the computational domain used in the 

study. The size of the computational domain is 1000×200×300 µm (single pass, Fig. 1b) and 

1000×600×300 µm (multi-pass, Fig. 1c). The laser beam scans along the positive x-axis (left to 

right) on the top surface of the powder layer. For the multi-pass simulation, the laser beam 

traverses over three parallel scan paths along the x-axis as shown in Fig. 1c. 

 

 
FIGURE 1. Schematic of (a) SLM process physics (b) computational domain for single pass and 

(c) computational domain for multiple pass scanning 

The powder domain is assumed as a homogenous layer with a constant porosity of 47.5%. The 

governing transport equations are expressed as 

Mass conservation                                         ∇ ∙ 𝜌�⃗� = 0                                                                  (1) 

Momentum conservation           
𝜕(𝜌�⃗⃗� )

𝜕𝑡
+ �⃗� ∙ ∇(𝜌�⃗� ) = −∇𝑝 + ∇ ∙ (𝜇 (∇�⃗� + (∇�⃗� )𝑇)) + 𝐹       (2) 

where 𝐹  is a source term, given as        𝐹 = 𝜌𝐿𝑔 𝛽𝑇(𝑇 − 𝑇𝑟𝑒𝑓) +
𝐴(1−𝑓𝐿)2

𝐵+𝑓𝐿
3  �⃗�                              (3) 

where the first term in RHS is the Boussinesq approximation for buoyancy force and the second 

term represents the mushy zone flow resistance. The variable �⃗�  is the flow velocity vector of 

molten metal and fL is the liquid fraction, expressed as 

                                                𝑓𝐿 = {

    0                          𝑇 < 𝑇𝑆
𝑇−𝑇𝑆

𝑇𝐿−𝑇𝑆
             𝑇𝑆 ≤ 𝑇 ≤

1                          𝑇 > 𝑇𝐿

𝑇𝐿                                                 (4) 

Energy conservation                  
𝜕(𝜌𝑐𝑝𝑇)

𝜕𝑡
+ �⃗�  ∙  ∇(𝜌𝑐𝑝𝑇) =  ∇ ∙ (𝑘∇𝑇) + 𝑆𝐸                                 (5) 

where SE is the source term used to include the Gaussian exponential volumetric heat source, 

which is used here, given as                 𝑞 =
2𝑃

𝜋𝑅2𝑆
𝑒𝑥𝑝 (−

2((𝑥−𝑈𝑡)2+𝑦2)

𝑅2 ) 𝑒𝑥𝑝 (−
|𝑧|

𝑆
)                 (6) 

In equation 6, S is called absorption depth and is taken same as the powder bed thickness in this 

model.  

(c) 
(b) 

(a) 
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In the above conservation equations, the quantities ρ, cP and k are given by following equations, 

using the solid and liquid phase properties of the AZ91D alloy.  

                                                            𝜌 = (1 − 𝑓𝐿)𝜌𝑃 + 𝑓𝐿𝜌𝐿                                                       (7) 

                                                            𝑘 = (1 − 𝑓𝐿)𝑘𝑃 + 𝑓𝐿𝑘𝐿                                                        (8) 

                                                          𝑐𝑝 = 
1

𝜌
{(1 − 𝑓𝐿)𝜌𝑆𝑐𝑝𝑆 + 𝑓𝐿𝜌𝐿𝑐𝑝𝐿} +

𝐿𝜕𝛼𝑚

𝜕𝑇
                       (9) 

                                                         𝛼𝑚 =
1

2
  
(𝑓𝐿𝜌𝐿−(1−𝑓𝐿)𝜌𝑆)

(𝑓𝐿𝜌𝐿+(1−𝑓𝐿)𝜌𝑆)
                                                        (10) 

In the powder bed, powder bed thermal conductivity and density are used instead of solid 

properties. These properties are given by         

                                                           𝜌𝑝𝑜𝑤𝑑𝑒𝑟 = 𝜌𝑆(1 − 𝜑)                                                           (11) 

                                                           𝑘𝑝𝑜𝑤𝑑𝑒𝑟 = 𝑘𝑆(1 − 𝜑)                                                          (12) 

Boundary conditions 

On the top surface,                             −
𝑘𝜕𝑇

𝜕𝑧
= 𝑞 − 𝑞𝑐𝑜𝑛𝑣 − 𝑞𝑟𝑎𝑑                                                   (13) 

The Marangoni flow condition on the top surface of the melt pool, given as                                                       

                                                    −𝜇
𝜕𝑢

𝜕𝑧
=

𝜕𝛾

𝜕𝑇
(
𝜕𝑇

𝜕𝑥
)        ;      −𝜇

𝜕𝑣

𝜕𝑧
=

𝜕𝛾

𝜕𝑇
(
𝜕𝑇

𝜕𝑦
)                                     (14) 

The thermal and physical properties of AZ91D are taken from reference [7].  

Parameters Value 

Layer thickness (μm) 

Laser spot size 2R (μm) 

Laser power P (W) 

Scan velocity U (m/s) 

Porosity (φ) 

Emissivity (ε) 

60 

100 

100 

1 

0.475 

0.18 

TABLE 1. Parameters used in simulations 

3. RESULTS 

Figure 2a shows the three-dimensional view of temperature distribution in the domain and the 

flow field within the melt pool for single pass simulation at 100 W. The colour map shows the 

temperature distribution while the arrows represent the flow velocity vectors. The melt pool 

boundary is marked by the isothermal contour corresponding to the solidus temperature (743 K). 

From the results, it is obvious that during SLM high temperatures (~ 103 K) and high flow 

velocity (1.37 m/s) are observed. However, the heating effect is limited to a small zone only and 

the temperature falls rapidly while moving away from the melt pool centre. An enlarged view of 

the melt pool is shown in Fig. 2b to clearly show the flow field directions in the melt pool. The 

arrows show an outwards velocity field, which is typical to the Marangoni flow in the molten 

metals. The values of maximum temperature, flow velocity and melt pool dimensions are listed 

in table 2. The melt pool is elongated and asymmetric along the scan direction (positive x-axis) 

which is due to the motion of the laser beam. The large difference between the thermal 

conductivities of the powder bed at the front and solidified material at the rear of the melt pool 

plays its role in making the melt pool asymmetric as well. The depth of the melt pool is large 

and considerable remelting in the bottom layer (substrate) is observed. This is in accordance 

with the reality where the effect of laser heating is felt till a depth much larger than the powder 

bed thickness. The simulation results of multiple pass scanning are presented in Figs. 2c-e, 

where the melt pool is shown when the laser reaches the midpoint of the track 1, 2 and 3, 

respectively. The results show that the temperature, as well as the melt pool, grows slightly with 

the increase in number of tracks scanned. The three scanning tracks are chosen such that they 

don’t overlap with each other (interlayer gap 100 µm, beam spot radius 50 µm). Considerable 

lateral remelting in the previously deposited track is observed as can be seen in the Figs. 2c-e, 

where the melt pool extends into the previously scanned tracks as well. The remelting (lateral as 
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well as downwards) is desired as it ensures proper interlayer bonding, and therefore, very high-

density build up.  

 

Maximum temperature 

Maximum flow velocity 

Melt pool length 

Melt pool width 

Melt pool depth 

1120 K 

1.37 m/s 

211 µm 

126 µm 

81 µm 

TABLE 2. Melt pool characteristics at 100 W 

 

 

 
FIGURE 2. Temperature distribution and the melt pool for (a) single pass scanning, (b) enlarged 

view of the melt pool; Temperature distribution and the melt pool when laser reaches at the (c) 

midpoint of track 1 (d) midpoint of track 2 (e) midpoint of track 3.  

(a) 
(b) 

(c) 
(d) 

(e) 
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FIGURE 3. Temperature history at the midpoint of the 2nd track (500, 300, 300, µm) 

Figure 3 shows the temperature history at the midpoint of the 2nd track (500, 300, 300, µm). 

From the plot, it can be seen that the cooling rate is very high, of the order of 106 K/s. The plot 

shows that significant reheating occurs in a layer when the neighbouring tracks are being 

scanned. This may affect the microstructure and alter the mechanical properties of the deposited 

material. Another consequence of this reheating can be that the powder particles of the next 

track may get sintered together while the current track is being scanned, which will pose a 

problem when that track will be scanned. 

4. CONCLUSIONS 

Modelling of SLM for AZ91D magnesium alloy is attempted for the first time. High 

temperature (Tmax = 1120 K) and flow velocity (|V|max = 1.37 m/s) are observed during the 

process and convection drives the thermal transport in the melt pool. The melt pool size grows 

slightly as the consecutive tracks are scanned. Remelting is seen in downwards as well as lateral 

direction, which ensures proper interlayer bonding. It is observed that very high cooling rate (~ 

106 K/s) is involved in the process. 

REFERENCES 

[1] M. Easton, A. Beer, M. Barnett, C. Davies, G. Dunlop, Y. Durandet, S. Blacket, T. Hilditch, 

P. Beggs, “Magnesium alloy applications in automotive structures” The Journal of The 

Minerals, Metals & Materials Society, vol.60 no.11, November 2008, pp. 57-62. 

[2] S. Mishra, “Magnesium alloys in aerospace applications” NCAIR newsletter, vol.3 issue 2, 

August 2013, pp 7-9. 

[3] K. Wei, M. Gao, Z. Wang, X. Zeng, “Effect of energy input on formability, microstructure 

and mechanical properties of selective laser melted AZ91D magnesium alloy” Material 

Science and Engineering A, 611 (2014), pp. 212-222. 

[4] Y. Li, D. Gu, “Thermal behaviour during selective laser melting of commercially pure 

titanium powder: Numerical simulation and experimental study” Additive Manufacturing, 

1-4 (2014), pp. 99-109. 

[5] A. V. Gusarov, I. Smurov, “Modelling the interaction of laser radiation with powder bed at 

selective laser melting” Phys Proc., 5 (2010),pp.381–94. 

[6] Y.W. Zhang, A. Faghri, C.W. Buckley, T.L. Bergman, “Three-dimensional sintering of 

two-component metal powders with stationary and moving laser beams”, Journal of Heat 

Transfer 122 (2000) pp. 150-158. 

[7] H. E. Friedrich, B. L. Mordike, “Magnesium technology: Metallurgy, design data, 

applications" ISBN-13 978-3-540-20599-9, Springer-Verlag Berlin Heidelberg 2006. 

Page 510 of 943



Fifth International Conference on Computational Methods for Thermal Problems

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.)

FINITE DIFFERENCE APPROACH FOR THERMAL CONVECTION AND
DYNAMO PROBLEM IN A ROTATING SPHERICAL SHELL

Mohammad Anas, M. F. Baig

Aligarh Muslim University, Aligarh-202002, India, mohammad.anas@zhcet.ac.in

Fuaad P. A 

Indian Institute of Technology, Madras-600036, India, fuaadpa@gmail.com

ABSTRACT

In  this  work,  we  present  a  new  approach  for  the  solution  of  incompressible  hydrodynamic  and
magnetohydrodynamic (MHD) equations in a rotating spherical shell using finite difference method (FDM).
The  governing  equations  of  the  problem  are  solved  in  longitude/latitude  spherical  coordinate  system

. The method presented here is straightforward to implement and parallelize on multi-core processors
based  on  domain  decomposition.  Divergence-free  magnetic  field  is  ensured  without  using  any separate
numerical strategy thereby reducing the computational effort significantly. We validate the newly developed
code for rotating thermal convection and for self-consistent dynamo problem.

Key Words: Finite Difference Method, Dynamo, Thermal convection, Rotating Spherical shell

1. INTRODUCTION

Magnetic field generation by earth and many celestial objects is due to the dynamo process of electrically
conducting fluid.  A number of self-consistent dynamo codes have been developed and many pioneer results
have  been  reported  on  spatial-temporal  variation  of  magnetic  field  and  its  occasional  polarity  reversal
(Glatzmair & Roberts 1995; Kageyama & Sato 1995). But all the dynamo simulations performed till now,
are far from the actual operating parameters.  As of now, spectral methods have been the most popular choice
to simulate the dynamo problems and for the development of new dynamo codes. Although high accuracy of
spectral  method makes it  best  suited for  dynamo simulations  at  moderate  parametric  values,  the  global
communication of back-and-forth transformations in real and spectral space at each time step to calculate
non-linear terms in spectral method makes it computationally costly on massively parallel computers. On the
other hand local method (finite difference, finite volume, finite element ) based dynamo codes are highly
compatible for parallel computation architecture. The parallelization in local codes is straightforward using
domain decomposition and can be easily implemented for any type of geometry.  The present numerical
method uses a simple numerical  methodology of local  discretization (finite difference) which is  easy to
implement and straightforward for parallel processing on multicore processors of distributed memory. In this
work we present the validation of newly developed code based on FDM for the two cases: non-magnetic
convection  and  dynamo  problem  in  rotating  spherical  shells.  For  the  non-magnetic  case,  quantitative
validation is done with benchmark results of Christensen et al.(2001). For the magnetic case, a dynamo
simulations is performed and iscompared quantitatively and qualitatively  with the Jackson et al.(2014).

2. GOVERNING EQUATIONS AND SOLUTION METHODOLOGY

We consider a convecting, electrically conducting, incompressible fluid between radii  and  in a spherical
shell. The aspect ratio is set as = 0.35 similar to earth’s interior. Gravity is decaying linearly from
outer  surface   to   .  The  shell  is  rotating  about  an  z-axis   with  constant  angular  velocity.  Thermal
convection is modelled using the Boussinesq approximation, and electromagnetic induction make use of
Maxwell equations. The non-dimensional governing equations of MHD in rotating spherical shell are            
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coupled Navier-Stokes, energy and magnetic induction equations along with divergence-free constraint of
velocity and magnetic fields. 

(1)

(2)

(3)

(4)

(5)

Magnetic induction equation (3) is simplied form of original equation (6)

(6)

Scaling of variables has been done in a similar way as reported in Christension et al.(2001). Here ,  and
 represent  non-dimensional  velocity,  magnetic  and  temperature  fields,  respectively.  Scaling  results  in

introduction of non-dimensional control parameters: Ekman number (  ) , Rayleigh number (
 )  ,  Prandtl  number (   )  ,  Magnetic Prandtl  number (   ).

Physical parameters  stand for dynamic viscosity, magnetic viscosity, density of
fluid, Current flux (  ), rotational velocity, thermal diffusivity and magnetic diffusivity, respectively. 

FIGURE 1: Illustration of grid system in spherical shell for finite difference method (FDM). Fine mesh is
used near the inner and outer boundaries.

In our numerical solution, we use finite difference method (FDM) to solve the five governing eqns. (1-5)
simultaneously on non-staggered grid. We adopt a scheme similar to simplified Marker and Cell (SMAC)
proposed by Cheng and Armfield (1995). This is a two step predictor-corrector method treating all terms
(Coriolis,  Lorentz, etc.) explicitly except  the viscous term. In solution steps, we march in time to get  a
provisional  velocity  field   in  such  a  way  that  it  satisfies  the  momentum  eq.(1)  using  the  current
divergence- free velocity field.  The provisional velocity field is corrected by making use of pressure field.

(7)

where . Taking divergence of eq. (6) and using continuity equation (  ) results in
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following pressure correction Poisson equation (PCPE).

(8)

where   is  the correction pressure.  The first  derivative of   is  set  to  zero at  both the
boundaries (inner and outer)and the PCPE (7) is solved in the interior of flow domain using an efficient
iterative method named Generalized Minimal Residual Method (GMRES) developed by Saad & Schultz
(1986). Similarly we solve energy eq. (8) to get temperature field  at new time step.

(9)

To solve the magnetic induction equation, a similar operation is performed

(10)

Taking divergence of the eq.(6) leads to the following equation

(11)

It implies that if the initial magnetic field is divergence-free, it remains divergence free with evolution of
time.  Use  of  this  property  in  our  code  reduces  computational  cost  significantly  which  is  one  of  the
highlighting features of our code. We use the same boundary and initial conditions as defined by Christensen
et al.(2001) for the non-magnetic cases and by Jackson et al.(2014) for the magnetic case. 

3. VALIDATIONS

Four  and  six  data  sets,  respectively  are  recorded  for  the validation  of  non-magnetic cases  once  the
simulations  reach a  quasi-steady drifting solution.  These are:  Kinetic  energy ( ),

magnetic energy , drift angular velocity , Local temperature  , zonal

velocity  and polar magnetic field . 

For  the  validation  of  the  non-magnetic  case,  a  simulation  is run  at  control  parameters
and   till  it  reaches  a quasi-drifting solution.  Fig.  2(a)

shows   kinetic energy  (   )  variation  with  time. In  Table  1,  we  find  that  the  steady  state  values
 are in good agreement with the results reported in Christensen et al.(2001). 

 

                                (a)                                   (b)                                 
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FIGURE 2: Fig.(a) shows time evolution of   for non-magnetic case and Fig.(b) shows time evolution of
 and  for magnetic (dynamo) case.

                             

  Christensen et al.(2001)    58.35   0.4281   -10.157   0.1824

  Present solver (FDM)    58.47   0.4266   -10.177   0.1624

                             TABLE 1. Validation of non-magnetic case with Christensen et al.(2001).

For dynamo case, we run the simulation at control parameters ,   and
 till the   and   are observed to be converging asymptotically. The time evolution of

 and  Fig.are very much similar as proposed in benchmark paper ( fig.1(d) in Jackson et al.
(2014)). Table 3 shows the results data of present case and that of benchmark. We find that the the results are
in good agreement with the proposed benchmark values. The slight deviation from the benchmark case may
be due to sensitivity to grid size. 

                                 

  Jackson et al.(2014)    14846    80071    0.426   -58.18    0.99    3.75

  Present solver (FDM)    15328    80293    0.435   -57.32    1.00    3.31

                                 TABLE 2. Validation of magnetic (dynamo) case with Jackson et al.(2014).

4. CONCLUSIONS

In  this  work  we  have  presented  the  solution  of  incompressible  hydrodynamic  and
magnetohydrodynamic equations in a rotating spherical  shell  using finite difference method.  We
have shown the validation of  the  newly developed codes for  the  problem of  thermal  convection
without  magnetic  field and  for  the  dynamo  problems  with  pseudo-vacuum  magnetic  boundary
conditions  using  the  previously  reported  benchmark results.  The  method  presented  is
straightforward  to  implement and  can  be  easily  parallelized  on  massively  parallel  computers
based on domain decomposition. 
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ABSTRACT 

Pulsating heat pipe is a successful passive two-phase heat transfer device for space and electronic 

cooling. The present work is based on numerical investigation carried out for a common header 

pulsating heat pipe (CHPHP). CFD modeling is done using ANSYS FLUENT 18.1. The performance 

of the copper CHPHP of 2 mm inner diameter filled with DI water is studied by varying the heat input 

from 10 W  ̶  50 W at a filling ratio of 50%. A Volume-of-Fluid (VOF) model in conjunction with 

continuum surface force model is applied considering the two phase flow occuring inside the device. 

The outcome of this study shows that an effective thermal conductivity of about 12,000 W/m-K can 

be achived at heat input of 50 W. 

Key Words: pulsating heat pipe, common header, electronic cooling, VOF.  

1. INTRODUCTION 

Pulsating heat pipe (PHP) is a simple passive lowcost device capable of high heat flux. This may be 

the reason for the vast use of PHP in thermal management of electronic devices. Akachi [1] first 

introduced this technology, and since then this has emerged into different shape/size/configurations. A 

PHP is conventionally made by using a capillary tube bent into multiple turns. The capillary 

dimension of the PHP allows the working fluid to dustribute itself automatically into liquid slugs and 

vapor plugs. The heat transfer phenomena involves a series of complex process of evaporation and 

condensation between these two phases. The complexities occuring inside the device, thus, makes the 

PHP behaviour unpredicatble under various conditions. Table 1 shows the list of previous works 

conudcted by many reserchers both experimentally and numerically to understand the PHP behaviour. 

Dh 

(mm) 

Tube 

Material 

No. of. 

Channel 

Working Fluid FR (%) Heat Input 

(W) 

References  

2 Cu 2 Ethanol 60 14.8 -74.4 Khandekar & Groll [2]  E 

2.2 Cu 1,2 Ethanol, Water 50 0-50 Kim et al. [3]  E,N 

3 - 4 Water 10-80 10-65 Pouryoussefi & Zhang [4]  N 

1.45 Cu 6 Methanol, Water 20-90 0 - 100 Verma et al. [5]  E 

2 Cu 2 Methanol 60 10-70 Suresh & Bhramara [6]  N 

2.5 Glass 7 Ethanol 50,60,70 38 - 110 Sun et al. [7]  E 

2.75 Cu 9 Water 40,50,60 10 - 50 Gamit et al. [8]  E 

3.8 Glass 1 Water 30-60 5 - 40 Wang  et al. [9]  E 

1.8 Cu 5 Water, Ethanol 30-80 5 - 70 Shafii et al. [10]  E 

Table 1: List of operating conditions (N.B. E= Experimental Approach, N = Numerical Approach) 

From the review of the literature it is revealed that all the reported work in open literature used the 

conventional PHP having multiple bends and turns, but consists of a closed single loop only. In this 

work a three loop pulsating heat pipe with common headers (CHPHP) is used to  understand the 

thermo-hydrodynamics under varying heat load conditions. 
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2. METHODOLOGY 

2.1 Geometry and boundary conditions 

The present geometry is designed by replacing the U-turns and bends of a 3 turn conventional closed 

loop pulsating heat pipe (CLPHP) (see Fig. 1(a)) with common headers at both evaporator and 

condenser ends (see Fig. 1(b)). This geometry is described as Common header PHP (CHPHP) 

throughout this work. Figure 1(c) shows the boundary conditions applied on the CHPHP. 

 

FIGURE 1. (a) Conventional CLPHP (b) Present design CHPHP (c) Boundary conditions 

applied to the CHPHP 

2.2 Numerical Methodology 

A two-dimensional numerical study of the CHPHP design presented in Fig 1(b) has been 

under taken. VOF multiphase model is applied along with a continuum surface model to 

account for the surface tension. DI water was taken as the working fluid having a filling 

ratio of 50 %.  As the heat transfer process is unsteady, transient method is employed with 

time steps varying from 10 -8 to 10-3. SIMPLE method is used for pressure-velocity coupling. For 

spatial discretization, PRESTO for pressure, Geo-Reconstruct for volume fraction, second order 

upwind for momentum and first order upwind for energy are considered. The under relaxation factors 

for pressure, density, momentum, vaporization mass and energy are taken as 0.3, 0.5, 0.3, 0.5 and 0.5 

respectively. The viscous model is taken as laminar. Implicit body force is turned on. Gravitational 

acceleration of 9.81 m/s2 is considered in the negative Y direction to account for gravity forces. 

3. RESULTS 

3.1 Model Validation 

The present model is validated by simulating the experimental condition reported in Patel and Mehta 

[11] for water filling ratio 50%. The thermal resistance at varying heat input presented in Fig. 2 

clearly indicate that the present model can predict the experimental data reported within a reasonable 

accuracy of 7.5% maximum.  
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FIGURE 2. Comparison with experiment 

3.2 Thermal performance of CHPHP 

The model used for validation is also used for the present problem of CHPHP. The parameters of 

interest are (i) thermal resistance, Rth (ii) effective thermal conductivity, keff (iii) local convective heat 

transfer coefficient at the evaporator end, hevap. They are defined as given below: 

c  T
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ef

th
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, 

 ,
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c w evap cold

L Q
k

A T T
, evap

evap sf

Q
h
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(a)                                                        (b)                                        (c) 

FIGURE 3. Thermal resistance, effective thermal conductivity and local convective heat transfer 

coefficient (evaporator) of CHPHP 

Figure 3(a) presents variation of thermal resistance for varying heat input condition. With the increase 

in heat input, the working fluid gain more amount of heat and quickly change its phase and move 

from the hot end to the cold end. At lower heat input, the working fluid takes more time for phase 

change, or the pumping force developed is not sufficient to push the vapour plugs to the cold end, thus 

increasing its thermal resistance. The main factor responsible for heat transfer in a PHP is the sensible 

heat. Thus, DI water with a high specific heat can gain more sensible heat at higher input loads as 

compared to lower heat input loads. As can be seen in Fig. 3(b), the effective thermal conductivity 

increasing with increased heat input and the rate of increase in keff increases at higher heat input. Also, 

the local convective heat transfer coefficient from evaporator side increases with increasing heat 

input. This can be observed in Fig. 3(c). This is also due to higher sensible heat transfer from 

evaporator wall to the coolant of the evaporator section at higher heat input. 
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4. CONCLUSIONS 

A two-dimensional numerical study undertaken to explore the thermal performance of a 

three-loop common header pulsating heat pipe (CHPHP) using DI water as the working 

fluid. Simulation conducted at 50% filling ratio under varying heat load conditions show 

that it is possible to achieve an effective thermal conductivity of about 12,000 W/m-K at 50 

W. With a local convective heat transfer coefficient of about 1,800 W/m 2-K from the 

evaporator side indicates that the device can receive and transfer heat to the working fluid 

effectively. For better thermal management of electronic devices, a higher thermal 

conductive device allows better heat transfer from the hot end. The CHPHP under 

consideration is thus found to be effective in removing heat from the hot end with a very 

high thermal conductivity proving its proficiency in electronic thermal management.  
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ABSTRACT 

A simple, accurate and efficient numerical method is proposed for linear stability analysis of time-

periodic flows. The method is based on repeated application of Richardson extrapolation to improve 

the accuracy of the Floquet exponents obtained by a standard time integration method using 

trapezoidal rule. This results in significant reduction in the computational effort required to determine 

the Floquet exponents to a desired level of accuracy. The growth rate of infinitesimal disturbances to 

time-periodically modulated plane Poiseuille flow has been determined using the proposed method, 

for a benchmark case. The value of the amplification rate reported is accurate to ten decimal places; 

the value reported in previous studies is accurate to four decimal places.  

Key Words:  Linear stability, Time-periodic flows, Floquet theory, Spectral collocation method, 

Richardson extrapolation. 

1. INTRODUCTION 

The stability of time-periodic or oscillatory flows has been an important topic of research because 

of its applications in different industrial and bio-medical processes.  A review of the analysis of time-

periodic flows involving shear instability, thermal instability, and centrifugal instability is given in 

[1]. In spite of its theoretical and practical importance, the literature on the stability of different 

prototype time-periodic flow problems is relatively scarce.  

The linear stability of time-periodic flows is described by a system of partial differential equations 

with time-periodic coefficients. The form of the solution is given by Floquet theory. An infinitesimal 

disturbance to the basic state may grow or decay depending on the sign of the Floquet exponents. In 

previous investigations [2, 3], the governing partial differential equations are approximated by a 

Galerkin method using combinations of Legendre polynomials as the basis functions. The resulting 

system of ordinary differential equations is integrated for a full period of oscillation using the 

trapezoidal rule. The Floquet exponents are then computed from the eigenvalues of the monodromy 

matrix obtained from the time integration. To obtain accurate values  of the Floquet exponents, the 

time integration has to be carried out using small step sizes.  

In this investigation, a spectral collocation method using combinations of Chebyshev polynomials 

as the basis functions has been used for the spatial discretization. It is shown that with repeated 

application of Richardson extrapolation, the accuracy of the computed Floquet exponents can be 

significantly enhanced. Application of Richardson extrapolation leads to substantial reduction in the 

computational effort required to determine the Floquet exponents to a desired level of accuracy. 

Consequently, the savings in computational cost required to determine the neutral curve of linear 

stability can be enormous, particularly for multiparameter problems. To demonstrate the proposed 

method, the stability of modulated plane Poiseuille flow is considered as a test case.  

2. PROBLEM FORMULATION 

Incompressible flow of a Newtonian fluid between two horizontal parallel plates of infinite extent 

is considered. A Cartesian coordinate system ( )x ,y ,z is introduced in such a way that the plane 0y =  

is parallel to the plates and located midway between the plates. The plates are separated by a distance 
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of 2h along the y  axis. The basic flow is driven by a pressure gradient which has a steady component

O
ˆP i− and an oscillatory component ( )O

ˆQ cos t i− , where î  is the unit vector in the x -direction. 

The governing differential equations are nondimensionalized by choosing reference scales for length, 

time, velocity, and pressure as, respectively, h, ( )Oh U  , OU , and ( )
2

OU  , where 

( ) ( )2 2O OU h P =  is the maximum of the steady component of the basic state velocity,  is the 

density of the fluid and  is the dynamic viscosity. The basic state velocity and pressure may be 

expressed in non-dimensional form as 

( ) ( ) ( )Bu y,t U y W y,t= + , ( ) ( ) 
2

1B

x
p x,t cos S t

Re
= − + ,   (1)        

where ( ) 21U y y= − , ( ) ( )( ) ( )( ) 
1

1 1 1 i StW y,t Real cosh i y cosh i e
i

 
 

= − + + 
 

, O

O

Q

P
 = , 

( ) 2S Re = , ( ) ( )2 S Re = , ( )ORe U h = is the Reynolds number and OS h U= is the 

Strouhal number.  

For linear stability analysis of (1), it can be shown that Squire’s theorem holds [2]. Therefore, 

two dimensional stability analysis is sufficient for determining the critical conditions of linear 

stability. The velocity and pressure for two dimensional perturbations can be written as 

( ) ( ) ( ) ( )Bx,y,t u y,t u x,y,t v x,y,t = + +V i i j  and ( ) ( ) ( )Bp x,y,t p x,t p x,y,t= + , where the 

primes denote perturbation quantities. The linearized Navier-Stokes equations admit a 

solution of the form, ( ) ( )ˆu u y ,t exp i x = ,
 ( ) ( )ˆv v y ,t exp i x = , ( ) ( )ˆp p y ,t exp i x = where

is the non-dimensional wavenumber in the streamwise or x-direction. Following the standard 

procedure of linearized hydrodynamic stability problems, pressure terms are eliminated, and the 

governing equation and boundary conditions for infinitesimal two-dimensional disturbances are 

expressed in terms of the normal velocity component ( )v̂ y, t as given below:  

( )  ( ) ( ) ( ) ( )
2

2

2

1 B
B

u
ˆ ˆ ˆ ˆv v i u y,t v y,t v ,

t Re y


 
= − − 

  
L L L

2
2

2y



= −


L   (2a) 

0v̂ = , 0
v̂

y


=


 at 1y = − , and 0v̂ = , 0

v̂

y


=


 at 1y = .   (2b) 

 

3. NUMERICAL METHOD 

 

The disturbance velocity, ( )v̂ y, t , is approximated as  

( ) ( ) ( )
1

0

K

k k

k

v̂ y, t a t y
−

=

=  ,    (3) 

where ( ) ( ) ( )
2

21k ky y T y = −  and ( ) ( )1

kT y cos k cos y−=  is the kth Chebyshev polynomial of the 

first kind [4]. Each of the basis functions, ( )k y , in the series (3) satisfies the boundary conditions 

(2b). Equation (2a) is  collocated at the Gauss-Lobatto points,  

( )1jy cos j K=  −   , 0 1j , , K= − .    (4) 

This leads to the following linear system of ordinary differential equations, 

( )
d

t
dt

=  +  
a

F G H a ,      (5) 
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where ( ) ( ) ( ) ( )0 1 1

T

Kt a t , a t , , a t−=   a . The matrices F, G, and H are obtained from the spatial 

discretization of the differential operators, L , 21

Re
L , and 

2

2

B
B

u
i u

y


 
− 

 
L , respectively.  The 

elements of the matrices F and G are time-independent, whereas the elements of the matrix H are 

time-periodic, such that ( ) ( )t t T= +H H , where ( )2T S=  is the time-period of the basic flow. 

It is worth noting that the choice (4) of collocation points yields spectral accuracy or exponential 

convergence [4].  

To determine the linear stability of the flow, the fundamental matrix, ( )t , satisfying 

    ( ) ( )
d

t t
dt

=  +  
Φ

F G H Φ ,    (6)  

and the initial condition, ( )0 = I , where I is the K x K identity matrix, is considered.  According to 

Floquet theory, the net growth of an arbitrary disturbance over the time period T is determined by the 

eigenvalues of the monodromy matrix ( )T=M  . The eigenvalues, j , of the K x K matrix M, 

referred to as Floquet multipliers, determine the growth or decay of Floquet modes over a time period 

T; the corresponding Floquet exponents
j are defined by ( )j jexp T = . The Floquet exponents may 

be ordered such that ( )1Real   ( ) ( )2 KReal Real   . It follows that the basic flow is linearly 

stable if ( )1 0Real   , unstable if ( )1 0Real   , and marginally stable if ( )1 0Real  = . 

The accuracy of the computed Floquet exponent, ( )1 t  , depends on  the  numerical integration 

method used to compute M and the step size, t , used in the numerical integration. In previous 

investigations [2, 3], the numerical integration is done using the trapezoidal rule which is only second-

order accurate. Consequently, for accurate determination of the growth rate, the step size used in the 

numerical integration has to be quite small. 

In this investigation, the accuracy of the computed growth rates is improved using repeated 

Richardson extrapolation. The system (6) is integrated numerically (J+1) times, from 0t = to t T= , 

using the trapezoidal rule with successively smaller time steps, i it T / n = , and approximations,
 iM  

, to the monodromy matrix are determined for i = 0,1, 2, ..., J, where J is the number of times 

Richardson extrapolation is repeated, in  is the number of steps in the integration and 1 2i in n+ = . The 

eigenvalues of 
iM
 
are determined using the QZ algorithm and the corresponding amplification rates 

computed. If the amplification rate,
 

( )( )1 iReal t  , obtained using the trapezoidal rule with step size 

it  is denoted by 0i ,A , extrapolated values of the amplification rates may be determined recursively 

using 

  ( )2 2

1 1 12 2 1j j

i , j i , j i , jA A A− − −=  − − ,   (7) 

for i = j, j+1, , J and  j = 1, 2, 3, , J. The errors in the estimated values, i , jA , of the amplification 

rates are ( )( )2 2j

i jO t
+

−  [5].  

4. RESULTS 

Results have been obtained for 0 2694S .= , 0 25. = , Re= 5772.22 and  = 1.0206, and 

compared with available benchmark data [2, 3].  The computations have been done using K=80. This 

value of K has been found to be sufficient for convergence of the series (3).  
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The result of repeated application of Richardson extrapolation with J = 3 are summarized in Table 

1. The amplification rates presented in the third column of Table 1 have been obtained using the 

trapezoidal rule with 50, 100, 200 and 400 steps per cycle. A glance at the table reveals that the 

extrapolated value of the amplification rate converges to - 0.0053031460; the value reported in [2, 3] 

is - 0.0053. The values of the amplification rates predicted by the trapezoidal rule using 20000, 30000 

and 40000 steps per cycle are - 0.0053031458, - 0.0053031459, and -0.0053031460 respectively. 

Thus, the final extrapolated value of the amplification rate obtained is as accurate as the value 

computed using the trapezoidal rule with 40000 steps per cycle.   

TABLE 1. Application of Richardson extrapolation to enhance the accuracy of the computed growth-

rate of time-periodically modulated plane Poiseuille flow for 0 25. = , 0 2694S .= , 

5772 22=Re . and =1.0206; the growth rate reported in [2, 3] is equal to -0.0053. 

5. CONCLUSIONS 

In this study, an efficient and accurate numerical method has been proposed for linear stability 

analysis of isothermal and non-isothermal time-periodic flows. It has been demonstrated that repeated 

application of Richardson extrapolation to the growth rate data obtained by numerical integration 

using the trapezoidal rule enhances the accuracy significantly. For the test case of time-periodically 

modulated plane Poiseuille flow, application of Richardson extrapolation to the growth-rate data, 

obtained with 50, 100, 200 and 400 steps per cycle, could determine the growth-rate accurately to ten 

decimal places after the third order extrapolation. It has been found that the number of steps required 

to get the same accuracy using the trapezoidal rule is about 40000.  Thus, application of Richardson 

extrapolation reduces the computational cost by a factor of about 40000 750/ which is approximately 

53. 

REFERENCES 

[1] S. H. Davis, The stability of time-periodic flows, Annual Rev. Fluid Mechanics, 8, 57-74, 1976. 

[2] B. A. Singer, J. H. Ferziger, H. L. Reed, Numerical simulation of transition in oscillatory plane 

channel flow,  Journal of Fluid Mechanics, 208, 45–66, 1989. 

[3] Y. C. Chen, Stability of an oscillatory shear flow in a differentially heated vertical channel, 

International Journal of Heat and Mass Transfer, 48, 3591-3603, 2005. 

[4] J. P. Boyd,  Chebyshev and Fourier Spectral method, Dover Publications, New York, 2000. 

[5] J. Stoer and R. Bulirsch, Introduction to Numerical Analysis, 3rd Edition, Springer, New York, 

2002. 

i 

 

No. of 

steps, in  

0i ,A  

= ( )( )1 iReal t   
1i ,A  

(1st extrapolation) 

2i ,A  

(2nd extrapolation) 

3i ,A  

(3rd extrapolation) 

0
 50 -0.0052636922    

1
 

100 -0.0052932345 -0.0053030820   

2
 

200 -0.0053006650 -0.0053031418 -0.0053031458  

3
 

400 -0.0053025256 -0.0053031457 -0.0053031460 -0.0053031460 
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ABSTRACT

We propose both monolithic and partitioned approach to solve conjugate heat transfer in an immersed boundary framework

for complex geometries. The present framework is based on the staggered/non-staggered finite volume framework for incom-

pressible flows which is extended to handle conjugate heat transfer. The key difference in the monolithic framework is that

only a single hybrid momentum equation for normal momentum and single hybrid energy equation for temperature are solved

simultaneously for both fluid and solid domains. However, in partitioned approach the energy equation is solved in each sub

domain and temperature of both domains are coupled using suitable boundary conditions. The equations are discretized using

a second–order accurate spatial and temporal scheme, that uses three point backward differencing for time discretisation and

high-resolution schemes for convective discretisation, while central differencing is adopted for the viscous terms. The result-

ing discretized non-linear system of equations are solved using the Newton–Krylov approach. The momentum field at the cell

centroids is then reconstructed using a defect-correction algorithm. The energy conservation equation is discretized similar

to the collocated framework, with a second–order convection scheme for the convective terms and implicit Euler time step-

ping. These equations are linearized by considering the velocity field at the latest available time step, and the resulting linear

system of equations are solved using SAAMG preconditioned GMRES solver using the LiS library. The effect of immersed

solids are accounted for in the governing equation using a solid fraction approach. The investigations are be carried out for

conjugate heat transfer with a backward-facing flow at different ratios of solid to fluid thermal diffusivities. Studies show that

both monolithic and partitioned approaches can successfully simulate conjugate heat transfer with a backward-facing flow

although the former shows a faster convergence to steady state solution.

Key Words: Conjugate Heat Transfer, Diffuse Interface Immersed Boundary Method, Staggered/Non-staggered.

1. INTRODUCTION

The coupled heat transfer between fluid and solids is defined as conjugate heat transfer and plays a prominent role in many

industrial and scientific applications, including heat exchangers, cooling of micro channels and heat transfer in reactors. The

interface in the conjugate heat transfer (CHT) can be considered as fluid-fluid, fluid-solid, or solid-solid depend in on the

application of the problem. The imposition of the boundary conditions like continuity and heat flux of the temperature are

key issues in the overall dynamics of CHT problems and also parts a major challenge from numerical prospective. Moreover,

the traditional body-fitted grid methods required a huge effort on generating separate meshes for fluid and solid domains for

solving conjugate heat transfer problems and equations are solved independently in both domains with solutions are coupled

through boundary condition treatment at the solid-fluid interface. In contrast, the use of immersed boundary approach allows

simulations of fluid around stationary and moving bodies with complex features on a background mesh. Thus, methods

based on such methodologies [1], [2], [3] have solved both fluid and solid equations on a single Cartesian grid which reduces

complexity involved in solving conjugate heat transfer problems. Numerical methods that have been used to solve conjugate

heat transfer can be categorized broadly into monolithic based formulation and partitioned based formulation. In a present

monolithic approach, a single hybrid momentum equation and a single hybrid energy equation for temperature are solved

simultaneously for both fluid and solid domains. In contrast, partitioned approaches are those where temperature equations

are solved separately in each sub domain and temperature of both domains are coupled at the interface between domains

using suitable boundary conditions. There are practical benefits of monolithic approach where not extra effort is required

since no boundary condition at interface need to be imposed. The continuity and heat flux of temperature conditions are

satisfied automatically through modified equations. But, this approach does not have the freedom to choose different time

1
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steps for different domains. However, we can choose different time step in each sub-domain for partitioned formulation which

increases the stability and accuracy of partitioned approach. On the other hand, the primary difficultly in partitioned approach

is imposing boundary condition at the interface. The Dirichlet -Neumann conditions is the most suitable combination in fluid

and solid domains respectively at the fluid-solid interface [3] at high thermal diffusivities ratios.

The main aim of present study is to develop and analyze monolithic and partitioned approaches to solve conjugate heat

transfer problems in diffuse interface immersed boundary framework. In particular in the present monolithic approach, a single

momentum equation for normal momentum and energy equation is solved in the entire computational domain. Partitioned

approach is also implemented where the energy equation is solved in each sub domain and temperature of both domains are

coupled at the interface between both domains. The efficacy of present approaches are demonstrated by carrying out detailed

investigation of conjugate heat transfer in flow over a backward-facing steps at different thermal diffusivities ratios.

2. GOVERNING EQUATIONS

The governing equations for fluid flow and heat transfer which are non-dimensionalised with suitable length (L), velocity

(U), and temperature (T) scales, for two dimensional incompressible flow with conjugate heat transfer can be written as,

∂ρ

∂ t
+∇ · (ρu) = 0 (1)

∂ (ρu)

∂ t
+∇ · (ρuu) =−∇p+

1

Re
(∇ · τ) (2)

∂ (ρT )

∂ t
+∇ · (ρuT ) =

1

RePr

{

∇2T +
Ks

K f

∇2T
}

(3)

where the dimensionless numbers governing the flow are the Prandtl number Pr = ν
α , Rayleigh number Ra = gβ L3(Th−Tc)

αν

3. NUMERICAL METHOD

The overall solution methodology is a finite–volume based projection method, extended to conjugate heat transfer, in a hybrid

staggered/non–staggered framework [4]. The equations are solved in a segregated manner, similar to those of standard in-

compressible solvers. The key difference between the hybrid staggered/non–staggered framework employed in this study and

those of collocated frameworks is that in the former we solve a single momentum equation, for the scalar normal momentum at

the cell faces akin to a staggered framework, independent of the dimensionality of the problem. The calculation of convective

and diffusive fluxes appearing in the equation is however carried out similar to that in collocated frameworks. The centroidal

velocities required in these flux computations are recovered from the normal momentum using a reconstruction approach as

described in [5]. In the present diffuse interface immersed boundary method, the boundary conditions are enforced indirectly

by integrating the set of governing equations in [6] everywhere in domain. The set of global momentum and energy equations

read,

• Semi-discrete form of momentum equations

(1−φB)

[

(ρU)∗f − (ρU)n
f

∆t
+

1

Ω

[

∑
e∈E(Ω)

ρeueUe∆Se

]

·n f

︸ ︷︷ ︸

Convective flux

−
1

ΩRe

[

∑
e∈E(Ω)

∂u

∂n

∣
∣
∣
e
∆Se

]

·n f

︸ ︷︷ ︸

Diffusive flux

]

=−
(1−φB)

Ω

[
δ p

δn

∣
∣
∣

f

]

−φB

[
(ρU)∗f − (ρU)B

∆t

]

(4)

• Semi-discrete form of energy equation

(1−φB)

[

Ωc

(ρT )n+1
1 − (ρT )n

1

∆t
+ ∑

e∈ f (Ωc)

(ρT )eUe∆Se

]

= (1−φB)
1

PrRe
∑

e∈ f (Ωc)

∂T

∂n

∣
∣
∣
e
∆Se

−φB

[
(ρT )n+1

1 − (ρT )n

∆t
Ωc −

1

PrRe

Ks

K f
∑

e∈ f (Ωc)

∂T

∂n

∣
∣
∣
e
∆Se

]

(5)
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where φB represents the solid fraction. It can be discerned a eqs. 4and 5 show that the full momentum and energy equations

are recovered for φB = 0 (outside the solid) and equations reduce to the no slip condition, ρU)∗f = ρU)B. Isothermal condition

can be achieved when ratio of thermal conductivities ( Ks
K f
) tends to zero for φB=1 (inside the solid), ()1 = (ρT )B. But, while

implementing Neumann boundary condition can be achieved when ratio of thermal conductivities ( Ks
K f
)→ ∞ for φB=1 (inside

the solid). We identify fluid nodes as those falling outside the solid and solid nodes as those inside the body. subsequently, cells

whose face have both fluid and solid nodes are marked as Immersed cells “I”. The solid (S) and fluid (F) cells are categorized

in a similar fashion. The volume fraction of the body in all cells are determined using a initial-cell approach. A bounding

box approach reduces the cost of the identification, particularly for moving body problem and it is evident that 0 < φB < 1

for I cells, ΦB = 1 for S cells and φB = 0 for F cells. In the partitioned approach, the energy equations are solved separately

in the two domain with the fluid domain employing a temperature continuity boundary condition (Dirichlet) from solid and

solid domain imposing a heat flux boundary condition (Neumann) from fluid. This Neumann-Dirichlet coupling is found to

be efficient for a range of high thermal conductivity ratio.

4. RESULTS & DISCUSSIONS

In order to analyze the performance of the both monolithic and partitioned approaches, we consider the problem of flow over

a backward-facing steps (BFS) with horizontal fluid-solid interface. The BFS is considered as a benchmark mainly due to

has numerous flows features like flow separation, re-attachments and recirculation zones which have been widely studied in

literature. The computational domain is divide into two regimes, fluid above the solid, and solid below with the fluid, the

fluid entering through an inlet channel that is half the height of the channel, giving rise to a backward-facing step flow. The

computational domain is discretized using 300× 100 Cartesian mesh with bottom wall and inlet being isothermal, (bottom

wall are hotter than the inlet), and the all other surfaces adiabatic. No-slip conditions are imposed for velocities on all the

four walls while parabolic velocity profile imposed at the inlet and Neumann condition is imposed at the outlet of boundary.

Simulations are carried out using both approaches for Pr = 0.71 and Re = 800, where Reynolds number is based on the

channel height. The temperature profile at cross section x = 3 is shown in Fig. 1 for different thermal conductivities and a

good agreement with the result of Pareschi et al. [7] is observed for the both approaches. The favourable agreement of local

Nusselt number distribution along the fluid-solid interface between two different computational approach shown in Fig. 2 (a,

b) with results of Pareschi et al. [7]. It makes clear that proposed both methods correctly predicted flows and heat transfer

for the computation. Nevertheless, monolithic approach shows a faster rate of convergence to steady state Fig. 2(c) for the

same times steps over the partitioned approach at all ratios of thermal conductivities. These studies also show that the both

approaches can accurately compute the conjugate heat transfer problem in complex geometries.
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Figure 1: Comparison of temperature profile at x=3 with Pareschi et al.[7] at Re = 800

5. CONCLUSIONS

A detailed numerical investigation of monolithic and partitioned approaches for numerical simulations of conjugate heat

transfer in immersed boundary framework is carried out in the present work. A monolithic approach where a single hybrid

momentum equation for normal momentum and single hybrid energy equation for temperature are solved simultaneously

for both fluid and solid domains while in the partitioned approach energy equations are solved in a each sub domain with

3
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Figure 2: (a, b) Comparison of Nusselt number profile cross the interface of solid-fluid with Pareschi et al. [7] (c) Time his-

tory of log (residual), at Re = 800

.

coupling using a Dirichlet- Neumann condition. The monolithic and partitioned approaches perform equally well in terms

of accuracy and robustness for conjugate heat transfer in flow over a backward facing steps, although monolithic approach

shows faster rate convergence than partitioned approach for the same time steps at the different ratios of thermal conductivities.

However, partitioned approaches have freedom to choose different timesteps for each sub-domain which will effect the solution

convergence, although, this has not explored in the present studies.

REFERENCES

[1] W. Xie and P. DesJardin, ”A level set embedded interface method for conjugate heat transfer simulations of low speed

2D flows, Computers Fluids, 35, 1262-1275, 2008.

[2] K. Nagendra, K. D. Tafti, and K. Viswanath, A new approach for conjugate heat transfer problems using immersed

boundary method for curvilinear grid based solvers, Journal of Computational Physics, 267, 225–246, 2014.

[3] W. D. Henshaw, K. K. Chand, A composite grid solver for conjugate heat transfer in fluid–structure systems, Journal of

Computational Physics, 228, 3708–3741, 2009.

[4] G. Natarajan, and F. Sotiropoulos, Adaptive finite volume incompressible Navier–Stokes solver for 3D flows with com-

plex immersed boundaries, Proceedings of the 62nd APS–DFD Annual Meeting, November 22–24, 2009.

[5] G. Natarajan, and F. Sotiropoulos, IDeC(k): A new velocity reconstruction algorithm on arbitrarily polygonal staggered

meshes, Journal of Computational Physics, 230, 6583–6604, 2011.

[6] D. Pan, An immersed boundary method for incompressible flows using volume of body function, International Journal

for Numerical Methods in Fluids, 50 , 733–750, 2006.

[7] G. Pareschi, N. Frapolli, S. Chikatamarla, and I. V Karlin, Conjugate heat transfer with the entropic lattice Boltzmann

method, Phys. Rev. E, 94, 013305, 2016.

4
Page 526 of 943



 

 

Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

CONVECTIVE HEAT TRANSFER AROUND A TRAPEZOIDAL 

CYLINDER AT VARYING INLET TURBULENT INTENSITY 

 
Sudhir Chandra Murmu1* Himadri Chattopadhyay1 

Department of Mechanical Engineering, Jadavpur University, Kolkata- 700032, India. 

e-mail, 1*murmusudhir@gmail.com, 1chimadri@gmail.com  

 

ABSTRACT 

Flow around bluff bodies have received attention of researchers over the years. In this paper, 

transport phenomena around a symmetrically placed trapezoidal body has been numerically 

investigated. The aspect ratio of the channel is varied between 4-10. The simulation is done to 

cover cross flow encompassing laminar and turbulent regime in the Reynolds number range 

upto 200,000 and inlet intensities from 5% to 40%. The flowing medium i.e., air is consider 

to have constant Prandtl number. The governing equations of continuity, momentum, and 

energy equations are solved along with transition SST Model for closure of turbulence. The 

effect of turbulent intensity on enhancing heat transfer from the body has been emphasized in this 

work.The effect of inlet turbulence level on drag coefficient is also reported. 

Key Words: Trapezium, heat transfer, convection; bluff body, turbulent intensity; drag coefficient. 

1. INTRODUCTION 

Flow around a bluff body in ducts and channels has been investigated intensively by many 

researchers both experimentally and numerically. Relatively fewer studied deal with trapezoidal 

bluff body. Kahawita and Wang[1] had investigated the two dimensional numerical simulation of 

the Benard-von Karman hydrodynamic instability behind the trapezoidal bluff bodies studied using 

the spline method of the fraction steps. Venugopal et al.[2] carried out experimental investigations 

on the vortex flow meter with the differential wall pressure measurement method. Kondjoyan and 

Daudin [3] have shown the effect of free stream turbulence intensity on heat and mass transfer at a 

surface of circular cylinder and an elliptical cylinder. Turbulence intensity ranging from 1.5 to 40% 

and of Reynolds number ranging from 3,000 to 40,000 on transfer coefficients has been measured 

for a circular cylinder in cross-flow. Chen et al.[4] had analyzed the 2-D flow around a porous 

expanded trapezoidal cylinder using a finite volume method, based on the body-fitted, non-

orthogonal grids and multi-block technique. Literature survey suggests that the effect of inlet 

fluctuation on the transport process over bluff bodies are not covered comprehensively. Only one 

experimental work had been done by Kondjoyan[3]which documents the effect of turbulent 

intensity on circular and elliptic cylinder and no such studies have been performed for triangular 

cylinder, diamond and trapezoidal cylinder. 

2. PROBLEM FORMULATION 

The present work considers the forced convection cross flow around trapezoidal cylinder as shown 

in figure 1. The hydraulic diameter D of the trapezoidal cylinder  is the non-dimensional length. The 
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problem is taken as 2-D. The present work considers the forced convection cross flow around 

trapezoidal cylinder as shown in figure 1. The total non-dimensional length of the computational 

domain 50D. The ratio of the width of the cylinder to the vertical distance between the upper and 

lower walls, H=10D has been used in this work. 

 

 

 

 

 

Figure 1.Computational domain for symmetrically placed trapezium 

 

 

2.2  Boundary conditions 

Fluid approaches to the cylinder with inlet velocity of U∞ and temperature of the inlet fluid is T∞ 

where the cylinder constant surface temperature is maintained about TS =398 K. The fluid is defined 

to be air with constant physical properties (Pr=0.71) with an inlet temperature of 298 K. The top 

and bottom walls are assumed symmetrical where the first derivative vanishes. The domain size is 

fixed and the fluid properties are also consider to be constant thus the variation of Reynolds number 

are done by changing the inlet velocity. 

3. RESULTS 

The major parameter of importance in terms of heat transfer is the Nusselt number which is defined 

as  

          (8) 

Where h is the convective heat transfer coefficient. 

The viscous and pressure forces acting on the both cylinder are used to calculate the drag 

coefficients. The drag coefficient is given by: 

          (9) 

where is the drag force acting on the cylinder. 

Figure 2 show the variation of Nusselt number over the surface of the symmetrically placed 

trapezium at different Reynolds number. As the flow moves A to B there is sudden rise and fall of 

Nu due to proportional pressure variation. As the flow reaches toward B there is a slight increase in 

Nu but again drop in Nu value is noticed. There is uniform distribution of Nu on face BC. The Nu 

15D 

10D 

50D

D 

 U∞, T∞ 
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value is steeply rise on the face CD in the case of Re =100,000 and 200,000 compare to the other 

Reynolds number. At every surface of the trapezium the Nu value is increasing with increasing Re.  

 

Figure 2. Variation of surface Nusselt number over the symmetrical placed trapezium at different 

Reynolds number(5% TI) 

The figure 3 below shows the variation of Nu along the symmetrically placed trapezoidal surface at 

fixed Re=200,00 at different TI varying within 5 -40% TI. The graph show steep rise in Re at the 

vicinity of corner( A,B, C,D).This nature is observed due to increase in pressure of the flow. The 

surfaces of the bluff body shows much lower values of Nu as the pressure in these regions is 

considerably low. It is also been observed that Nu value is increase with increase the Re value. 

 

Figure 3. Variation of surface Nusselt number over the symmetrically placed trapezium at different 

turbulence intensity of fixed Re=200,000 
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The drag coefficient Cd vs. Re is plot is shown in figure 4 which shows that initially there is strong 

descent in Cd value upto Re about 1,000. Thereafter there is a gradual increase in drag coefficient 

while moving up to around Re 8,000 and on further increase in Re value there is also gradual 

decrease of Cd value. It is also observed that with varying percentage of TI there is appreciable 

changes in Cd value at all Re as observed. 

 

Figure 4. Variation of Cd vs. Re at different TI for symmetrically placed trapezium cylinder 

 

4. CONCLUSIONS 

Effect of turbulent intensity on transport around the trapezium is described. Overall, the Nu value 

increases with increase in Re. Drag coefficient is also decrease with increasing the Re value. Drag 

coefficient is strongly affected by turbulence intensity. 
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ABSTRACT 

In this paper, a general methodology is proposed for treating mixed convection problems in a 

vertical channel by the concept of asymptotic computational fluid dynamics (ACFD). Average 

Nusselt number is developed based on the limiting solutions of natural and forced convection.These 

correlations are then blended to find a unified composite correlation that work very well for extreme 

limits of mixed convection. For the purpose of demonstration, the problem of 2-D laminar, mixed 

convection in a vertical channel that comprises of a heater sandwiched between two aluminum 

plates has been used. Numerical simulations are performed with ANSYS-FLUENT to generate the 

required correlation. The study proposed in this work reveals that with minimum CFD solutions one 

can obtain a reasonably good composite correlation for the Nusselt number. 

Key Words: Vertical channel, ACFD, Blending, Mixed Convection, Asymptotic. 

1. INTRODUCTION 

Until now, a lots of experimental and numerical investigations have been done to visualize the 

phenomenon of mixed convection in a channel or parallel plates because of its wide range of 

applications in various research fields such as Trombe walls, solar chimney, solar energy collectors 

or cooling of electronic components and many others. A Nusselt number correlation has been 

proposed by Kamath et al. [1] based on an experimental study for a clear vertical channel. A general 

approach for treating mixed convection in a lid driven cavity using ACFD has been reported by 

Balaji et al. [2]. A similar problem involving natural convection in asymmetrically heated vertical 

channel has been studied numerically as well as experimentally [3-5]. The problem being discussed 

here is two dimensional and its solutions can be evaluated with reasonable effort, for a range of 

parameters. Above approach becomes complex if many independent variables are involved. Unlike 

other approches this technique uses limited full solutions which are blended to obtain correltion. In 

past, this technique was used many times by Herwig and his co-workers [6-8]. In this case, the 

asymptotic solutions of limiting cases i.e., pure natural and pure forced convection are found and 

then systematically blended using the method first proposed by Churchill and Usagi [9] in 1972. In 

the present study, similar kind of approach is extended to a two dimensional mixed convection in a 

vertical channel having heater sandwiched between two aluminum plates. 

2. PHYSICAL AND COMPUTATIONAL DOMAIN 

In the present study, a vertical channel in which an aluminium heater plate assembly placed at the 

centre of the channel is considered for the numerical investigation. A heater is sandwiched between 

two aluminium plates and the size of the aluminium plates are 250 x 150 x 3 (all in mm). The size 

of the vertical channel considered for the present study is similar to the experimental setup of 

Kamath et al. [1] and is shown in Figure 1. From Figure 1 it is clear that the geometry is 

symmetrical about the Y axis, so a two dimensional computational domain is chosen which consists 
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of one side aluminium plate, heater, upstream and downstream of the channel as shown in Figure 2. 

The inlet of the channel is defined with uniform velocity boundary condition, outlet is defined with 

zero pressure and a uniform heat flux is applied at the heater. The side wall of the channel is 

assigned with no slip adiabatic condition and symmetrical part of the channel is defined with 

symmetry condition. 

 
 

FIGURE 1. Physical domain considered for the present 

study 1) Wall 2) Heater 3) Aluminium plate. 
FIGURE 2. Computational domain with boundary 

conditions. 

3. RESULTS 

The computational domain is simulated by using commercially available ANSYS FLUENT 

software. The working fluid considered is air with an inlet temperature of 30°C. The velocity of the 

fluid varies from 0.03 to 1.6 m/s. The plate is heated initially and then transfers heat to the fluid by 

convection, hence the problem treated here becomes a conjugate heat transfer analysis. The gravity 

effect within the channel is modelled by using Boussinesq approximation. The governing equations 

used for solving the vertical channel are similar to pipe flow along with energy equation for solid. A 

second order upwind scheme are used for continuity, momentum and energy along with SIMPLE 

scheme for pressure velocity coupling. The convergence criterion for continuity and momentum are 

set to 10-5 -10-4 and for energy it is 10-10.  

Asymptotic approach is applied to obtain correlation for intermediate values from the solutions of 

limiting cases. Here, the idea is to correlate mixed convection happening in vertical channel with 

the results of natural and forced convection. The independent variable chosen for this approach is 

Ri, as its value changes from 0 to ∞, i.e., from pure forced convection limit to pure natural 

convection limit. For the problem under consideration, Nu = f (Re or Gr, Pr. Ri). The dependency 

of Pr vanishes once the fluid is fixed. For getting solutions for limiting cases, one can define 

dependence of Nu on Re, Gr & Ri as follows,  

For natural convection Limit: Nu1 = C1 Grm Rin (1) 

For forced convection limit: Nu2 = C2 Rep Riq (2) 

For natural convection Nu ~ Gr0.25 [10] therefore m can be taken as 0.25 without much error. The 

constants C1 & n can be evaluated from best fitting curve for corresponding data. For natural limit, 

the Nu values are found for very low velocity by varying the heat flux.  

Computed values of constants, C1 = 0.54 & n=-0.225, Eqn. (1) becomes,  

                                                      Nu1 = 0.54 Gr0.25 Ri-0.225                                                              (3) 
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Similarly, for Forced convective flows, it is found that Nu ~ Re0.5 [10], i.e., p=0.5. For forced limit, 

the Nu values are found by varying velocities at the inlet of the channel. From best fitting curve,              

C2=0.56 and q=0.078, So, Eqn. (2) becomes, 

                                                      Nu2 = 0.56 Re0.5Ri0.078                                                                   (4) 

Eqns. (3) and (4) are the natural and forced convections dominant regimes in the region where the 

effects of both natural and forced convection are expected to be significant and they have to be blended 

to obtain a correlation for mixed convection. It has been found that Churchill and Usagi [9] have 

successfully employed the blending of the limiting solutions for a variety of transfer processes. 

Therefore, the expression used for interpolation between these limiting cases is as follows, 

                 Nu = (Nu1
-n + Nu2

-n)-1/n (5) 

Here, the exponent n is computed from the data of mixed convection regime and it varies for 

different geometries. In Eqn. (5), the right side can be interpreted as nth order sum of the two 

asymptotic solutions. This type of approach leads to a technique called “blending”. It is the way of 

constructing correlations by using as few solutions as possible. Otherwise, to develop a correlation 

for mixed convection requires large amount of data from powerful computers or better experimental 

data. In such conditions, techniques like ACFD can be useful.  

We now proceed to blend the solutions by Method given by Churchill and Usagi [9],  

 Nu1 = 0.54 Gr0.25 Ri -0.225              (Ri → ∞) (6) 

 
Nu2 = 0.56 Re0.5 Ri 0.078               (Ri → 0) 

(7) 

Substituting these in Eqn. (5) and after rearrangement, we get following form,  

                                          
0.54 𝐺𝑟0.25𝑅𝑖−0.225

𝑁𝑢 
= (1 + (

0.54 𝐺𝑟0.25𝑅𝑖−0.225

0.56 𝑅𝑒0.5𝑅𝑖0.078 )
𝑛

)

1

𝑛

                                           (8) 

Now the challenge is to evaluate the exponent n. It can be calculated from one full solution in 

mixed convection regime. For simplifying Eqn. (8), making (
0.54 𝐺𝑟0.25𝑅𝑖−0.225

0.56 𝑅𝑒0.5𝑅𝑖0.078 )  term equal to 1 i.e., 

0.9643 Ri-0.053 = 1. Ri evaluated from this equation is 0.5036. The condition for n is that it should be 

evaluated at the central value of Ri. The above equation is solved for Re=1260 and Gr=7.953×105 

such that Ri becomes close to 0.5036. The Nu at these conditions turns out to be 18.326. 

Substituting all these values in Eqn. (8). 

                          [0.54× (7.953×105)0.25× (0.5036)-0.225]=18.326× (2)1/n                                          (9) 

On solving above equation n=26.2. Now the composite correlation for Nusselt number becomes, 

                                 𝑁𝑢 = 0.54 𝐺𝑟0.25𝑅𝑖−0.225(1 + 0.3858 𝑅𝑖−1.3886)−0.0381                           (10)                                                           

It is pertinent to mention here that Eqn. (10) is valid as long as the flow remains laminar. Figure 3 

shows the variation of Nusselt number with Richardson number (Eqn. (10)), present simulation 

results and experimental correlation given by Kamath et al. [1]. Figure 4 shows the parity plot 

between present simulation results and Eqn. (10), it is clear that the result agrees well within the 

limit of ±15%.   
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FIGURE 3. Variation of Nusselt number with 

Richardson number 
FIGURE 4. Parity plot showing the agreement between 

simulation data and predicted Nusselt number  

4. CONCLUSIONS 

The results obtained from this approach works well for wide range of Richardson numbers. To 

identify the dependent and independent parameters, dimensional analysis is necessary before 

applying ACFD. The main advantage of this technique is that it requires minimum number of full 

solutions in different regimes. As it is asymptotically correct, results can be accepted within 

appreciable range of errors. Due to versatile nature of this method, it is applicable for wide class of 

heat transfer problems.  
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ABSTRACT 

The present study reports the numerical investigation of laminar forced convection based on TiO2 

nanofluid in a rectangular copper microchannel surrounded by Aluminium block to examine the 

cooling effects for increased flow rates and particle concentration. The analysis involves the use of 

pure fluid and TiO2 nanofluid with the volume fractions of 0.01, 0.15, 0.20 and 0.25% for different 

flow rates. The study also examines the influence of conjugate heat transfer behavior of the 

microchannel using commercially available software FLUENT-15. 

Key Words: Conjugate heat transfer, Microchannel, Nanofluids, Forced convection. 

1. INTRODUCTION 

The rapid advances in the field of compact electronic devices significantly altered the magnitude of 

operating components and also enhanced its efficiency to new level. But their processes and 

complexity constantly grows with increased power density; as a result heat dissipation has risen 

tremendously [1,2]. It is necessary to improve the effectiveness and reliability of the components by 

suitable selection of cooling methods to enhance the convective heat transfer in micro devices. 

Among the several proposed cooling solutions the most suitable for the application of high flux 

density is the microchannel based heat transfer. The cooling potential of Microchannel Heat Sink 

(MHS) in micro devices is overwhelming in the field of electronic packaging due to its high surface 

area to volume ratio to deliver better heat transfer solutions under higher fluxes [3]. Zang et al. [4] 

performed experimental study on multi layered flow passages which includes parallel, spiral and 

serpentine microchannels for electronic packaging. It is found that the parallel microchannel has 

highest mass flow rate with high heat transfer than other configurations. The influence of channel 

height on heat transfer and pressure drop was experimentally investigated by Manay and Sahin [5] 

using TiO2 dispersed nanofluid. The results proved that the increase in channel height increases the 

pressure drop and friction factor by 18 % for the volume fraction increment of 0.25 % to 2 %. 

 Based on the literature, the present paper focuses heat transfer in microchannel using TiO2 

nanofluids for various flow rates and nanoparticle concentration. The study is carried out for flow 

rate in the range of 210 ml/min to 410 ml/min for increased volume fractions.   

2. EXPERIMENTAL DESCRIPTION 

The experimental set up consists of a copper rectangular microchannel surrounded with Aluminium 

block shown in Figure 1(a). The channel inlet is connected to the peristaltic pump to provide 

pulsating flow to the microchannels and the outlet is connected to the secondary heat exchanger. 

Thermocouples were placed in the copper channel and Aluminium block to record the temperature 

along the flow direction. The central part of the copper channel where 9mm diameter cartridge 

heater is fitted along the length of the channel for a depth of 30mm. The entire top portion of the 
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block is covered with Acrylic glass to avoid leakage of fluids and to visualize the fluid flow in the 

microchannel. 
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FIGURE 1. Schematic representation. (a) Exploded view of experimental components, (b) 

Computational domain and (c) Validation plot. 

3. NUMERICAL METHODOLOGY 

A laminar forced convection in a rectangular microchannel is considered for the present study by 

using commercial CFD software FLUENT-15. The schematic diagram of the computational model 

and its validation with experimental results is shown in Figure 1(b) and Figure 1(c). The 

computational model comprises two domains namely fluid and solid which corresponds to indicated 

fluid region and copper channel accompanied with Aluminium block. The microchannel is modeled 

with high thermal conductivity material copper and the flow inside the channel is assumed to three-

dimensional(3-D). This model involves conjugate heat transfer simultaneously thus momentum and 

energy equations are solved parallel under transient condition and its governing equations are 

presented below. 
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The fluid is considered as single phase, incompressible laminar without viscous dissipation of 

energy. Laminar fully developed flow and uniform zero pressure is assumed at the outlet. All the 

walls satisfy the slip condition and further details of boundary conditions are presented in Figure 2. 

 

 
FIGURE 2. Boundary conditions 
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Based on the assumption there exists natural convection between top surface and the ambient. 

Adiabatic boundary condition is provided for the sides of the channels. Assuming the homogeneity 

of the cooling fluid it considered that the nanoparticle is in thermal equilibrium with the base fluid. 

4. RESULTS  

To visualize the temperature correspondence throughout the computational domain with 0.001 step 

time and results were presented from transient condition as follows. Figure 3 depicts the fluid 

temperature for two different TiO2 volume fractions at various locations for the flow rate of 210 

ml/min. Temperature for TiO2 0.10% volume fraction is shown in Figure 3 (a). It has the Average 

outlet temperature is 39oC. Additionally we can observe a gradual increase in fluid temperature 

along the length of the microchannel. Figure 3(b) demonstrates increased fluid temperature with the 

use of TiO2 0.25% volume fraction with 4oC higher than of TiO2- 0.10%  which is purely attributed 

to the increased thermal conductivity of nanofluid.  

 

(a) (b) 

 (c) 

 

FIGURE 3. Temperature contours along the flow.(a) TiO2- 0.1%, (b)TiO2- 0.25% and (c) Fluid 

temperature distribution in the channels. 

The entire temperature distribution of the fluid region is shown in Figure 3(c). It is seen that the 

fluid temperature in the channels increases away from the centerline channels and maximum 

temperature of 44oC was seen for the last channel. The reason behind is due the increased velocity 

in the centerline channels and comparatively low velocity at corner channels. Figure 4 presents the 

summary of the temperatures at different locations for simulated parameters which includes 

interface temperature, microchannel tip temperature and inlet and outlet temperature of the 

centerline microchannels. In all these cases temperature varies from 39o C to 46o C which is shown 

in Figure 5(a).  
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FIGURE 4. Temperature Distribution in channel. 

(a) Flow rate and (b)Volume fraction 

FIGURE 5. Nusselt number 

variation for increase in flow rate 

 

It is found that more or less similar temperature range of 44oC is maintained in interface for 

increased flow rate of 210 to 410 ml/min. the resultant fluid distribution has developed a maximum 

magnitude of 0.22 m/s in center line channels. However the channel average temperature remain 

Page 537 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

40oC for all the increased ratios of particle concentration shown in Figure 5(b). In contrast the outlet 

fluid temperature increased by 9% for a lower flow rate of 210 ml/min. Figure 5 shows the Nusselt 

number variation as the function of increased flow rate. The maximum Nusselt number was 

obtained for 0.25% of TiO2with an increment of 36% more than pure fluid which is 10.76% higher 

than 0.1% TiO2. This enhancement is due to increased thermal conductivity combinedwith 

increased flow rates of the working fluids. 
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FIGURE 6.Temperature contour for 0.25%- TiO2. (a,c) Near interface, (b,d) Centerline channels. 

 

Since the microchannel is surrounded with high thermal conductive material a partial cooling effect 

is witnessed near the interface region of the microchannel. To understand the further penetration 

near interface region (i.e. 2mm away from copper and Aluminium interface, located in aluminum 

solid) flow rates werevaried which is shown in Figure 6 (a, c). The impact of the cooling increases 

along the height of the channel and the effect near the channel bed left unaltered for both the flow 

rates. Figure 6 (b,d) presents the reduced centerline channel temperature with maximum drop of 

36oC for the flow rate of 410 ml/min. 

5. CONCLUSIONS 

In this paper a 3-D numerical simulation on laminar forced convection in microchannels that 

comprises of conjugate heat transfer analysis using TiO2 nanofluid has been presented. Several 

investigations have been conducted by varying the particle concentrations and increased flow rates. 

In particular the effect of heat transfer near the interface region using working fluids with increased 

concentration found superiour for flow rate of 210 ml/min and increased the cooling rate by 9% but 

for higher flow rate of 410 ml/min temperture increased by 2oC to 3oC near the interface region. 
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ABSTRACT 

A precise numerical simulation of low Reynolds number flow over an airfoil requires proper 

modeling and interpretation of transition physics. In the present study, a computational effort has 

been made, using commercial available CFD code ANSYS Fluent, towards understanding the flow 

behavior about an airfoil at low Reynolds number, using menter's ϒ-Reθ model. The present work is 

a part of ongoing research on the flow over thick airfoil, generally used as base airfoil for small 

HAWT blade. An experimental analysis of the thick airfoil has to be carried out in a subsonic wind 

tunnel at a wind speed of 10m/s, 15m/s, 20m/s and 25m/s with a corresponding chord Reynolds 

number of 61324, 91986, 122648 and 153310. Therefore, prior to experiment, a numerical 

simulation is carried out over the given range of Reynolds number. The simulation result shows that 

as the angle of attack is increased, regardless of Re, the point of separation advances towards the 

leading edge. However at any given angle of attack, the flow separation delays with increase in 

Reynolds number. The simulation results also predicts the formation of separation bubble at all 

given Reynolds number range however, with increase in angle of attack, the separation bubble was 

found to contract in size.    

Key Words: Airfoil, laminar separation bubble, transition model (menter’s ϒ-Reθ)  

1. INTRODUCTION 

Small wind turbines are defined as the system with rotor swept area not more than 200 m2 or an 

equivalent power of about 50kW[1]. Such type of the systems are essentially installed where the 

power requirement is utmost but wind resource is not necessarily available [2,3]. Small blade size 

and the low wind speed working condition cause the blade to operate at low Reynolds number from 

hub to tip[2]. Typical airfoils which were designed for high Reynolds number such as NACA airfoil 

series are reported to underperform under low Reynolds number conditions and hence degrade the 

performance of small wind turbine[4]. Hence it is crucial to use low Reynolds number airfoil for its 

application in small wind turbine. While developing small wind turbine, the initially aerodynamic 

performance of the airfoil models are experimentally investigated. 

Wind tunnel measurements, at low Reynolds number, are reported to be challenging due to 

requirement of higher level of accuracy in equipments for correct modelling of the flow around the 

airfoils[5]. So in the present Paper, Prior to experimental analysis, numerical analysis, of one of the 

airfoil of small wind turbine blade at root section, is carried out. The airfoil intended for this 

purpose is a scale down model of a prototype. The prototype experiences relatively higher Reynolds 

number than presented above, but due to the limitation of wind tunnel maximum speed and model 
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blockage inside the test section, the analysis is limited to earlier mentioned Reynolds number. 

However, later the performance characteristics of the airfoil model will be extrapolated to higher 

Reynolds number. The airfoil at the root section of wind turbine blade are generally thick airfoils 

and are often subjected to low Reynolds numbers flow. For  precise computational study of low 

Reynolds number flow over an airfoil requires proper modelling and interpretation of the transition  

physics. For that purpose, menter’s ϒ-Reθ transition model, is used to get a better understanding of 

the flow behaviour about such an airfoil.    

2. NUMERICAL ANALAYSIS 

Numerical simulation is carried out over a range of Reynolds number i.e, 61324, 91986, 122648 

and 153310, covering a range of angle of attack from 0 degree to 20 degree. The mesh density is 

kept progressively coarser in the domain area were the flow gradient approaches zero. For precise 

simulation of the boundary layer flows, Y+, a non dimensional distance from the wall to the first 

node of the mesh was satisfied with the value of Y+<1. 

To ensure the computed aerodynamics results independent of the grid size, a grid independency test 

is carried out. The FIGURE 1 and FIGURE 2 shows the computed aerodynamics coefficients 

(coefficient of lift and drag ) variation with total number of elements in the domain. A refined grid, 

with 33520 elements was adopted for numerical computation. 

                             

      FIGURE 1. Coefficient of lift vs                     FIGURE 2. Coefficient of drag vs  

                      Number of elements     Number of elements 

The boundary condition for inlet was taken as velocity inlet, the outlet condition was defined as 

pressure outlet and airfoil was set as wall type boundary condition. The turbulence intensity and 

length scale, at the inlet and outlet of the domain was set as 0.2% and 2m respectively. The solver 

was set for steady state. To solve the coupled problem between pressure momentum equations and 

velocity components, (SIMPLE) algorithm was employed and second order upwind spatial 

discretization was set in calculation. In order to maintain the accuracy the convergence criterion is 

set at 1 x 10-5. The present work involves a ϒ-Reθ transition model which incorporates the 

turbulence in the flow. It is a four equation turbulence model. This model is reported to have 

distinct advantage of associating transition modelling with experimental data[6].  

3. RESULTS 

The flow behaviour over the surface of the airfoil as acquired from ANSYS FLUENT is carefully 

examined and certain conclusions were drawn. The variation of the Cl and Cd with angle of attack 
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and at different Reynolds number (Re)  is shown in the FIGURE 3. It was observed that coefficient 

of lift increases with increase in the angle of attack. Also as the Reynolds number is increased, 

coefficient of lift at any given angle of attack increases. At 20 degree angle of attack, coefficient of 

lift achieve its maximum value at the given range of angle of attack. Also Cl does not vary 

remarkably (0.746 -0.749) at its peak value with change in Reynolds number. 

         

FIGURE 3. Coefficient of lift vs   FIGURE 4. Coefficient of drag vs 

angle of attack      angle of attack 

From the FIGURE 4, it can be seen that, coefficient of drag increases with increase in the angle of 

attack, however as the Reynolds number is increased, at a given angle of attack, the coefficient of 

drag decreases.       

At low Reynolds number flow over an airfoil, the resistance to separation of the boundary layer is 

very poor, due to dominant adverse pressure gradient. As flow separates from the point of minimum 

pressure, due to the increase in adverse pressure at the leading edge, separation takes place. The 

separated flow is highly unstable, resulting in transition immediately downstream, causing the flow 

to become turbulent. Thereby turbulent shear stresses energies the flow to counteract the increased 

adverse pressure, helping the flow to reattach. Thus a zone between the separation and reattachment 

is formed known as Separation Bubble. 

The FIGURE 5 shows the velocity vector at the bottom surface of the airfoil at a Re = 61324   and 4 

degree angle of attack.  The region highlighted shows the presence of a Separation Bubble.  

 

FIGURE 5. Presence of Separation Bubble 

On observing the velocity vector of the flow at different angle of attack and different Reynolds 

number, following observations were made; 
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1. At Re=61324 and 0 degree angle of attack, there occurs a bubble formation extending between 

30% to 40% of the chord length followed by flow separation at approximately  45% of the chord 

length, which reattaches at 90%  of the chord length, on the top surface of the airfoil. But at higher 

Reynolds number (Re = 91986, 122648 and 153310) the flow remain separated. However as the 

angle of attack is increased, regardless of the Reynolds number, flow separation advances from 

approximately 30%  to 15% of the chord length towards the leading edge. 

2. At 0 degree angle of attack, with increasing Reynolds number, the flow separation delays from 

30% to 40% of the chord length.  

3. At 0 degree angle of attack, at the bottom surface of the airfoil for all Reynolds number range ( 

Re = 61324, 91986,  122648  and 153310), bubble formation takes place, extending from 8% to 

30% of the chord length. As the angle of attack is increased the size of the bubble reduces and after 

6 degree angle of attack no bubbles are noticed. Also with increase in the Reynolds number and at a 

given angle of attack, the bubble does not remarkably shift towards the leading edge but it reduces 

in size gradually.  

4. There occurs no flow separation at the bottom surface of the airfoil at all Reynolds number range  

( Re = 61324,  91986,  122648 and 153310) beyond 4 degree angle of attack. Bubbles formed at the 

bottom surface of the airfoil retains upto 6 degree angle of attack at lower Reynolds number (Re = 

61324). However as the Reynolds number is increased bubble retains only upto 4 degree angle of 

attack.   

4. CONCLUSIONS 

This paper presents a computational effort towards understanding the flow behaviour about the 

airfoil at low Reynolds number for its application in small HAWT, using the menter’s ϒ-Reθ model. 

The flow around the airfoil experiences a separation bubble near the leading edge. The airfoil was 

found to be performing optimal at high Reynolds number and at low angle of attack. Thus, 

numerical simulation of base airfoil gives preliminary idea about the flow separation regions at 

airfoil surface. 
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ABSTRACT 

Present work is on numerical investigation of solidification of pure metal during casting process in 

a two dimensional rectangular cavity. In the present study, Dual Grid Level Set Method (LSM) is 

used to capture the interface dynamics during solidification process. Finite volume based staggered 

grid approach is used. The evolution of the interface depends upon the method adopted to model the 

solidification process viz. pure diffusion, diffusion with advection, and considering residual flow 

due to filling prior to solidification. The three different computational model based results are 

compared for interface shape and isotherm patterns.    

Key Words: Solidification, Interface Dynamics, Natural Convection, Level Set Method. 

1. INTRODUCTION 

The foremost aim of any casting process, is to prevent the formation of shrinkage porosity, or 

cavities within the cast product. The location of such defects solely depends upon the manner in 

which solidification is modelled. It becomes essential to have a computer simulation predicting the 

formation of such defects before conducting actual casting process. Various researchers model the 

filling and solidification process differently. For modelling the solidification problem, pure 

diffusion is considered as the dominant phenomena while advection is neglected by different 

researchers (Sutaria et al. 2012). Many of the researcher model the same considering both advection 

and diffusion phenomena (Im et al. 2001), (Parkitny and Sowa 2001), (Zhou et al. 2016), (Li et al. 

2011). Morever, it has been evident from literature that the residual flow arising within the mould 

cavity at the end of filling process has a greater impact over the evolution of solidification front 

(Pathak et al. 2009). The location of the defects are greatly affected by filling behaviour and hence 

it cannot be neglected.  

In the present study, unidirectional solidification solidification problem is investigated in a 

rectangular cavity under three conditions. In first case, the cavity is assumed to be filled with 

molten metal and the solidification is modelled considering only diffusion equation. The interfacial 

velocity is calculated using Stefan’s condition applied at the interface. In the second case, advection 

phenomenon is also considered and the momentum equation (Navier Stokes) is solved with 

Boussinesq approximation as the source term to account for natural convection. In the third case, 

the residual flow arising at the end of filling process is taken as the initial condition to simulate the 

solidification process. In the third case, an attempt has been made to capture the interface dynamics 

that is affected by coupled residual-flow and buoyancy induced flow. 

2. MAIN BODY 

In the present study, dual grid level set method (Gada and Sharma 2009) is used and its 

representation is shown in Figure 1(a) and Figure 2. The physical problem considered is a pure 
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metal solidification problem within a rectangular cavity. The computational setup shown in Figure 

1(b) is same as reported by Pathak et al. (2009). In order to have the interface evolution, level set 

advection equation is solved with phase change velocity as the driver, which is evaluated by 

applying the Stefan’s condition at the interface. 

                  

FIGURE 1. (a) Level set function for individual phase as well as solid-liquid interface (zero level set) 

for the solidification process. (b) Computational domain for solidification problem. 

 

FIGURE 2. Staggered grid arrangement for flow variables with level set points defined for dual 

resolution. 

3. RESULTS 

Figure 3 (a1)-(a3) shows the evolution of the solidification front for the first case considering pure 

diffusion phenomena - 2D heat conduction equation is solved with Stefan’s condition applied at the 

interface. The solidification front remains perfectly planar and advects with no further change in its 

shape. However, considering advection along with diffusion (convection), Figure 3 (b1)-(b3) shows 

that the interface no longer remains planar. In this case, the thermal convection results in movement 

of the hotter liquid to the top while the liquid metal adjacent to the interface is relatively cold and 

tries to settle downwards – resulting in clockwise motion of the liquid metal as seen in the figure. 

The clockwise convective flow of liquid metal favours the interface advection at the bottom, as the 

flow is along the direction of the interface advection; vice-versa at the top, resulting in a resistance 

for the interface advection. In the third case, considering residual flow along with the convection, 

Figure 3 (c1)-(c3) shows variation in the instantaneous interface as compared to the above two 

cases. This indicates that the residual flow tends to affect the interface advection during 

solidification.  
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FIGURE 3. Temporal evolution of velocity vectors and interface from three computational models: 

(a) Stefan flow with conduction, and (b,c) two-phase flow with convection heat transfer. Initially, 

fluid is considered as stationary in (a,b) and corresponds to the flow field at the end of filling in  (c). 
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FIGURE 4.  Temporal evolution of isotherms: (a1) to (a3) for two-phase flow with convection heat 

transfer, (b1) to (b3) for coupled filling and thermal convection. 
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It is interesting to note a change in the direction of flow from counter-clockwise in Figure 3(c1) to 

clockwise in Figure 3(c3) with the domination of buoyancy induced convective flow as compared to 

the residual flow obtained after filling; the transition can be seen in Figure 3(c2). The counter-

clockwise movement in the residual flow is due to the in-gate position at the lower most left wall of 

the cavity. At the initial stage of solidification, the strength of the residual flow is higher and 

dominates the thermally driven flow as a result of which the interface advection is quiet slower. The 

residual flow opposes the thermally driven flow. However, at the later stages of the solidification, 

the thermally driven flow becomes dominant and a transition takes place from counter-clockwise 

residual flow to a thermally driven clockwise flow. The residual flow either favours the 

solidification phenomena or delays the same. Figure 4 (a1) to (a3) shows the isotherms for diffusion 

with advection case while (b1) to (b3) shows the isotherms for coupled filling and thermal 

convection case. The temperature gradient in later case is found to be less in the initial stages of 

solidification as compared the diffusion and advection case. The effect of residual flow can be 

visualized through the temperature distribution obtained in the initial stages of solidification.  

4. CONCLUSION 

In the present study, unidirectional solidification problem in a rectangular cavity for a pure metal is 

simulated. Three different cases namely pure diffusion, diffusion with advection and coupled filling 

and advection are considered. The effect of residual flow arising due to the filling behaviour within 

the mould cavity on the front evolution is studied. There is a significant change in shape of the 

isotherms by considering advection compared to pure diffusion case. Moreover, when the effect of 

residual flow is considered, the isotherms further change their shape and it becomes difficult to 

predict the nature of isotherms, their shape, and pattern. The filling effects cannot be neglected 

completely while modelling the solidification as it ultimately helps in predicting the shrinkage 

cavities, porosities, and hotspots. 
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ABSTRACT

The density-based algorithms are generally used to solve high speed flows; acuuracy of these
methods degrades in low-speed limit i.e. in incompressible limit due to large value of the condition
number. Popular method to fix this issue is use of the preconditioning methods. Preconditioning
not only maintains the accuracy in low Mach limit but also helps in accelerating the convergence by
altering the characteristic speeds, which results in destructions of the time accuracy. Whereas new
parameter free scheme has been suggested by Shima which solves the problem without destroying
the time-accuracy. In this paper we investigate the SLAU scheme of of Shima in incompressible
limit for practical applications such as aerofoils at angle of attack using our in-house developed
3-D unstructured hybrid code.

Key Words : SLAU, Natural Convection, All-Speed, Unstructured Grid.

INTRODUCTION

Many engineering flows are characterized by low speed, so the natural choice for a solution
methodology is to use pressure-based algorithms [1]. These methods not only have favorable
mathematical properties but also good convergence characteristics. However, pressure-based al-
gorithms work best for constant density, when density change is involved as in natural convection
and combustion, a change in algorithms are needed. A general method dealing with such flow
would be to solve for density by using a density-based method. Such methods are commonly used
for high-speed (high Mach number) computations. However at low speed (low Mach number) the
flow equation become stiff [2, 3, 4, 5] and schemes based on high-speed theory do not work well.
A solution to this problem has been established [2, 3, 6, 5] for ideal gases and for liquids and
uses preconditioning of the time-derivative to overcome the stiffness problem. This method, while
directly applicable for steady-state problems, nevertheless is quite cumbersome to use, involving
dual-time-stepping, for unsteady flows. An alternative is the use of the convection scheme SLAU
[7, 8, 9], a well-known stable method that is time-accurate and avoids the dual-time-stepping [10]
for unsteady solution. This paper discusses the implementation of the SLAU scheme on unstruc-
tured grids and then explores its capability, on problems with and without heat transfer.

1
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GOVERNING DIFFERENTIAL EQUATION

The integral form of the compressible Navier-Stokes equation for an arbitrary control volume V
with an elemental surface area d ~A with outward unit normal n = (nx, ny, nz) is written as:

Γ

∫
∂

∂t
QdV +

∫
[F−G]dA−

∫
SdV = 0 (1)

where Q is the vector of primitive variables, F,G are the normal components of the convective
and viscous flux vectors at the elemental surface, S is the vector of source terms and Γ is the
transformation Jacobian of the conservative variables with respect to primitive variables at cell p.
These quantities are given by:

F =


ρVn

ρVnu+ Pnx
ρVnv + Pny
ρVnw + Pnz

ρVnH

G =


0

nxτxx + nyτxy + nzτxz
nxτyx + nyτyy + nzτyz
nxτzx + nyτzy + nzτzz
nxθx + nyθy + nzθz

S =


0
ρfx
ρfy
ρfz

ρ(fxu+ fyv + fzw) + q̇h


(2)

where fx, fy and fz are external body forces per unit mass, q̇h is the volumetric heating rate, P is
the pressure, H is the total enthalpy and the primitive variable vector is

QT =
(
P u v w T

)
Vn, θx, θy, θz and the matrix Γ are given by [11]:

Vn = nxu+ nyv + nzw

θx = uτxx + vτxy + wτxz + k
∂T

∂x

θy = uτyx + vτyy + wτyz + k
∂T

∂y

θz = uτzx + vτzy + wτzz + k
∂T

∂z

Γ =


ρp 0 0 0 ρT
uρp ρ 0 0 uρT
vρp 0 ρ 0 vρT
wρp 0 0 ρ wρT

Hρp − 1 uρ vρ wρ ρTH + ρCp



where subscripts (except in CP ) indicate differentiation with respect to the subscripting variable.
The system is closed using the equation of state P = ρRT .
Using the Gauss divergence theorem, equation (1) is discretized for a general multi-face cell as,

Γ
∂

∂t
Q + Σf (Ff −Gf )n+1Af − Sn+1V = 0 (3)

where f refers to the faces of the cell. For investigating the all-speed SLAU scheme feature even
for turbulence cases we use the Spallart Allmaras turbulence model, whose implementation detail
can be found in [12].

IMPLICIT TIME INTEGRATION

In the semi-discretized governing equations above, the values of the fluxes F,G are not known at
the n + 1 level. Expanding the global residual vector Rn+1(≡ Fn+1 −Gn+1 − Sn+1), around
the known residual flux Rn, we get

Rn+1 = Rn +

(
∂R

∂Q

)n

∆Qn+1 + H.O.T (4)

2Page 548 of 943



Fifth International Conference on Computational Methods for Thermal Problems
THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA

Nikhil Kalkote, Ashwani Assam, Nived M R and Vinayak Eswaran

where ∆Qn+1 = Qn+1 −Qn, and the quantity in brackets is the Jacobian. With (4), the system
(3) results in: [

Vp
∆t

Γ + ΣfJf,pAf

]
∆Qn+1

p − ΣfJf,nb∆Qn+1
nb = −Rn (5)

where p, nb refers to centres of the cell and its neighbours, respectively, Vp is the pth cell volume,
Jf,p/nb is the flux Jacobian matrix of the discretized flux (Fn −Gn − Sn) with respect to variables
at the p or nb cell-centres. The discretized flux at face f is a function of the pth cell value as well
as the neighbouring cell values, thus the neighbouring nb term appears in the equation above.
Rearranging equation (5), we get

[I − ΣfJ j,nbAf ]∆Qn+1 = −Rn or [A]global∆Qn+1 = −Rn (6)

where

I ≡
[
V

∆t
Γ + ΣfJf,pAf

]
(7)

and ∆Q now includes the values at p and nb, infact all points of the domain. The equation set (6)
is solved using the symmetric Gauss-Seidal procedure [13, 4].

RESULTS

Results and Discussions

The compressible Navier-Stokes equations has been solved using a density-based algorithm in
the framework of our in-house 3D unstructured solver. This solver was previously tested for
various problems [12, 14, 15]. Here, an all speed SLAU[16] scheme is used for the convection
and the Green-Gauss[11] method is used for diffusion term discretization. The convective term
uses second-order discretization while the viscous term are central discretized [11]. The first-order
backward Euler method is used for time-stepping [17]. Its feature of capturing flow physics in the
incompressible limit will be shown below through different cases.

Buoyancy driven cavity

We first consider the problem of the buoyancy-driven cavity, a unit square domain with its two
vertical walls at different temperatures and horizontal walls insulated. This is a classical prob-
lem in natural convection which has been extensively studied and features a complex flow field
depending on three parameters 1) Rayleigh number, 2) Temperature difference parameter (θ =
(Th − Tc)/(Th + Tc)), 3) aspect ratio of the domain (L/H).

Parameter Th Tc θ Ra Pr A.R
Value 1025 975 0.025 1000 0.71 1

Table 1: Parameters set in buoyancy driven cavity problem

In first step, we compare the performance of the SLAU method with the Boussinesq approximation
applied to a pressure-based solver for the case detailed in Table 1. The Nusselt number obtained
with the SLAU method and with Boussinesq approximation are identical as shown in Figure 1(a).
Figure 1(b) compares the plot of average Nusselt number obtained by SLAU with the correlation
given by Chenoweth et. al. [18]. The match is very good between the density-based algorithm and
the empirical correlation. Contour plot of temperature and Mach number is shown in Figure 2.
Highly incompressible flow of Ma ≈ 10−6 has been noted in Figure2(b) and successfully captured
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by SLAU scheme.
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Figure 2: Buoyancy driven cavity problem

Case 2: Inviscid flow over an aerofoil

The next case considered is that of inviscid flow over a NACA 0012 airfoil with angle of attack of
2◦. We study the external flow at a Mach Number of 0.01 at 1 atm pressure and 300 K temperature.
The domain is shown in Fig. 3(a). The computational domain is taken such as to have the farfield
situated at a downstream distance of five hundred times the airfoil chord length. The exit flow is
given far-field boundary conditions while the airfoil wall has inviscid wall boundary conditions.
The value of the pressure coefficient along the lower and upper aerofoil surfaces is compared with
the reference in Fig. 3(b), showing good agreement.

Case 3: Turbulent flow over a flat plate

The last case considered is the turbulent flow over a flat plate [20] at Ma = 0.2 with Reynolds
number Re = 5 × 106 and T∞ = 540 R =300 K. The Reynolds number is calculated based on
the half length of the plate. The flow domain and boundary conditions are shown in Fig. 4(a).
The turbulent inflow boundary condition used a turbulent viscosity ratio of 3 [21]. The turbulent
Prandtl number is taken to be 0.9. The main aim of this case is to verify the performance of SLAU
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with the reference solution [19].

in turbulent flow and Spalart-Allmaras model is used for turbulence. We compare the surface
skin friction coefficient with those results given on the Turbulence Modeling Resource (TMR)
web-page [21]. We have used a mesh having 273 × 193 cells.
Figure 4(b) compares the skin friction coefficient along the wall flow over a flat plate. It shows
that the present results are similar to the other NASA codes results and closer to the experimen-
tal results[22]. This case shows the ability of the present solver to capture incompressible flow
correctly using the SLAU scheme even with the turbulence.
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Figure 4: Turbulent flow over a flat plate problem

CONCLUSIONS

• The SLAU method has been implemented in an unstructured grid solver and validated in
low Mach regime (1.5 × 10−6 − 1 × 10−4) with heat transfer. It is shown that the SLAU
scheme gives the same results as the Boussinesq approximation.

• The other two cases of inviscid flow over NACA 0012 airfoil and turbulent flow over the flat
plate with inflow Mach number being small (incompressible) has also been captured using
the SLAU scheme.

• It is found that the SLAU scheme works quite well (without preconditioning) for the incom-
pressible cases implemented in a density based solver and could be used as an alternative to
the preconditioning.
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ABSTRACT 

To understand the hydriding behaviour of LaNi4.7Al0.3, a numerical model has been formulated 

using finite element method and solved using COMSOL Multiphysics 4.3a. In order to enhance the 

heat and mass transfer characteristics, embedded cooling tube (ECT) reactor configuration has been 

designed with optimum numbers of 55 ECT. The three dimensional model includes coupled heat 

and mass transfer, driving pressure gradient, diffusion of hydrogen gas and convective heat transfer. 

Based on numerical simulation, optimum supply pressure of 45 bar with absorption temperature 

ranging from 10 ºC to 30 ºC is obtained. Experimental validation corroborates the simulation model. 

Key Words: Metal Hydride; Thermal Modelling; Absorption; Coupled Heat and Mass Transfer; 

Parametric study. 

1. INTRODUCTION 

Metal hydride based hydrogen storage devices are one of the primary focus for research in 

achieving hydrogen economy. Askri et al. [1] studied the reaction kinetics with different reactor 

designs while Veerraju and Gopal [2] presented a transient, 2-D model to predict characteristics of 

elliptical metal hydride tubes and tube banks. However their designs have been too complex for 

practical implementations. Anbarasu et al. [3] developed a mathematical model for embedded 

cooling tube (ECT) reactor. There is a need for design and analysis of an optimized ECT model. 

2. NUMERICAL MODELLING 

To predict and analyse the performance of metal hydride reactor with ECT, three dimensional 

numerical model has been developed and solved using finite element method based simulation tool 

COMSOL Multiphysics 4.3a. Coupled heat and mass transfer evident during hydriding reaction, 

driving pressure gradient between supply and hydride bed, diffusion of hydrogen gas through 

porous metal hydride bed, transfer of heat from bed to the heat transfer fluid (HTF) through 

convective heat transfer and resultant axial variation in HTF have all been captured in this 

numerical model. Following assumptions are considered for numerical modelling: (i) hydrogen is 

an ideal gas, (ii) the solid phase is isotropic and has uniform porosity, (iii) local thermal equilibrium 

between the hydrogen gas and metal hydride is valid, (iv) the porous filter is adiabatic, (v) the 

reactor is well insulated so that there is no heat loss to the surroundings and (vii) the thermo-

physical properties of the hydride bed are independent of the bed temperature and supply pressure. 

Governing Equations: 
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Source term arises from rate of reaction: 
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Geometrical Configuration: 

 

Incorporating above problem formulation, the 

numerical model is developed using unique 

ECT configuration called 55 ECT Reactor. It 

contains a cylinder of inner diameter 102.26 

mm. A filter of diameter of 12.7 mm is 

centrally placed inside the reactor. To assist in 

effective heat removal of bed during 

absorption, 55 tubes are embedded radially in 

a three stack structure. Each tube has an outer 

diameter of 6.35 mm. 9, 18 and 28 numbers of 

ECT are respectively distributed in circles of 

diameters 32 mm, 58 mm, and 84 mm, as 

shown in FIGURE 1.  
FIGURE 1. Schematic view of 55 ECT 

Reactor model (all dimensions are in mm) 

Since the configuration is symmetrical about X-X’ axis, half sectional model has been considered 

for the numerical simulation. Free tetrahedral mesh is used while time stepping is based on Euler 

Backward Difference Formula. 

3. RESULTS AND DISCUSSION 

The developed numerical model has been simulated at various operating conditions to study the 

effect of the parameters on its hydriding performance. Thermophysical properties of LaNi4.7Al0.3, 

hydrogen and the constants considered in this study [4] has been listed in TABLE 1. 

Properties of  LaNi4.7Al0.3 Properties of hydrogen 

Density of metal 7440 kg/m3 Thermal conductivity of 

hydrogen  

0.127 W/m K 

Specific heat of metal 420 J/kg K Specific heat of hydrogen 14283 J/kg K 

Thermal conductivity of metal 5.5 W/m K Density of hydrogen 0.0838 kg/m3 

Porosity 0.5 Constants used 

Effective density at saturation 3850 kg/m3 Universal gas constant  8.314 J/mol K 

Effective density of solid 3904 kg/m3 Reaction constant 250 s-1 

Hydride activation energy 30000 J/mol H2 Slope factor 0.3 

Entropy of reaction 107.4 J/mol H2 K Constant 0.005 

Enthalpy of reaction 33820 J/mol H2 Hysteresis 0.098 

TABLE 1. Thermophysical properties of LaNi4.7Al0.3, hydrogen and the constants [4] 

Effect of supply pressure: 

While maintaining an absorption temperature of 25 ºC, the supply pressure has been varied from 5 

bar to 15 bar, 30 bar, 45 bar and 60 bar. HTF was supplied at a volume flow rate of 35 lit/min. 

Variation of hydrogen storage capacity at different supply pressures have been depicted in Fig.2. At 

supply pressure of 5 bar, the reaction kinetics is very slow and storage capacity of  1 wt% is attained 

around 340 s, while complete absorption is not achieved even after 1000 s. At 1000 s, a hydrogen 

storage capacity of 1.3 wt% has been attained at 5 bar supply pressure. Increasing the supply 

pressure to 15 bar lead to 4.6% increase in storage capacity and  1.36 wt% is reached at 1000 s, 
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while 1.3 wt% is achieved within 380 s. Increase in supply pressure leads to larger pressure gradient 

between bed and supply, thereby resulting in a larger driving force. Hence, increasing the supply 

pressure further to 30 bar, 45 bar and 60 bar respectively resulted in duration of 230 s, 180 s and 

150 s to achieve 1.3 wt%. 
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FIGURE 2. Hydrogen storage capacity variation at 

different supply pressures 

FIGURE 3. Volume average bed temperature 

variation at different supply pressures 

It can be observed that increase of supply pressure beyond 45 bar does not influence the 

performance of system significantly. This behaviour is also reflected in volume average bed 

temperature variation at different supply pressures depicted in FIGURE 3. At supply pressure of 5 

bar, the volume average bed temperature is 27 ºC even after 1000 s. However, at 15 bar supply 

pressure it can be observed that bed temperature of 26 ºC is attained in 700 s. This represents the 

duration taken by the model for achieving majority of the absorption reaction. The time duration for 

attaining 26 ºC reduced to 520 s, 430 s and 420 s respectively when supply pressure is increased to 

30 bar, 45 bar and 60 bar. Based on the above analysis, 45 bar is suitable supply pressure for the 

given model. 

Effect of absorption temperature: 
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FIGURE 4. Hydrogen storage capacity variation 

at different absorption temperatures 

FIGURE 5. Volume average bed temperature 

variation at different absorption temperatures 

Similar to above case, the supply pressure was maintained at 45 bar and the absorption temperature 

has been varied from 10 ºC to 15 ºC, 20 ºC, 25 ºC and 30 ºC with HTF flow rate of 35 lit/min. 

Unlike the effect of supply pressure, the effect of absortion temperature is not very prominent on 

the hydriding behaviour of the metal hydride as can be observed from Figs. 4 and 5. The reason for 

this behaviour may be due to the fact that LaNi4.7Al0.3 is a low temperature alloy. Equilibrium 

pressure of the alloy does not vary much in low temperature conditions. Hence, the metal hydride 

exhibits similar performance for the chosen absorption temperatures. However, a slight variation in 

volume average bed temperature can be discerned due to the influence of absorption temperature. 

For 30 ºC absorption condition, bed attained 32.2 ºC at 400 s, which is a difference of 2.2 ºC. The 
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bed temperature value for 10 ºC absorption condition at 400 s is 11.2 ºC. The difference here is 1.2 

ºC signifying faster reaction kinetics. At lower absorption condition, the temperature gradient 

between the bed and HTF is more and hence, reaction kinetics is slightly more rapid. Overall, 

absorption temperature can be fixed within 10 ºC to 30 ºC temperature range. 

Experimental validation: 

In order to experimentally validate the above analysis, designed 55 ECT Reactor was fabricated and 

filled with 4 kg of LaNi4.7Al0.3. The material was activated successfully for absorption. Absorption 

experiment was carried out at 60 bar and 25 ºC. The bed temperature variation recorded by K-type 

thermocouple has been plotted against numerical point bed temperature variation, as represented in 

Fig. 6. Upon observation, it can be seen that experimental bed temperature variation corroborates 

the numerical trend for major part of absorption reaction. However, there is a deviation beyond 150 

s due to difference in the estimation of thermophysical properties in experimental investigation. 

Around 55.2 g of hydrogen was absorbed at given conditions, which amounts to about 1.38 wt%. 
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FIGURE 6. Validation of bed temperature variation 

4. CONCLUSIONS 

Three dimensional numerical model has been developed using designed 55 ECT reactor 

configuration and solved by finite element method using COMSOL Multiphysics 4.3a. As part of 

parametric investigation, supply pressure was varied from 5 bar to 15 bar, 30 bar, 45 bar and 60 bar, 

while HTF was fixed at 25 ºC with a flow rate of 35 lit/min. At 45 bar, maximum storage capacity 

of 1.38 wt% was attained in 800 s while 1.2 wt% was obtained within 125 s. Varying absorption 

temperature from 10 ºC to 30 ºC did not influence absorption significantly. Hence, the reactor can 

be operated nominally in the given absorption temperature range. Experimental investigation 

corroborates the numerical results. At 45 bar and 25 ºC, 55.2 g of hydrogen has been absorbed by 

the designed 55 ECT Reactor. 
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ABSTRACT 

In this work, a correlation for the calculation of a suitable correction term has been derived with the 

aim of allowing a more accurate prediction of the length averaged Nusselt number in the laminar 

forced convection in thick-walled ducts where the effects of axial heat conduction in the solid 

material cannot be neglected. To that purpose, an in-house FEM procedure has been used to 

perform a parametric investigation in order to produce the set of data to be fitted.  

Key Words: Micro Heat Transfer, Finite Elements, Conjugate Conduction- Convection. 

1. INTRODUCTION 

In the past twenty years, the interest of researchers for microscale heat transfer has represented the 

main motivation for the investigation of the complex heat transfer mechanisms that, in spite of the 

simple geometry, characterize the coupled convection-conduction heat transfer in microchannel 

entrance regions. In fact, in micro heat transfer devices the thickness of the solid walls is, in 

general, comparable to the characteristic transverse dimension of the flow passages. Therefore, 

especially when the walls are made of highly conductive material and, as is often the case in 

microchannel flows, the Péclét number is rather low, the effects of axial conduction cannot be 

neglected. However, in spite of the large number of studies on the involved heat transfer 

mechanisms, very few correlations are reported in the literature that allow the prediction of the local 

Nusselt number in simultaneously developing laminar flows in thick-walled ducts [1,2].  Moreover, 

to the authors’ knowledge, no correlations can be found for the length averaged Nusselt number, 

which, in many practical situations, would be the most appropriate to use.  

The present research tries to fill, at least partially, this gap of knowledge. We propose a correlation 

to calculate a correction term that takes the wall heat conduction effects into account. This 

correlation should be applied to computed length averaged Nusselt numbers in the entrance region 

of circular tubes with uniform heat flux boundary conditions specified at the walls, assumed to have 

negligible thickness. To this purpose, a parametric investigation has been carried out where the 

numerical simulations concern different values of tube length, Péclét number, ratio of the outer and 

inner diameters and ratio of solid to fluid thermal conductivities.  

2. MATHEMATICAL AND NUMERICAL MODELS 

The problem considered here consists in the steady-state laminar forced convection in the entrance 

region of thick-walled circular channels with uniform heat flux boundary conditions 

constqq w == applied to the outer surface of the ducts and adiabatic walls at the inlet and outlet 

sections. At the entrance of the duct, uniform values of the temperature t = te = const and of the 

axial velocity component uuu e ==  are specified, u  being the average axial velocity. Reference is 
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made to Newtonian, constant property fluids. A sketch of the geometry and of the relevant 

boundary conditions is shown in Figure 1.  

  

FIGURE 1. Sketch of computational domain and relevant boundary conditions.  

The numerical simulations are carried out for a broad range of the relevant geometrical and 

thermophysical parameters using an in-house FEM code to compute both the velocity and the 

temperature fields. According to our approach, first the steady-state solution of the axisymmetric 

dimensionless form of the Navier-Stokes equations in the fluid part of the computational domain is 

obtained as the final stage of a pseudotransient simulation where the pressure-velocity coupling is 

dealt with using an improved projection algorithm previously developed by one of the authors [3]. 

Then the steady-state axisymmetric thermal energy equation is solved in its dimensionless form in 

the parts of the domain corresponding to both the flow passage and the solid wall.  

The mean Nusselt number in a duct of generic length x is defined as 

          
0

1
Nu ( ) Nu( ) 

x

m x x dx
x

=       (1) 

and Nu(x) is the local Nusselt number 
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In the previous equation, iq  and ti (x) are the local heat flow rate and the solid wall temperature at 

the solid-fluid interface, kf is the thermal conductivity of the fluid and tb (x) is the mean bulk 

temperature of the fluid. The Reynolds, Prandtl and Péclét numbers are defined as 

fif Du  /Re = , Pr = cf f / kf and Pe = Re Pr, with an obvious meaning of all the symbols. 

Finally, the following heat conduction parameter will be used in the correlation for the correction to 

the length averaged Nusselt number that takes the wall heat conduction effects into account 

        

2 2

2

s o i

f i

k D D
M

k D

  −
=    

  

     (3) 

3. RESULTS 

Most of the studies on the effects of the axial heat conduction in the solid wall show that there is a 

reduction of the local Nusselt number compared with the corresponding no-wall-axial-conduction 

case [2,4]. This reduction is not uniform along the duct and depends on the wall thickness and the 

ratio of the solid to fluid thermal conductivities ks/kf. Figure 2(a) shows some examples of the 

distribution along the duct of the difference Nu(x) – Nu0(x) between the values of the local Nusselt 

number for thick walls and the corresponding local Nusselt number Nu0 for zero wall thickness, i.e., 

with no wall axial conduction.  
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 (a)       (b)  

FIGURE 2. Illustrative examples: (a) differences Nu(x) – Nu0(x) along the duct for some 

combinations of the simulation parameters; (b) Num(x) distributions for the same Do/Di and ks/kf  

and different values of Pe and L/Di.  

The reduction of Nu towards the outlet implies that, with a thick conductive wall, no asymptotic 

values can be attained, even for very long tubes. All this has relevant consequences on the approach 

that should be adopted in the prediction of the length average Nusselt number in a thick-walled duct 

of a given length. In fact, it would be incorrect to estimate the mean Nusselt number for a short duct 

of length L as Num(x=L) from a curve for Num(x) pertaining to a longer duct for the same Pe, Do/Di 

and ks/kf because the curves for the two ducts would not coincide for x close to L.  Figure 2(b) 

shows some examples of Num(x) distributions for various L/Di for flows in tubes with the same 

Do/Di and ks/kf  and two values of Pe. This means that only the values corresponding to the final 

point of each curve (marked with a dot in the figure) and not the whole curve, are of practical 

interest and can be used to obtain correlations that allow the prediction of the mean Nusselt number 

Num(L) in thick-walled tubes when axial heat conduction effects are not negligible.  

To this purpose, a correlation has been derived for a correction Num(L) = Num(L) − Nu0,m(L) to be 

applied to the value Nu0,m(L) of the mean Nusselt number in a duct with no wall axial conduction. 

The parametric investigation necessary to obtain a suitable set of data required 648 numerical 

simulations corresponding to all the possible combinations of the following values of the relevant 

parameters: L/Di = 10, 20, 40, 80, 160 and 320; Do/Di = 1.5, 2, 3 and 5; ks/kf = 5, 75 and 225; Re = 

20, 80 and 320; Pr = 5, 20 and 100. The nonuniform FEM meshes had a resolution of 57 to 85 

nodes (depending on Do/Di) in the radial direction and of 99 to 991 nodes (depending on L/Di) in the 

axial directions. The total number of nodes ranged from 5643 to 83 160. Those resolutions have 

been deemed adequate on the basis of preliminary grid independence tests.  

The computed values of Num(L) have been fitted using a nonlinear least-squares Marquardt-

Levenberg algorithm to obtain the following correlation  

            
0.25 0.45

0.39

( / ) Pe
Nu ( ) 0.047  

/ 0.023  Pe

n

o i
m

i

D D M
L

L D M

−

−
 = −

+
         (4) 

where n = 0.72 Pe−0.06. The correlation allows the prediction of  Num(L) = Nu0,m(L) + Num(L) with 

relative percentage errors (Num,corr − Num,num) / Num,num ≈ ± 2.5% and (Num,corr − Num,num) / Num(L)  

≈ ± 23%, where Num,corr and Num,num are the values of Num(L) computed with the correlation and 

from the numerical solution, respectively. Since the correlation only takes into account the effects 

of the heat conduction in the wall, Num(L) can be predicted by applying the correction Num(L) to 

the value of Nu0,m(L) yielded by any reliable correlation for the length averaged Nusselt number in 

thin-walled ducts.  
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FIGURE 3. Comparison of predicted and numerical values of Num(L) for (Do/Di = 1.5 ; ks/kf = 25; 

Pe = 100) and (Do/Di = 5 ; ks/kf = 225; Pe = 32 000) and all the values of L/Di considered (solid 

lines: correlation; symbols: numerical results).  

In Figure 3, distributions of Num(L) predicted using Eq.(4) and the corresponding numerical 

results are compared for the two extreme combinations of the simulation parameters, i.e., (Do/Di = 

1.5; ks/kf = 25; Pe = 100) and (Do/Di = 5; ks/kf = 225; Pe = 32 000). As can be seen, the curves 

corresponding to the plot of the correlation can capture the trends of the numerical results with good 

accuracy. This means that, in spite of its relatively simple form, the correlation can effectively 

account for the complex mechanisms involved in the conjugate convection-heat conduction 

problem considered.  

 4. CONCLUSIONS 

In this work, a correlation for the calculation of a suitable correction term has been derived with the 

aim of allowing a more accurate prediction of the length averaged Nusselt number in the laminar 

forced convection in thick-walled tubes where the effects of axial heat conduction in the solid 

material cannot be neglected. To that purpose, an in-house FEM procedure has been used to 

perform the parametric investigation in order to produce the set of data to be fitted. The proposed 

correlation approximates the numerical results with good accuracy.  
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ABSTRACT 

Geothermal energy plants allow both heating and cooling of buildings by using the ground as a 

renewable energy source. The present work shows the numerical results obtained for the recovery 

of the freezing probes used for the Artificial Ground Freezing (AGF) technique of the two tunnels 

between Line 1 and Line 6 of the new Metro station in Piazza Municipio, Napoli. The AGF is a 

consolidation technique used in geotechnical engineering. The recovered probes are connected to a 

geothermal heat pump. The authors propose to develop an ad hoc innovative plant, in accordance 

with the principles of the Industry 4.0. In particular, the authors have developed a thermo-fluid 

dynamic numerical model, solved by means of finite elements, in order to design an innovative 

energy system, recovering the freezing probes installed for the excavation of the two tunnels. 

Keywords: Geothermy; Low-enthalpy geothermal energy; Tunnel; Artificial Ground Freezing; Energy; 

Heat transfer 

1. INTRODUCTION 

Geothermal energy can be considered as an alternative energy source for heating and cooling needs, 

using the ground as a renewable energy source [1]. The freezing probes used for the Artificial 

Ground Freezing (AGF) technique of the underground tunnels can be used as heat exchangers, 

avoiding additional drilling costs related to traditional geothermal probes. 

In particular, the authors propose here for the first time the use of an innovative system for the 

exploitation of low enthalpy geothermal energy for indoor climatization needs, by recovering the 

freezing probes used for the Artificial Ground Freezing (AGF) technique of the two tunnels 

between Line 1 and Line 6 of the new Metro station in Piazza Municipio, Napoli. This system 

allows to obtain high energy efficiency and low environmental impact, according to the European 

energy policy, which aims to achieve at least 27% of the energy production from renewable sources 

by 2030. 

2. EXPERIMENTAL SET-UP 

The experimental set-up has been realized in the construction site of the underground station of 

Piazza Municipio in Napoli, Italy (Figure 1). The galleries, about 40 m long, mainly involve two 

layers of land, made of Neapolitan yellow tuff and pozzolana. The characteristics of the ground are 

reported in reference [2]. Each freezing probe is installed within a horizontal hole of 114 mm 
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diameter created in the ground. The stability of this hole is ensured by the presence of a stainless 

steel tube. The freezing probe consists of two coaxial tubes: the external one is made of stainless 

steel and has a diameter of 76 mm and a closed bottom. Its external surface is in contact with a 

cement mortar. The internal tube is made of copper and has an open bottom and a diameter of 28 

mm. Through the flanges, the probes are connected to a high-density polyethylene pipe and to a 

horizontal wall-mounted geothermal collector, which allows the passage of the fluid coming from 

the distribution circuit to the inner tube of the freezing probe. The probes are connected to a power 

unit, called “Energy box”, containing a heat pump, an inertial storage, two expansion tanks and 

measurement instruments.  

  

(a) (b) 

  
 °C 

(c) (d) 

Figure 1. (a) Installation site of the geothermal plant; (b) details of the freezing probes; (c) mesh; (d) heat 

transfer in the soil. 

 

All the pipes are hermetically sealed, to avoid possible dispersion of refrigerant fluid in the subsoil. 

In this work, in order to obtain the best energy performance of the system, different geometric 

configurations of the freezing probes have been evaluated, considering the following conditions: (i) 

a U-shaped HDPE probe with a diameter of 25 mm, in inside the 76 mm tube; (ii) a double-U 

shaped HDPE probe with a diameter of 25 mm, in inside the 76 mm tube. 

 

3. MATHEMATICAL MODEL 

The thermo-fluid dynamic numerical model developed by some of the authors, and validated 

against experimental and numerical data available in the literature [3], has been here applied to the 

study of the one-dimensional heat and mass transfer in the probe and the three-dimensional heat 

transfer in the soil for the present innovative system. Comsol Multiphysics has been used to solve 

the time dependent governing equations. The ground subdomain has a depth of 45 m, a width of 5.0 

Freezing Probes 
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m and a length of 5.0 m, and can be considered sufficiently large to avoid thermal interference with 

the neighbouring geothermal probes.  

To solve the heat and mass transfer in the soil, the following energy conservation equation has been 

considered: 

Energy conservation equation: 

  0
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T
c psss   

(1) 

 

In order to reproduce the convective heat transfer within the fluid domain, the continuity equation, 

the momentum equation and the energy conservation equation have been solved. 
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wallQ  (W/m) is the thermal power exchanged through the walls of the probe, has been calculated as: 
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4. RESULTS AND DISCUSSION 

 

The numerical results obtained are reported in Figure 2, in terms of heat transfer rate between probe 

and ground for each probe configuration, considering different operating conditions, i.e. varying the 

volumetric flow rate. In particular, the configurations of the probes considered are coaxial, U-shape 

and double U-shaped. The results refer to summer operating conditions (cooling): the input 

temperature of the inlet fluid in the probes is set to 35 °C, and the flow rate has been varied in order 
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to evaluate the optimal operating conditions. In the case of double U-shaped probe, the flow rate 

refers to one of the two probes. From the analysis of the figure, it is clear that the coaxial 

configuration offers the best performance in terms of heat transfer. 

  

(a) (b) 

  

(c) (d) 

Figure 2. Heat transfer rate per unit of length of probe (left axis) and of well (right axis) for: (a) coaxial probe; 

(b) single U; (c) double U; and (d) temperature trend for different geometric configurations.  

 

5. CONCLUSIONS 

The present work reports the numerical results obtained for an innovative geothermal system 

developed by the authors for recovering the freezing probes employed for the Artificial Ground 

Freezing of the two tunnels between Line 1 and Line 6 of the new Metro station in Piazza 

Municipio, Napoli. The obtained results show that the coaxial probe configuration ensures the best 

performance in terms of heat transfer rate extracted from the soil, while the single U and double U 

configurations provide similar results.  

 
ACKNOWLEDGMENTS 

The authors gratefully acknowledge the financial support of GeoGrid project PON03PE_00171_1, 

and both Ansaldo STS | A Hitachi Group Company and in particular Eng. Giuseppe Molisso and 

MetroTec Scarl for the technical support. 

REFERENCES 
[1] A. Carotenuto, N. Massarotti, A. Mauro, A new methodology for numerical simulation of geothermal 

down-hole heat exchangers, Applied Thermal Engineering, 48, 225-236, 2012. 

[2] M. Adinolfi, A. Mauro, R.M.S. Maiorano, N. Massarotti, S. Aversa, Thermo-mechanical behaviour of 

energy pile in underground railway construction site, Proceedings of the 1st International Conference on 

Energy Geotechnics, ICEGT 2016, pp. 83-88. 

[3] A. Carotenuto, P. Marotta, N. Massarotti, A. Mauro, G. Normino, Energy piles for ground source heat 

pump applications: Comparison of heat transfer performance for different design and operating 

parameters, Applied Thermal Engineering, vol. 124, pp. 1492–1504, 2017. 

Page 565 of 943



 

 

 

Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

  

 A Numerical Investigation of Heat Transfer Enhancement in Nanofluids 

Flow in a Parallel Plate Channel Subjected to Constant Heat Flux 
 

Saptarshi Mandal, P.S. Ghoshdastidar* 

Department of Mechanical Engineering,  

Indian Institute of Technology Kanpur  

Kanpur, U.P. 208016  INDIA  

*Corresponding Author.  E-Mail: psg@iitk.ac.in 

 

 

ABSTRACT 

This paper presents a finite-difference based numerical investigation of heat transfer in Alumina-water and 

Titania-water nanofluids flow between parallel plates subjected to constant equal/unequal heat fluxes, based on 

homogeneous and heterogeneous flow models.  Stream function-Vorticity approach has been used to solve the 

problem.  It is found that the nanofluids give rise to larger enhancement factor (the ratio of local heat transfer 

coefficient in nanofluid to that in base fluid) when both base fluid and nanofluid flows have equal Reynolds 

number.  On the other hand, the enhancement factor is very small or even less than one when both base fluid and 

nanofluid flows have equal inlet velocity.  Brownian diffusion and Thermophoresis are found to have negligible 

effects on the temperature profiles.  On the whole, Alumina-Water nanofluid gives rise to greater enhancement in 

heat transfer coefficient as compared to Titania-Water nanofluid.          

Keywords: Nanofluid, Parallel Plate Flow, Homogeneous Model, Buongiorno Model, Particle Migration, 

Brownian Diffusion, Thermophoresis 

1. INTRODUCTION 

     Nanofluids are engineered colloids in which nanoparticles of 1-100 nm diameter are stably dispersed in a base 

fluid.  They have abnormally high thermal conductivity and viscosity with respect to the base fluid.  Three 

nanofluids models that are widely found in literature are: (i) Homogeneous Flow Model [1], (ii) Dispersion Model 

[2], and (iii) Non-homogeneous Flow Model [3]. The homogeneous flow model assumes that the mass, 

momentum and energy equations are directly applicable for the nanofluid with the thermophysical properties 

based on bulk weighted volume fraction of nanoparticles with no slip between base fluid and nanoparticles. The 

dispersion model says that the enhancement of heat transfer is achieved due to higher thermal conductivity and 

energy carried by the dispersion of nanoparticles. The Non-homogeneous flow model proposed by Buongiorno [3] 

considers slip between base fluid and nanoparticles mainly due to the two slip mechanisms such as Brownian 

diffusion and thermophoresis.  

     Although several works on heat transfer in the tube flow of nanofluids [4-6] have been found in literature, the 

same for parallel plates are scanty.  Recently, Rossi di Schio et al. [7] used the Buongiorno model to investigate 

by the finite element method steady, laminar heat transfer in parallel plate flow of nanofluids with wall 

temperature varying linearly and periodically.  The authors found that in the case of linearly varying wall 

temperature nanoparticle concentration influenced the temperature distribution very little.  On the contrary, the 

periodically varying wall temperature gave rise to non-homogeneities in the nanoparticle concentration, and 

hence, the use of homogeneous model would not be appropriate.   

2. OBJECTIVES 

The objectives of the present work are: (a) to see the variation of enhancement factor (the ratio of heat transfer 

coefficient in nanofluid to that in base fluid) along the length of the channel based on the heterogeneous flow 

model of Buongiorno [3] in which temperature dependent viscosity and thermal conductivity are considered as 
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well as the homogeneous flow model of Choi [1] in which the aforesaid properties are taken as independent of 

temperature; and (b) to carry out a detailed parametric study with nanoparticle concentration as the variable 

keeping same Re (Re is based on the spacing between the walls) and same inlet velocity for both nanofluid and 

base fluid.     

3. PROBLEM FORMULATION AND SOLUTION METHODOLOGY 

Figure 1 shows the physical problem and the coordinate system.  The velocity, temperature and nanoparticle 

concentration are uniform at the inlet.  The flow is laminar, steady and 2D.  Stream function-Vorticity approach 

has been used since the problem is two-dimensional and pressure calculation is not required in this study.  The 

False Transient Method using pure implicit finite-difference scheme has been applied to solve the coupled 

governing eqs. (1) - (4) simultaneously.  Constant heat flux boundary condition has been used for the energy 

equation. Walls are considered to be impermeable with no mass flux across the boundaries. The flow, heat and 

mass transfer are considered to be fully developed at the exit. While the length of the domain is taken as 1 m the 

gap between plates is 3 mm (0.003 m).  Four different wall heat flux ratios //

1

//

2 ww qq such as 1.0, 1.5, 0.5 and 0 

have been used ( 5000//

1 wq
 
W/m

2
).  The diameter of the nanoparticles is considered to be 15 nm. Thermal 

conductivity and viscosity are calculated based on the correlations of Buongiorno [3] developed from Pak and 

Cho [6].  Alumina-Water and Titania-Water nanofluids with volume fractions ranging from 1% to 5%, are 

investigated in this study.  The non-dimensional parameters and the governing equations are given below.  

 

    Fig.1   The physical problem and the coordinate system 

 Non-dimensional parameters are defined as follows:
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 Stream function equation 

 
2 2
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Vorticity transport equation  
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Nanoparticle continuity equation 
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Energy equation
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4. RESULTS AND DISCUSSION 

 

Figure 2 shows the comparison of non-dimensional analytical and numerical temperature distributions at the 

channel exit for the wall heat flux ratio of 1.5 and inlet Re = 500, for pure fluid.  Note that 

   *

1 1w w mT T T T T    , where mT  is the mean fluid temperature.  The slight difference between analytical 

and the present solution may be attributed to the consideration of temperature dependence of the thermophysical 

properties in the latter.  Figure 3 reveals that far downstream heat transfer coefficient in alumina-water nanofluid 

can fall below that in base fluid thus giving rise to enhancement factors less than 1.  It is also noted that 

Buongiorno model predicts lower enhancement in the fully developed region as compared to homogeneous 

model. A similar trend is also seen for titania-water nanofluid.  Figure 4 demonstrates that the same nanofluid 

which gives rise to higher enhancement for the case of same Re (Re =1000) in both base and nanofluids flow, 

produces lower enhancement in the case of equal inlet velocity (0.3 m/s) in both base and nanofluids flow. This is 

due to the fact that if nanofluid and base fluid have to flow at the same Re, then due to higher viscosity of 

nanofluid it has to flow at much higher inlet velocity to achieve the same Re. For the same inlet velocity, Re for 

alumina-water is 268 and for titania-water it is 756. However, alumina-water always produces higher 

enhancement in heat transfer coefficient as compared to titania-water.   
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                                                                                                                                                  Fig. 2    Validation of the numerical (present) with 

the analytical solution for pure fluid at Re=500 and 

wall heat flux ratio=1.5 

Fig. 3 Comparison of enhancement factors for alumina-water 
nanofluid at Re = 100 and wall heat flux ratio = 1, based on 

homogeneous and Buongiorno models                                                                                      
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     Figure 5 clearly depicts the effects of thermophoresis. At the wall heat flux ratio of 0.5, since the heat flux at 

the upper wall is half of that at the lower wall, the nanoparticles migrate towards the upper wall causing higher 

viscosity near the upper wall, which result in slower motion of the alumina-water nanofluid there and subsequent 

reduction in heat transfer coefficient, and consequently, less percent enhancement as compared to that at the 

lower wall.  The opposite is true for the case of wall heat flux ratio of 1.5.      
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4. CONCLUSIONS 

It can be concluded from the present numerical study that the difference between the enhancement factors based 

on the homogeneous and heterogeneous models is marginal, enhancement in heat transfer coefficient computed 

from the homogeneous model being slightly higher. The nanoparticle migration effect due to Brownian diffusion 

and thermophoresis on the heat transfer is visible, but not significant. A nanofluid which gives higher 

enhancement in heat transfer coefficient for equal inlet Reynolds number for both base and nanofluids, produces 

much lower enhancement for the case of equal inlet velocity for both base and nanofluids.  
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Fig. 4 Comparison of percent enhancement in heat transfer 
coefficient at same inlet velocity (Ui=0.3 m/s) and same 

Reynolds number (Re=1000) for alumina-water and titania-

water nanofluids at wall heat flux ratio=1                 

Fig. 5                Fig. 5   Heat transfer enhancement at the top and  

                            bottom walls at different wall heat flux ratios  
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ABSTRACT 

The computational fluid dynamics simulation of inertance tube pulse tube refrigerator with linear 

cross section and variable cross section of regenerator and pulse tube are presented in this paper. 

Volume of regenerator and pulse tube were kept same as linear cross section of regenerator and 

pulse tube for all cases. Five models with different cone angles and variable length of the 

convergent or divergent type regenerator and pulse tube were designed for each case. To optimize 

the cone angle where the performance of the inertance tube pulse tube refrigerator is maximum, two 

models were introduced to simulate two kinds of pulse tube refrigerator with tapered regenerator 

and tapered pulse tube. The linear inertance tube pulse tube refrigerator was simulated to validate 

with Cha et. al. model. The variable cross section regenerator inertance tube pulse tube refrigerator 

model and variable cross section pulse tube inertance tube pulse tube refrigerator model were 

simulated to find out the existence optimum cone angle for tapered regenerator and tapered pulse 

tube separately. The simulation results showed that convergent type of regenerator improves system 

performance by improving cooling power and COP of the inertance tube pulse tube refrigerator. 

Similarly, it is shown that divergent type pulse tube is used to improve the performance of the 

system. 

Key Words: Inertance tube pulse tube refrigerator, Tapered regenerator, Tapered pulse tube, 

Computational fluid dynamic simulation, Enthalpy flow theory. 

1. INTRODUCTION 

The inertance tube pulse tube refrigerator (ITPTR) is a new development to the pulse tube 

refrigerator. The inertance tube pulse tube refrigerator is classified under stirling type cryocoolers. 

Thus the application of stirling type cryocoolers in space are under development within the 

temperature range from 30K to 80K. The most commonly used applications of pulse tube 

refrigerators are infrared sensors for surveillance, infrared sensors for aircrafts right vision, cooling 

sensitive detectors in satellites, and in earth observation instruments. The former stirling type pulse 

tube refrigerator was invented by Gifford and Longsworth [1]. The long small tube called as 

inertance tube is responsible for creating phase difference between pressure and mass flow rate of 

the working fluid. Cha et al. [2] has done two sets of computational fluid dynamics (CFD) 

simulation with variable dimensions of inertance tube pulse tube refrigerator components. He found 

that larger length-to-diameter ratio should be considered to avoid secondary circulation flow or 

vertices created by the working fluid. In order to improve the refrigerating efficiency and the 

Cooling Power of two different models in inertance tube pulse tube refrigerator have been 

introduced [3,4]. Now, most of the researchers focus on improving efficiency by changing 

dimensions and parameters of the inetance tube pulse tube refrigerator. But regenerator and pulse 

tube are the two important components for performance improvement of the pulse tube refrigerator. 

Therefore, the present work is based on a further research and computational simulation of 

inertance tube pulse tube refrigerator. It was found that the performance of the pulse tube 

refrigerator can be improved by increasing the cooling power and increasing enthalpy flow in pulse 
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tube at the same refrigeration temperature using tapered regenerator or tapered pulse tube with a 

certain cone angle in the inertance tube pulse tube refrigerator.          

2. PROBLEM FORMULATION 

Three ITPTR systems, referred to as Case1, Case2 and Case3, were simulated by using commercial 

fluent software, fluent15.0. A schematic of case1 ITPTR system is shown in fig.1 (a) and all the 

geometric dimensions are taken from Cha et al. [2] model. All the geometric dimension of different 

components in ITPTR system for case1 used in fig.1 (a) are taken by the cha et al. [2]. 

   
Fig.1(a).Case1 simulated 

ITPTR system. 

Fig.1(b). Case2 simulated 

ITPTR system. 

Fig.1(C). Case3 simulated 

ITPTR system. 

The system designed as Case1 is identical to MOD1 Cha et al. model [2]. Case1 ITPTR system is 

simulated to validate the ITPTR system. All the component dimensions for Case2 and Case3 ITPTR 

system used in fig.1 (b) and (c) are listed in table 2. Case2 system is designed identical to the CFD 

simulation model of Liu Ying-wen [5] with the exception that Case1 includes an inertance tube (IT) 

instead of an orifice and a double-inlet valve. The Case3 system is designed is similar to Case2, 

except the regenerator and pulse tube structure and their dimensions. It is based on the 

computational simulation of tapered pulse tube introduced by Sang Ho Baek and his co-workers [6]. 

Five different operational modes were simulated for Case1 

and Case2 each, as shown in the table 1. 
           

                   
        Compressor                  Transfer Line 

 
         Aftercooler                   Regenerataor  

     
 

           
               CHX                              PT 

 
                    REGEN 

    

             IT 

 

   Reservoir 

             Fig.2 Nodalization of Case1 simulated system. 

3. CFD SIMULATION 

The simulation of ITPTR systems were done on a commercial package, Fluent15.0. Given 

assumptions were cylindrical and linear alignments of the components of ITPTR systems, axis-

symmetric model, double precision, and two-dimensional flow. A simple user defined function 

Study Case  Case2 

(Regenerator) 

Case3 

(Pulse 

tube) 

Mode1 R1 (m) 0.004 0.0025 

R2 (m) 0.003 0.001 

L (m) 7.52E-05 1.15E-04 

Mode2 R1 (m) 0.004 0.0025 

R2 (m) 0.005 0.003 

L (m) 4.57E-05 4.95E-05 

Mode3 R1 (m) 0.004 0.0025 

R2 (m) 0.006 0.0035 

L (m) 3.66E-05 4.13E-05 

Mode4 R1 (m) 0.004 0.0025 

R2 (m) 0.007 0.004 

L (m) 2.99E-05 3.49E-05 

Mode5 R1 (m) 0.004 0.0025 

R2 (m) 0.008 0.0045 

L (m) 2.49E-05 2.98E-05 

Table:  Tapered regenerator and 

tapered pulse tube dimensions (R1 

and R2 is the radius of regenerator or 

pulse tube at their left and right end 

respectively, L is the length of 

regenerator or pulse tube) 
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(UDF) written in C language was linked to the piston for piston head motion. The velocity UDF for 

piston head motion is modelled as: 

     ---------(1)  Where  213.62 rad/s,  4.511 × 10-3 m, and time 

increment 7.3529 × 10-4 sec were assumed. Fluent has the advantage of dynamic meshing 

function. This function was utilized to create deformable mesh in the compressor during simulation 

of ITPTR systems. The exact number of nodes for Case1 ITPTR system is 4182. The ITPTR system 

consists of both porous and non-porous media. Thus, to get accurate results porous medium 

components were simulated by porous medium governing equations. The mass, momentum and 

energy equations solved by Fluent for compressor, tansferline, pulse tube, inertance tube and surge 

volume are 

-------------(2)
 

 --------------(3)
 

   -----(4) 

Where 

                                                                   (5) 

All properties used in the above equations represent the properties of helium. Rest of the ITPTR 

system components such as after cooler, regenerator, CHX and HHX are modeled as porous media. 

= 0.69,  = 1.06 × 10-10 m2, and  = 7.609 × 104 m-1 were assumed. These parameters values are 

taken from Cha et al. [2]. All the simulations were done as transient and turbulent flow processes 

with a system initial temperature of 300K. The simulations were done till the steady periodic 

condition of cycle-average temperature at the cold end wall temperature of CHX. 

4. RESULTS AND DISCUSSIONS 

1.Validation 

The variations of the cycle-average temperature at the CHX surface are shown in fig.2(a) for Case1 

and Cha et al. model. The case1 ITPTR model is validated against Cha et al. simulated model. The 

steady state temperature at the cold end of the cold heat exchanger for Case1 is found to be 84K 

from the simulation.  

From the graph, it is found that for a given geometry with same dimensions, same boundary and 

initial conditions the weighted average temperature variation at the CHX wall has slight deviation. 

Heat transport phenomenon due to oscillating pressure in the pulse tube is dependent on the flow 

time. Its variation changes as the flow time changes. It is most important to study the variation of 

pressure and temperature in pulse tube section. Temperature variation in the pulse tube section at 

four different times of 100 s, 150 s, 200 s and 250 s are shown in fig.2(b). The temperature variation 

in the pulse tube section is almost similar for four different times. Hence, from temperature and 

pressure variations graph, it is concluded that the temperature and pressure variations in pulse tube 

section are similar at given four different flow times in linear ITPTR system. 

2. Case2 simulation results and discussions 

Tapered regenerator of five different ITPTR model with different cone angles is simulated. Pressure 

 
 

Fig.2(a). Temporal variation of cycle average CHX 

surface temperature for simulation Case1. 

Fig.2(b). Temperature variation in pulse 

tube section. 
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variation in pulse tube section at different flow times for optimized cases are shown in fig.3(a). The 

change of pressure in the pulse tube section is increasing as the flow time increasing.    

  
Fig.3 (a).  Pressure variations in pulse tube 

section of Mode2 tapered regenerator ITPTR 

system. 

Fig.3 (b). Temperature variation in pulse tube 

section for Model2 tapered regenerator 

ITPTR system. 

Temperature variations in pulse tube section at four different flow times of 100 s, 150 s, 200 s, and 

250 s out of five cases the best temperature contour are shown in fig.3 (b). 

The performance parameters like cooling effect, DC-mass flow rate and Coefficient of performance 

are plotted against the cone angle for optimized models of tapered regenerator ITPTR system. The 

graphs are shown in fig.4 and discussed in details. 

   

Fig.4(a). Effect of cone angle 

of the tapered regenerator on 

cooling effect. 

Fig.4(b). Effect of cone angle 

of the tapered regenerator on 

COP. 

Fig.4(c). Effect of cone angle 

of the tapered regenerator on 

DC-mass flow rate. 

The cooling effect is maximum at an optimum cone angle of 0.01 radian of the regenerator. The 

performance of the system can be increased by increasing the coefficient of performance while 

decreasing the DC-mass flow rate of the regenerator to enhance performance of the regenerator 

which increases system performance. The above graph shows a maximum COP and minimum DC-

mass flow rate at an optimum cone angle. As moving towards the converging cone angle the 

pressure and velocity amplitude are increasing. The enthalpy flow in regenerator and pulse tube 

sections are shown and found that for a minimum enthalpy flow in regenerator there exists 

corporately higher enthalpy flow in the pulse tube section. To achieve a minimum temperature at 

the CHX wall there exists an optimum cone angle of the tapered regenerator. From the graph of 

CHX temperature against the cone angle, it is found that -0.001 radian is an optimum cone angle of 

tapered regenerator to achieve low temperature at the CHX wall. 

3. Case3 Simulation results and discussions 

The pressure variations in divergent type pulse tube is higher than the pressure variations in 

convergent type pulse tube. The results for temperature variation in pulse tube section for five 

different models with different cone angles are taken and compared at four different flow time of 

100 s, 150 s, 200 s, and 250 s for each case. The fig.5(a) shows the temperature variations. 

 

 
  

Fig.5(a). Temperature variation in 

pulse tube section of Mode1 

tapered pulse tube ITPTR system 

Fig.5(b). Effect of cone angle 

of the tapered pulse tube on 

cooling effect. 

Fig.5(c). Effect of cone 

angle of the tapered pulse 

tube on COP.  
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From the above temperature variation figures it is seen that the temperature variation contours 

improve as moving from convergent to divergent type pulse tube in tapered pulse tube ITPTR 

system. The performance parameters like cooling effect, DC-mass flow rate and Coefficient of 

performance are plotted against the cone angle for five different models of tapered pulse tube 

ITPTR system. The graphs are shown in fig.9 and discussed in details. 

 
 

 
Fig.5(d).  Effect of cone angle 

of the tapered pulse tube on 

enthalpy flow in pulse tube. 

Fig.5(e). Effect of cone angle 

of the tapered pulse tube on 

DC-mass flow rate. 

Fig.5(f). Effect of cone angle 

of the tapered pulse tube on 

COP.  

The graphs show the maximum cooling effect at an approximate cone angle of -0.07 radian of the 

pulse tube. At that perspective, the COP is maximum and DC-mass flow rate is minimized which is 

reasonable. Hence, for tapered pulse tube ITPTR system – 0.07 (divergent type) will be considered 

as optimum angle. The enthalpy flow variation at different cone angles is shown both in regenerator 

and pulse tube section of tapered ITPTR system. For maximum cooling effect, the enthalpy flow in 

the pulse tube should be maximum while the enthalpy flow in regenerator should be minimum to 

neglect losses in regenerator. From the figures it can be seen that at a cone angle of -0.07 minimum 

enthalpy flow in regenerator and comparatively higher enthalpy flow in pulse tube than in 

regenerator.  The pressure and velocity graph against cone angle shows that at an optimum cone 

angle of -0.07 (divergent type pulse tube) there exists an improved pressure and velocity amplitude. 

The higher pressure and velocity amplitude in pulse tube degrades the system performance. Hence, 

proper should be taken to design tapered pulse tube ITPTR system. The temperature variation in the 

CHX wall is shown in the figure above. It indicates that there exists a minimum temperature at an 

angle of -0.04 (divergent type) of the pulse tube. Hence to achieve minimum temperature at the cold 

end of cold heat exchanger a tapered pulse tube section with an optimum angle of -0.04 should be 

chosen. 
5. CONCLUSION 

Three different cases of ITPTR are simulated with linear and variable cross section components of 

regenerator and pulse tube. The losses in the regenerator could be minimized by introducing a 

tapered regenerator in the inertance tube type pulse tube refrigerator. The enthalpy flow in the pulse 

tube could be maximized by introducing tapered pulse tube in inertance tube pulse tube refrigerator. 

Two different type of regenerators including convergent and divergent type are considered for 

simulation. From the simulation results, it is found that there exists an optimum angle of tapered 

regenerator where all the performance parameters show maximum value. The optimum angle of the 

regerator in current study is 0.01 radian (convergent type regenerator). Pulse tube design at an 

optimum angle of -0.07 (divergent type pulse tube) shows maximum performance of the tapered 

pulse tube ITPTR system. At this angle, all the performance parameters have maximum value. 
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ABSTRACT 

Enhancement of heat transfer is possible through many techniques. One of the technique is to 

improve the properties of heat transfer fluid by adding nanoparticles into it called nanofluids. To 

estimate heat transfer enhancement theoretically or numerically, input of effective thermophysical 

properties like density, dynamics viscosity, thermal conductivity and specific heat of nanofluids are 

required. Analytical models are used to determine these properties.  Widely accepted models are 

available for density and specific heat whereas different models are used to estimate the effective 

thermal conductivity and dynamic viscosity of nanofluids. The results of effective thermal 

conductivity and viscosity predicted by various models differ largely. A study is required to find out 

appropriate models to estimate these two properties. Effective properties of the nanofluids depends 

upon nanoparticle and base fluid property, nanoparticle size and shape, concentration of 

nanoparticles and temperature. Present study compares four widely used models of thermal 

conductivity which are proposed by Maxwell [1], Hamilton and Crosser [2], Yu and Choi [3] and 

Chon et al. [4] and four dynamic viscosity models, Einstein [5], Brinkman [6], Graham [7] and 

Maiga et al. [8] for different parameters mentioned above and suggests the most appropriate model 

based on comparison of predicted and existing experimental property values. Result shows that for 

thermal conductivity, Chon et al. [4] model predicts better results for different particle fraction and 

temperature range. Yu and Choi [3] model works well for particle size smaller than 20 nm while for 

particle size above 25 nm Chon et al. [4] model works well. Maiga et al. [8] model works better for 

predicting dynamic viscosity for different particle fraction and temperature range 

Key Words: Nano-fluids, Thermophysical properties, Heat transfer enhancement, Analytical models 

1. INTRODUCTION 

In 1873, J.C. Maxwell has first introduce that mixing of micron sized particles with base fluid can 

increase thermal conductivity and convective heat transfer. But due to erosion, clogging, rapid 

sedimentation and high pressure drop it is not used practically. In 1995, Stephen U. S. Choi [9] has 

first coined the term Nanofluids (i.e., nanoparticle fluid suspensions) at Argonne National 

Laboratory of USA. Nanofluids are made by suspending nanoparticles having mean sizes below 

100nm in conventional heat transfer fluids like oil, water, ethylene glycol, etc. 

Nanofluids are solid-liquid composite material consisting of solid nanoparticles suspended in base 

fluid. All high thermal conductivity material can be used as solid nanoparticles such as metallic 

particles (Cu, Al, Ag, Fe, Au, etc.) and nonmetallic particles (Al2O3, CuO, TiO2, SiC, carbon 

nanotubes, etc.). The base fluids are mostly water, oil, ethylene glycol, acetone etc. 

2. ANALYTICAL MODELS FOR THERMOPHYSICAL PROPERTIES OF NANOFLUIDS 
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Thermal conductivity of nanofluids is the most important property which influence heat transfer 

enhancement. Many researchers have investigated effective thermal conductivity of nanofluids 

through experiments and based on theoretical model. But there is a variation between the theoretical 

and experimental results because, the thermal conductivity of nanofluids depends on various 

parameters such as nanofluid material properties, nanoparticle size and shape, particle 

concentration, fluid temperature, Brownian motion, turbulence intensification, pH value of 

nanofluid, etc. and the influence of each of these parameters cannot be examined individually. So, it 

is very difficult to taken care of all parameters in single analytical model. In the present work, four 

widely used and different theory based analytical models Maxwell [1], Hamilton and Crosser [2], 

Yu and Choi [3], Chon et al. [4] are considered to compare and find out an appropriate model under 

different conditions. 

First thermal conductivity model was given by Maxwell [1] for solid-liquid suspension. This model is 

valid for low volume fraction of solid particles (< 5%). 

 

Hamilton and Crosser [2] introduced the model for non-spherical solid particles in solid-liquid 

suspension. For sphericity addition they introduced shape factor, n. Shape factor can be defined as n 

= 3/ψ, ψ is the sphericity. Sphericity can be defined as the ratio of the surface area of a sphere to the 

volume of the particle. For spherical particles, ψ = 1. 

 

With some modification in Maxwell model Yu and Choi [3] introduced new thermal conductivity 

model by considering nanolayer thickness in account for thermal conductivity enhancement. β is a 

ratio of nanolayer thickness to original thickness. 

 

Chon et al. [4] proposed a model which includes effect of nanoparticle size, effect of temperature, 

effects of Brownian motion, nanoparticles volume fraction and properties of base fluids. 

 

Dynamic viscosity is an important property for heat transfer and transporting mechanism. In this 

section four viscosity models, Einstein [5], Brinkman [6], Graham [7] and Maiga et al. [8] model is 

compared and studied under different condition. 

The very first model of dynamic viscosity is proposed by Einstein [5] in 1906. Two assumptions are 

made while deriving this model one is the volume fraction of solid particles is very less (< 2%) and 

second is the shape of particles is spherical. 
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Brinkman [6] proposed new model of viscosity by extending Einstein’s model for use of higher 

particle concentration. He considered the effect of addition of solute molecule to an existing 

continuous medium of particle concentrations less than 4 %. 

 

Graham [7] proposed a new model for calculating viscosity by introducing new parameters such as, 

particle radius and inter particle spacing. The effect of particle size is included in this model. The 

proposed viscosity model is given by, 

 

A new dynamic viscosity model is proposed by Maiga et al. [8]. This model is obtained by 

performing a least-square curve fitting of experimental data obtained by Wang et al. for water-

Al2O3 nanofluid having particle concentration up to 6%. They have also proposed a model for 

ethylene glycol-Al2O3. 

 

3. RESULTS 

3.1 Thermal Conductivity 

The effect of particle concentration on effective thermal conductivity is compared with the existing 

experimental results of Kyo et al. for very low particle concentration (0.01-0.3%) of water- Al2O3 of 

diameter (30  5 nm) at temperature 21°C. As shown in Fig. 1 with increase in particle 

concentration thermal conductivity ratio (effective conductivity to base fluid conductivity) 

increases. Models other than Chon et al. [4] failed to match closely the experimental results of Kyo 

et al. for very low particle concentration range. 

 

 

 
Figure 1. THERMAL CONDUCTIVITY RATIO FOR WATER-Al2O3 (30 nm) AT 21°C 
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Similarly thermal conductivity of nanofluids is compared with higher particle concentration, 

particle size and different fluid temperature.  

 

3.2 Dynamic Viscosity 

The effect of particle concentration on effective dynamic viscosity is compared with the existing 

experimental results of Kyo et al. for very low particle concentration (0.01-0.3 %) and with Nguyen 

et al. for concentration (0.1-0.6%) of water- Al2O3 of diameter (30  5 nm) at temperature 21 °C. 

As shown in Fig. 2 viscosity increases with increase in particle concentration. Maiga et al. [8] 

model gives better results compare to other models. 

 

Figure 2. VISCOSITY RATIO FOR WATER-Al2O3 (0.01-0.6%) 

Similarly dynamic viscosity of nanofluids is compared with higher particle concentration  and 

different fluid temperature. 

4. CONCLUSION 

Based on this study following observations and conclusion can be drawn: 

• Effective density of nanofluids can be calculated by using widely accepted model which 

shows excellent agreement with experimental results. For specific heat calculation, it is 

recommended that to used modified form of model. Because simpler form of specific heat 

model cannot predict correct value at high particle concentration. 

• Chon et al. [4] model predicts better effective thermal conductivity value compared to other 

conductivity models for various particle concentration and temperature range. Whereas Yu 

and Choi [3] model predicts better value when particle size is less than 20 nm and for more 

than 25 nm size Chon et al. [4] model works better. 

• For predicting effective dynamic viscosity of nanofluids, Maiga et al. [8] model gives better 

results compared to other models for different particle concentration. Whereas for different 

temperature range all models are fail to predict correct value of viscosity. Hence, research 

work is needed to incorporate temperature effect in viscosity model. 
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ABSTRACT 

Fuel injection and mixture distribution play a vital role in diesel engine combustion. With the future 

aimed at improved fuel economies, emissions and noise, numerical models capable of capturing 

spray and mixture distribution accurately assist combustion modelling and facilitate optimized 

performance by reducing experimental costs. The current study aims at simulating the non-reactive 

flow of a direct injection diesel engine. Closed cycle simulations have been performed using 

CONVERGE to model experimental data from the Cummins N14 optical engine at Sandia (Genzale 

et al., SAE 2009-01-2699). Spray and equivalence ratio from simulations have been compared with 

experimental optical images at different crank angles. Grid convergence has been obtained for 

spatial distribution of equivalence ratios. The numerical model built has been validated for change 

of piston bowls. 

Key Words: Diesel spray simulation, Numerical modelling of spray, Diesel engine 

1. INTRODUCTION 

Direct injection diesel engine 3D-CFD combustion simulations include numerical models for mesh 

motion, gas flow, spray, chemical kinetics and emissions [1]. It is essential to capture the in-

cylinder gas flow and spray as these result in the right distribution of equivalence ratios and 

temperatures which are necessary inputs to any combustion model. This non-reactive flow in turn 

constitutes of a number of numerical models pertaining to turbulence, spray breakup, droplet 

collision, spray-wall interactions, and evaporation. Non-reactive modelling becomes even more 

important in advanced combustion modes pertaining to low temperature combustion as predicting 

ignition delay for such a scenario requires accurate modelling of spray and mixing. In most diesel 

spray simulations, the spray is initiated at the nozzle exit and nozzle upstream flow is not generally 

solved due to very high computational costs. Eulerian approach for gas flow is used along with a 

Lagrangian representation of diesel droplets clustered in the form of parcels. Droplet breakup due to 

KH (Kelvin Helmholtz) and RT (Rayleigh Taylor) instabilities are accounted for. The KH 

instabilities result due to viscous forces due to tangential motion between two fluids and RT 

instabilities result due to the inertia of a denser fluid (diesel in this case) exposed to acceleration.  

Although near nozzle grid resolutions of the order of nozzle diameter have been observed to 

provide the most accurate results [2], much coarser computational grids are generally used in diesel 

engine combustion simulations due to computational costs. The current study aims at simulating a 

non-reactive flow inside a direct injection diesel engine. Published experimental data for a low 
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temperature late injection case of the Cummins N14 optical engine at Sandia National laboratories 

[3-5] has been used to validate the numerical predictions of spray penetrations and equivalence ratio 

distributions.  Grid convergence has been achieved and the grid size hence obtained has been 

validated against experimental data for a change of piston bowls. 

2. EXPERIMENTAL DATA 

Experimental data from the Cummins N14 optical engine at Sandia national laboratories for a low 

temperature, late injection case [3-5] has been considered for the current work. Details of the 

experimental engine can be found in the original references and hence only a brief overview of the 

engine specifications and the operating conditions has been provided in Table 1. 

Engine Cummins N14 

Bore / Stroke (mm) 139.7 / 152.4 

Nozzle dia (mm) 0.196 

Number of  holes  /spray angle 8 / 152° 

Speed (RPM) 1200 

Injection Pressure (bar) 1600 

Start of Injection (CA ATDC) 0 

Fuel quantity (mg) 56 

TABLE 1: Engine configuration [3]  

At this operating condition, visualizations of spray in [3] and equivalence ratio distributions in [4,5] 

have been used for validating numerical models in the current work.  Lachaux et al. [3] acquired 

visualizations of scattering from liquid fuel and fluorescence from vapour fuel just before 

combustion. Genzale et al. [4,5] acquired equivalence ratio contours for a non-combusting case with 

Toluene as the tracer fuel at different distances from fire deck for varying bowl geometries and 

spray angles. 

3. NUMERICAL SIMULATIONS 

Closed cycle simulations (intake valve opening to exhaust valve closing) have been performed 

using CONVERGE [1], a computational fluid dynamics code for three dimensional fluid flows. Due 

to the symmetrical nature of the combustion geometry, a 45 degree sector grid in accordance with 

the 8 holes injector has been used. As the experiments replicated EGR using a force feed of 

nitrogen, only oxygen and nitrogen were initialized unlike a typical diesel engine condition where 

carbon dioxide and water vapour are also present. Discharge coefficient of 0.7 has been used for the 

flow through nozzle. Boundary temperatures based on finite element heat transfer simulations by 

Genzale et al. [5] (500K for piston, 430K for cylinder head and liner)   have been used in the current 

study. Spray breakup has been modelled using a modified KH-RT (Kelvin Helmholtz-Rayleigh 

Taylor) instabilities model in which the primary breakup is due to KH instabilities and secondary 

breakup is due to a competition between KH and RT instabilities. Spray wall interaction has been 

modelled by the rebound/slide mechanism which changes the impingement regime based on the 

Weber number of the incoming droplet. The current study uses adaptive mesh refinement strategies 

which refine the grid based on velocity or temperature gradient across a cell. Near nozzle region 

and near surface regions have been further refined to have a cell size of one-fourth and half the grid 

size in bowl respectively. Due to adaptive mesh refinement, the total number of cells in the 

computational domain keeps changing with respect to time in accordance with the presence of steep 

velocity and temperature gradients. For cases with no AMR, the number of cells decreases as the 

computational domain becomes smaller during compression. For the cases with AMR, the number 

of cells increase in the presence of velocity or temperature gradients (typically injection and 

combustion events) as more computational cells are added. Grid convergence studies have been 

conducted using a range of grid sizes ranging from a near nozzle size of 1.25 mm to 0.18 mm.  
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4. RESULTS 

Equivalence ratio contours for a non-combusting spray for different spray angles and bowls have 

been compared with the experimental data in [4,5]. Results only in the bowl region have been 

compared to experimental data in accordance with the optical window in the experiments. Figure 1 

shows the equivalence ratio distribution for the baseline bowl and two spray angles (narrow: 124° 

and wide: 160°) at two planes at distances of 7 and 18 mm respectively from the firedeck at a crank 

angle of 12° ATDC for three near nozzle grid sizes. It can be observed that the simulated spatial 

distributions look very similar for 0.35 mm and 0.18 mm pointing to a grid convergence below a 

cell size of 0.35 mm. The coarser grid fails to show any mixture formation at the 18 mm plane for a 

deeper spray angle. Simulated mixture distributions for both 0.35mm and 0.18 mm grid sizes are in 

good agreement with experimental results.  

 

FIGURE 1.  Grid convergence: Spatial distribution of equivalence ratio for two spray angles (124° 

and 160°) at two planes (7 and 18 mm from fire-deck)  

The spray for the 0.35 mm case has been compared against experimental data obtained by Lachaux 

et al. [3] in Fig. 2. Blue colour in experimental plots represents scattering from liquid droplets and 

in simulated plots represents fuel particles. Green colour in experimental plots represents 

fluorescence from vapour fuel and in simulated plots represents the vapour iso-surface. The liquid 

length and vapour dispersion have been captured well.  

 

FIGURE 2: Experimental [3] and simulated spray for 0.35 mm cell size: (a) Liquid Fuel 

penetration; (b) Liquid (blue) and vapour (green) at different crank angle (1, 2, 4, 6 deg ATDC) 

Figure 3 shows a comparison of equivalence ratios for a change in piston bowl geometry. The bowl 

geometries have been changed by keeping the same compression ratio and varying the bowl 

diameter (shown as % of bore) and depth. Results shown are for 0.35 mm grid size, at three planes 

at two different crank angles. It can be observed that the spatial distribution and the temporal 

evolution of equivalence ratio has been captured well. Based on these results, a grid size of 0.35 

mm near nozzle seems to be an adequate resolution to capture spray and equivalence ratio 

distributions. For the current work, grid sensitivity results are in close agreement with Senecal et al. 

[6] who identify 0.25 mm to be an adequate grid size for spray simulations. The good agreement 

between experiments and simulations minimizes the numerical errors in modelling till the point of 

ignition and hence lays a good foundation for combustion and emissions modelling 
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FIGURE 3: Experimental [4] and simulated equivalence ratio distribution for two piston bowls 

(bowl dia = 60% and 80% of bore) at three planes and two crank angles  

CONCLUSIONS 

Closed cycle non-reactive simulations have been performed for a diesel engine. Spray and 

equivalence ratio distributions have been validated against published data for an optical engine. 

Equivalence ratio distributions from the model have also been validated against experimental data 

for different piston bowls. The results show that 0.35 mm near nozzle grid size is the adequate grid 

size for in-cylinder flows to predict spray and equivalence ratio distributions. Simulated spray 

penetration is matching well with the experimental data. 
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ABSTRACT 

We have recently proposed application of TBCs for I.C. engines. In the present work for I.C. 

engines, we analyze thermal stresses in TBC and substrate that may lead to the failure of yttria 

stabilized zirconia (YSZ) coating due to thermal stress and strain induced during combustion in I. 

C. engine. Such TBCs are prone to failure at the interface between coating and substrate. We study 

the effect of different thermal barrier coating thickness and thermal conductivity on the thermal 

stresses and temperature distribution in the coating and substrate. Temperature and thermal stresses 

are analysed by using a 2-dimensional model in commercial finite element analysis software 

ABAQUSTM with temperature dependent material properties of YSZ and substrate (aluminium). 

Key Words: Thermal barrier coating, Yttria Stabilized Zirconia, I.C. Engine. 

1. INTRODUCTION 

Fuel efficiency of automobile has been ever increasing driven by uncertain fuel market and strict 

certifications related to environment safety. Demand of increased fuel efficiency has led to 

redesigning of engines, hybrid and even electric automobile. The later brings challenging targets for 

traditional fuel based automobiles. Thus, it is obvious, as a primary and precautionary step to 

rethink about improvement of currently existing engine designs and related accessories. Overall 

such research work is focused on lowering the heat loss via better cylinder insulation. Decreased 

heat loss may also lead to increased pressure in combustion cell. Thus structural integrity of engine 

material is also of key importance. 

Thermal barrier coatings are one of the options available for increasing engine efficiency by 

reducing heat loss. Thermal barrier coatings have traditionally been used in turbines for aerospace 

and power generation [1]. Such coatings have been successful in sustaining thermal gradients with 

relatively less cooling required for base metal [2]. However, as mentioned earlier, structure integrity 

of the engine and that of the coatings needs to be ensured. For all practical purposes we assume that 

process defects play a critical role and there is a finite life of such coating. Depending on the 

process used for deposition, the overall structure, noumber of inherent defects and functionality of a 

TBC may be different. In ZrO2 - 8 wt. % Y2O3 coating, Y2O3 is in the solid solution and ZrO2 is 

present in the form of cubic/tetragonal crystallites [3]. We, thus focus on a typical structure of 

coatings and the impact of thermal stress conditions on durability of the coating.  
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In the present work we analyze thermal stresses that may lead to the failure of YSZ coating due to 

thermal stresses and strain induced during combustion in I. C. Engine. We study the effect of 

different thermal barrier coating thickness and thermal conductivity on the thermal stresses and 

temperature distribution in the coating and substrate. In this work we will focus on steady state 

thermal cycle which is typical of single cylinder diesel based IC engine. Also, we assume that the 

substrate material is aluminum. 

2. MODELING OF MECHANICAL RESPONSE 

Modeling of thermo-mechanical behavior of thermal barrier coating is carried out by using 

commercial finite element analysis software ABAQUSTM. A two dimensional heat conduction 

model is developed with constant temperature material properties. The material properties of the 

YSZ and substrate (aluminium) are as shown in Table 1. 

Table 1: Material Properties [3] 

Material Properties YSZ Aluminum 

Density (kg/m3) 5680 2770 

Young's Modulus (GPa) 200 75 

Thermal Conductivity 

(W/mk) 

2.2 175 

Specific Heat (J/Kg-k) 600 875 

Thermal Expansion 

Coefficient (/k) 

2.20E-06 2.00E-06 

A thermo-mechanical coupled model with 4 nodes Quad elements (CPE4T) is used to simulate the 

process. The prescribed boundary conditions are as shown in Fig. 1a. The gas temperature is 

assigned as a sink temperature while heat transfer coefficient (HTC) is assigned on the top surface 

of the coating. The gas temperature and HTC variation with respect to time is as shown in Fig. 1b. 

In the present work TBC is considered to be an elastic-plastic material. Uniaxial tensile stress-strain 

data for zirconia between 500oC and 800oC is used from the work of Messerchmidt et al. [4]. We 

consider thermal conducticity and modulus of elasticity of TBC and substrate to be temperature 

dependent. For the analyses of thermal and mechanical performance of TBC, we assume that steady 

state temperature conditions prevail. For assessing the collective effect of various material 

properties of TBC and coating thickness we perform a parametric study. The study is performed for 

one temperature cycle at steady state. Zhu et al [2] have pointed out that strain to failure determined 

using one temperature cycle can be used for prediction of number of thermal cycles to failure. 

Temperature and stress along the X-direction (
11 ) are recorded at the end of the cycle at the top 

surface, at the center of the coating and at the interface. Apart from this, the effect of 
t

k
 on 

11  is 

also assessed where k and t are thermal conductivity and thickness respectively of TBC. 
11 is 

considered amongst all components of stress since it represents the effect of misfit strain between 

the TBC and the substrate. Since 11  may play a role in buckling and spallation of TBC, it gives 
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indirect measure of durability of TBC. Apart from this, a damage parameter was also tracked at the 

above locations. Due to only one thermal cycle, damage paramter which is a function of 

accumulated effect plastic strain in TBC, did not evolve to any considerable values. A detailed 

assessment of damage during low and high cycle fatigue will be presented in future work. Further, 

here we study a homogeneous elastic-plastic isotropic coating with zero roughness at the interface. 

The geometry of interface here does not have any characteristic waviness. 

 

(a)                                                                          (b) 

Fig. 1. a) Prescribed boundary conditions b) gas temperature and heat transfer coefficient variation 

with respect to time 

3. RESULTS 

Fig. 2 shows the effect of coating thickness and thermal conductivity on steady state surface 

temperature and stress at the locations of interest. These locations are top surface of TBC, middle of 

TBC and TBC-substrate interface. Temperatures at middle of coating and at interface decrease as 

the thickness of TBC increases. The top surface of coating increases when coating thickness is 

increased to 0.2 mm and then decreases. Fig. 2b shows combined effect of thermal conductivity and 

coating thickness. For three different coating thicknesses viz. 0.1 mm, 0.2 mm and 0.3 mm thermal 

conductivity was decreased by 10 % and 20 % from base value as show in Table 1. In Fig. 2b stress 

11  is shown as a function of aforementioned 9 combinations of 
t

k
 so that basic assessment of 

durability and thermal efficiency can be performed. Compressive stress may be helpful for arresting 

propagation of existing cracks depending upon the orientation of local loading direction with 

respect to crack orientation. However in TBC coatings due to deposition process there may be 

existing cracks such that they may open and propagate [5,6,7] due to compressive stress 
11 if the 

relative orientation of crack allows. Thus, one would need to avoid such in-plane compressive 

stresses. Such desired condition of low compressive stress at interface is seen for lower themal 

conductivity and greater coating thicknesses. See the 
11  vs. k/t curve for interface in Fig. 2b. 

 

  4. CONCLUSIONS 

We perform a parametric study for assessing durability of a YSZ TBC. The study was performed 

assuming a homogenous isotropic elastic-plastic TBC. The study also assumes that the interface 

does not have the characteristic waviness and roughness. The effect of TBC thickness on 
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temperature distribution shows that the higher TBC thickness (0.3mm) gives lower temperature at 

three positions (top, middle and interface) as compared lower TBC thickness (0.1 mm). The desired 

condition of lower unidirectional compressive stress (σ11) is observed to be at lower thermal 

conductivity (k) to thickness (t) ratio. The interesting field of further research is to implement a 

numerical model of damage in thermal barrier coating. 

 

(a) 

 

(b) 

Fig. 2. a)  Steady state temperatures at top surface of TBC, middle of TBC and at the interface of 

TBC and substrate. b) Ratio of thermal conductivity and thickness of TBC (k/t)  
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ABSTRACT 

Humidification-dehumidification (HDH) is a non-traditional thermal desalination cycle that operates at 

sub-boiling temperatures. As a decentralized water production system, HDH has number of advantages 

that includes low maintenance, low initial capital cost and robust operation. HDH cycle components 

consists of a humidifier, dehumidifier and a heat source apart from prime movers. In this work, concept 

of a novel solar humidifier is explored via the Volume of Fluid (VOF) computational method. Solar 

humidifier consists of a film of water flowing over surface subjected to solar flux and a counter flow of 

air within an heat and mass exchanger. As air passes through the humidifier, owing to simultaneous 

heat and mass transfer, the air stream gets heated as well as humidified. The VOF method allows 

tracking of the interface and allows accurate modelling of the humidification phenomena. A 

methodology has been developed to model simultaneous heat and mass exchange happening inside a 

humidifier. The results from the solar humidifier are compared against the traditional humidifier in 

which the hot water is heated externally.  

Keywords: solar humidifier, desalination 

1. INTRODUCTION 

One of the most important components of a HDH desalination system is humidifier. Analysis is done 

for a wet-cooling tower selected as a humidifier. Wet cooling towers are classified in more detailed 

terms such as natural draft or induced draft, crossflow or counter flow, and splash fill or film fill. For 

each of these classifications, the key issue is air-water contact and its extremely important influence on 

the performance of wet cooling towers. 

 

 

FIGURE 1. Schematic of the modelled system [2]. 
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This figure shows a counter-flow humidifier with water forming film from the top whereas air is 

entering the humidifier from bottom. The absorber plate is in contact with the water film, whereas the 

air is flowing between glazing and water film. Water is heated along the length, while air gains moisture 

and heat from this water and gets heated and humidified. This heated and humidified air can be then 

passed into the dehumidifier where it will condense all the vapour into water at ambient. [2] 

 

2. ANALYTICAL FORMULATION 

In this work, a methodology has been developed to model simultaneous heat and mass exchange 

happening in a humidifier using the ANSYS Fluent software package [1]. A 2-dimensional system was 

modelled using the VOF method combined with Navier-Stokes equations as shown in Figure 1. Mass 

conservation, momentum conservation and energy conservation equations used are: 

𝜕(𝜌𝑢)
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+
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Here u,v are the x,y components of the velocity field. 𝜌 is the density,  𝜇 denoted viscosity, p denotes 

pressure field, T is the temperature distribution, k is the conductivity, Cp is the specific heat and Sh is 

the source term. 

The VOF function satisfies the following equation. A fractional volume F was used to track the interface 

using the equation and V denotes the velocity. 

𝜕𝐹

𝜕𝑡
+ (𝑉. ∇)𝐹 = 0 

Evaporation rate of water at the interface was calculated using the equations used in the Gao et al. [3] 

for the auxiliary equations.  

𝑊𝑧 =∈1∗ (𝑃𝑠 − 𝑃𝑣) ∗ √
𝑀

2𝜋𝑅𝑇𝑛
 

Here Ps and Pv are the saturation pressure and vapour pressure respectively. Tn is the interface 

temperature and, R and M are universal gas constant and molecular mass. The Knudsen coefficient of 

evaporation ∈1can be calculated by following relation using the coefficient of evaporation∈. 

∈1=
2 ∈

2−∈
 

The coefficient of evaporation was calculated using the following equation. Here Tavg is the average 

temperature. 𝜌𝑠 and 𝜆 being the density and latent heat of water. ℎ∗ is the wet bulb heat transfer 

coefficient.  
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∈= ℎ∗ ∗ √
2𝜋𝑅𝑇𝑎𝑣𝑔

𝑀
∗

𝑇𝑛

𝜌𝑠𝜆2
 

The wet bulb heat transfer coefficient was calculated using the heat transfer h. F = 49,  b = 0.6 and V is 

velocity. Using the h value and specific heat of air at constant pressure Cpa,  ℎ∗ was calculated. e is a 

constant. 

ℎ∗ = ℎ ∗ (1 +
𝑒𝜆

𝐶𝑝𝑎
)    ;        ℎ = 𝐹𝑉𝑏 

The constant e is given by Tmax maximum temperature between the air flow and water flow. Tmin is the 

saturation temperature and, 𝜔𝑚𝑎𝑥 and  𝜔𝑚𝑖𝑛 are the humidity ratio associated with them. 

𝑒 =
𝜔𝑚𝑎𝑥 − 𝜔𝑚𝑖𝑛

𝑇𝑚𝑎𝑥 − 𝑇𝑚𝑖𝑛
 

 

3. RESULTS 

The results were obtained using the VOF method with 2-D flow transient equation. A stream of water 

at 0.5ms-1 was inlet through a small opening with initial temperature of 318 K. A 1ms-1 inlet air was let 

in through another opening in the counter-flow direction. A heat flux of 1000 W/m2 was put across the 

wall along the water surface. The standard fluent properties for air and water were used. Solution 

method used was non-iterative time advancement with QUICK spatial discretization for momentum 

and energy. The water inlet and outlet was set for volume fraction of 1 and air inlet and outlet for 0 

volume fraction. Using the numerical formulation above a water evaporation rate of 15.47 kg/m2/s was 

obtained. The verification of simulation model made is shown in the following figure 2. 

 

FIGURE 2a. Plot indicate the verification of simulation with falling film model Koizumi et al[4] 

The outlet properties of air obtained are temperature of 317 K and humidity ratio of 6.94 g of vapour 

per kg of dry air. Comparing this with the traditional humidifier system using a separate flat plate 

collector for heating water and then using it for humidifying air in separate humidifier system, resulted 

in air outlet temperature as 318 K and humidity ratio of 6.41 g of vapour per kg of dry air. The contours 

shows the results obtained. 
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FIGURE 2a. Phase contours- (water-1)                              FIGURE 3b. Temperature contours (K) 

 
FIGURE 3c. Velocity Contours (ms-1)                              FIGURE 3d. Velocity vector field (ms-1) 

FIGURE 3: Snapshots of (a) phase contours, (b) temperature distribution, (c) velocity contours and 

(d) velocity vector field inside a solar humidifier.  

 

4. CONCLUSIONS 

A VOF based falling-film humidifier model was developed and reported. Results obtained from 

proposed model was compared existing analytical, numerical, and experimental data for vertical falling 

films. This modelling approach was used to investigate impact of a novel solar humidifier module that 

integrates solar heating and humidification into one device. Results are comparable with separate solar 

heater and humidifier components highlighting the compactness that is achieved.  
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ABSTRACT 

An enthalpy based model has been developed to study the effect of thermal anisotropy on 
crystal growth in presence of fluid flow. The governing equations are formulated using 
volume averaging technique where the energy and species equations are solved explicitly, 
whereas the momentum and continuity equations are solved using the SIMPLER algorithm. 
The effect of thermal anisotropy has been incorporated by considering a conductivity matrix 
comprised of variable thermal conductivity coefficients. Extensive parametric analysis has 
been performed to study the relative effect of thermal anisotropy and convection on dendrite 
growth morphology. Based on the study, specific regimes have been identified where either 
thermal anisotropy or convection effect is dominant. 
 
Keywords: Dendrite growth, Thermal anisotropy ratio, Arm length ratio, Flow velocity, 
Enthalpy method. 
 

1. INTRODUCTION 

The microstructure of a solidified component plays a very important role in 
determining its mechanical and physical properties. In this regard understanding the different 
mechanisms that govern microstructure evolution is necessary to obtain desired properties. In 
the present work, our focus has been on developing a numerical model to understand dendritic 
growth in presence of fluid flow with thermal anisotropy in the solid crystal. Thermal 
anisotropy has been commonly seen in solidified grains of several semiconductor materials. 
The main reason for such behaviour lies with the fact that the atomic packing fraction is 
different along different directions in a single crystal having closed packed structures such as 
BCC, FCC and HCP [1-5]. The most common material showing such behaviour is gallium 
which has different thermal conductivities along the three principal axis a, b and c having 
numerical values of thermal conductivities equal to 40 W/mK, 88 W/mK and 16 W/mK.  

In the current work, the enthalpy method has been used to simulate dendritic 
solidification based on the diffusion driven model developed by Voller [6]. Bhattacharya and 
Dutta [7] extended the work of Voller [6] by adding fluid flow and understanding the effects 
of convective strength on the growth of solid crystals. In most numerical simulations the 
thermal anisotropy present in solid crystals has been neglected and as per the authors’ 
knowledge no numerical work has been performed to study the effect of thermal anisotropy 
on dendritic crystal growth in presence of fluid flow. The current work extends the model 
developed by Bhattacharya and Dutta [7] by incorporating thermal anisotropy in solid crystal. 
The combined effects of convection and thermal anisotropy has been simulated and discussed 
and based on extensive parametric study specific regimes have been identified to locate the 
dominant parameters. 
 

2. MODELLING AND VALIDATION 

The enthalpy and species conservation equations governing dendritic growth and the 
momentum conservation equations for simulating convection have been modelled using the 
volume averaging technique as discussed in Bhattacharya and Dutta [7]. The given equations 
are discretized using FVM (finite volume method) where the scalar properties (pressure, 
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temperature and concentration) are stored on the cell nodes, while the vector properties are 
stored on the control volume faces using a staggered grid approach. An explicit-implicit 
scheme has been used, where the energy and species transport are solved using explicit 
technique while the continuity and momentum equations are solved using the SIMPLER 
algorithm. For more detailed step by step procedure for the dendrite growth and convection 
model one can refer to the algorithm developed by Bhattacharya and Dutta [7]. 

The thermal anisotropy effect in solid phase has been added in the current model 
through the approach given by Ge et al. [8]. Instead of considering a constant thermal 
conductivity, the governing equations have been modified to incorporate thermal conductivity 
as a matrix composed of variable conductivity coefficients kxx, kxy, kyx and kyy. Although a 
general anisotropic model is considered, for the present study kxy and kyx are taken equal to 
zero and kxx is taken to be greater than kyy so that the thermal conductivity is orthotropic.   

The present crystal growth model has been developed taking the effect of species 
transport, fluid flow and thermal anisotropy into account. At present there are no numerical 
models where all these effects have been studied. Thus validation has been carried out in a 
fashion where only a single effect or a combination of effects are switched on in the present 
model in order to compare it with the models available in literature. The validation for 
thermal anisotropy part has been performed with analytical models of anisotropic conduction. 
 

3. RESULTS AND DISCUSSION 

In the present study, the dendritic crystal growth analysis has been undertaken for 
different u* (convective strength) and AR (thermal anisotropy ratio). The numerical value of 
thermo physical parameters are taken equal to Le=1, ε =0.04, kp=0.1, MCo=0.1 and Tu=-0.6. 
The dimension of the given domain is taken equal to 1000×1000. A uniform fine grid size of 
300×300 and a uniform time step of ∆t=1 is chosen for the current study for smoother capture 
of the interface at the dendritic tip and at the junction of dendritic arms where the curvature of 
the interface is not smooth. It is important to note that all the thermo-physical parameters, 
dimensional and temporal values taken in current work are in non-dimensional form. The 
simulations have been carried out till the velocities of all the four dendritic arms reach steady 
state values.  

The goal of the current investigation is to conduct thorough dendritic growth 
behaviour analysis in presence of combined effects of thermal anisotropy and fluid flow. The 
thermal conductivity is assumed to be anisotropic in only the solid phase while in the liquid 
phase it is assumed to be isotropic. This is based on physical behaviour of metals such as 
gallium. While formulating the model the thermal conductivity along Y and X axis are 
assumed to be constant but having different numerical values. The ratio of thermal 
conductivity along X axis to that along Y axis is maintained at a fixed ratio defined by a term 
called AR (Thermal Anisotropy Ratio). Convection is imposed along the X axis. The 
convective strength of the flow is controlled by adjusting the velocity of the fluid entering 
from the left boundary. Extensive numerical simulations using different values of AR and u* 
have been performed to investigate the conditions in which one parameter has the dominant 
effect.  

Figure 1. shows the dendrite shapes, concentration contours and flow patterns for 
different values of AR and u*. On careful analysis from Figure 1, it can be inferred that the 
relative strength of thermal anisotropy and convection plays a very important role in 
determining the morphology of the equiaxed dendritic crystal. Without any thermal 
anisotropy and convection, the growth should be equal in all directions. With increase in 
thermal anisotropy ratio (AR) the thermal conductivity increases along X axis as compared to 
that along Y axis. As a result, larger amount of heat flows along the X axis to the interface 
from within the solid crystal which is at a higher temperature as compared to the interface. 
This results in slower growth rate along the X axis. On the other hand, convection leads to 
faster growth of the upstream arm which is along the X axis. This is because the rate of heat 
removal increases with increase in convective strength of the fluid. Thus the final shape is 
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determined by the relative strengths of both these effects. On doing comparative analysis for 
equiaxed crystal growth under simultaneous influence of thermal anisotropy and convection 
as shown in Figure 1. it can be observed that at smaller values of convective strength, the 
effect of thermal anisotropy present within the solid crystal is more noticeable while the 
opposite effect is seen with increased convective strength.  
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FIGURE 1. Concentration contours and flow pattern at t*=12000 for different Tu=-0.6 
(Thermal Anisotropy Ratio) and u* (dimensionless flow velocity), (a) AR=2 and u*=0.01 (b) 
AR=2 and u*=0.05 (c) AR=3 and u*=0.01 and (d) AR=3 and u*=0.05. 

 
The chief focus of the present study is to find the conditions under which one 

parameter has the dominant influence on the growth morphology of the crystal. This is 
determined from the parameter called ALR (Arm Length Ratio). ALR is defined as ratio of the 
length of top dendritic arm to the length of left dendritic arm. In Figure 2(a), ALR (Arm 
Length Ratio) is plotted for different AR and u* based on extensive numerical simulations by 
varying these parameters. It is observed that for a given thermal anisotropy, ALR decreases 
with increasing convection strength. It is assumed that if ALR is greater than 1, thermal 
anisotropy is the dominant factor while if it is less than 1, convection is more important. A 
critical value of convection strength is identified corresponding to a given thermal anisotropy 
for which both the parameters have equal effects. This occurs when ALR is equal to 1. The 
variation of this critical convection strength with thermal anisotropy is shown in Figure 2(b). 
Two distinct regions, red and blue, are shown corresponding to the regimes where thermal 
anisotropy is more dominant and convection is more dominant, respectively. The main 
advantage of the chart as shown in Figure 2(b) lies with the fact that if we are conducting an 
analysis on simulating the dendritic growth of crystals involving both parameters we can 
easily know which parameter will be most influential in determining the growth pattern, 
rather than going through extensive computational process using hit and trial method. 
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FIGURE 2. Variation of (a) Arm Length Ratio (ALR) with change in flow velocity (u*) for 
different thermal anisotropy ratio (AR) (b) Regimes showing dominant parameter for dendritic 
growth morphology (thermal anisotropy ratio (AR) or flow velocity (u*)). 
 

4. CONCLUSION 

A numerical model has been developed incorporating simultaneous effects of thermal 
anisotropy and convection on binary alloy dendrite growth. Using extensive analysis a chart 
has been generated which tells us which parameter (thermal anisotropy or convective fluid 
strength) would be most influential in determining the dendritic shape and evolution during 
solidification. The analysis presented here can play a very important role in understanding 
solidification kinetics which governs the final grain structure morphology. 
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ABSTRACT 

The PCM based heat source and heat sink devices can be effectively used for various heating and 

cooling applications and can store and release heat in the form of latent heat. This latent heat can be 

utilized for maintaining body temperature within comfort range of        . The present work 

focuses on developing a 2-D numerical model to evaluate the performance of PCM cool pack 

configuration in terms of the evolution of average skin temperature with respect to time. The 

numerical model is first validated with a 1-D semi-analytical for a simple PCM pack configuration. 

Once the model is validated, the next level of studies involves the comparison of performance 

analysis for different PCMs with more realistic cooling pack configuration. Optimal thermal 

conductivity (which can be engineered by introducing PCM-Graphite composites) is also predicted 

for different PCMs in order to obtain thermal comfort for a prolonged duration of 3 hrs. The studies 

do not include the perspiration model; however, incorporation of the skin layer within the model 

domain took the approach closer to the real condition. 

Key Words: Thermal comfort, PCM cool pack, Melting 

1. INTRODUCTION 

Exposure to an extremely hot environment for long durations wearing thick garments such as a 

bulletproof jacket, military vest, and fireman apparel can cause heat-related physiological strain, 

enhance the thermal fatigue, reduce the working efficiency, and under the extreme condition it may 

even cause severe heat-shock and illness. PCMs have high heat storage capacity in the form of 

latent heat and can be utilized as a heat sink when the temperature variation during the process is 

small. Frozen PCM is put inside suitable flexible containers to form a PCM pack that is then placed 

in specially designed vest pockets [1]. PCM packs are suitable to control the temperature within a 

small range of variation for the prolonged time duration (3-5 hours) and can be reactivated (re-

frozen) within much shorter time scale (15- 20 minute) to be reused. PCMs are more advantageous 

as it is found in the literature [2]. 

In the present work, duration of thermal comfort for a given configuration of PCM pack stacked 

between two layers of insulating materials (Polystyrene) has been studied. Since the PCM packets 

are kept in separate pockets, the gap between two neighbouring pockets plays a vital role in 

defining the hot spots on skin layer. The representative 2-D schematic diagram that includes a thin 

layer of skin along with PCM pack configuration within the insulation layer is shown in Fig.1.a. A 

2-D diffusion based numerical model to evaluate temperature distribution within the skin layer as 

well as rest of the composite structure is developed. However, before obtaining the thermal analysis 

of the system described by Fig.1.a, validation of the numerical model is obtained with a 1-D semi-

analytical model, for a much simpler configuration consisting of only one pack along with the skin 

layer and insulation layers. Once, the validation provided excellent agreement, the composite 

structure shown in Fig.1.a is analysed with the numerical model considering different PCMs. 
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Fig.1:  Schematic of (a) PCM pack adjacent to skin layer. (b)  1-D semi-analytical model 

2. MATHEMATICAL AND NUMERICAL MODEL 

The numerical model is based on volume averaged formulation [3, 4] without considering 

shrinkage, and is given as.: 

𝜕
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The enthalpy updating scheme [4, 5] has been used in order to obtain the liquid/solid fractions 

(     ) and to capture the solid-liquid interface at the melting domain. The boundary conditions are 

as follows:   𝜕 𝜕 ⁄          
    ,   𝜕 𝜕 ⁄       (    ). The 1D diffusion based 

analytical model is developed assuming material properties for each domain to be different but 

uniform within each domain. The 1-D heat diffusion equation is: 
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The analytical solution of Eq. 2 for individual domain (Fig. 1b) at time step  𝑡( ) is:  
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Table 1: Temperature profile for each domain 

3. VALIDATION AND CASE STUDIES 

To validate the numerical scheme, properties of savE OM 21 organic type PCM are chosen (Table 

2) with an assumption as            . Results obtained from numerical model for average 
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skin temperature with time and temperature distribution along PCM pack is compared with the 

analytical model. The absolute difference of        was present between both models. 

 

Fig.2 (a) Variation of       with time (b) Temperature profile along PCM pack @ 8400 s. 

Material       ( ) 
   (

  

  
)   (

  

  
)    (

 

  
)    (

 

  
)     (

  

   
)     (

  

   
) 

savE OM 21 21 250 924 0.14 0.21   2.6 

C18 Paraffin 27.5 244 800 0.15 0.148     

Octadecane 28.1 245 776 0.192 0.15 1.908 2.232 

Table 2: Properties of chosen PCM  

 

Fig.3 (a) Variation of          ,          , and           with PCM savE OM21, (b) temperature 

distribution, (c) solid front distribution 

Three different PCMs namely savE OM 21, C18 paraffin, and Octadecane are studied with melting 

temperatures varying from 21-28.1°C (Table 2). The properties of skin layer and insulation material 

(polystyrene) are chosen from Yazdi et. al. [7].  After the validation, comparison using different 

PCMs, the gap between two PCMs packs and optimal thermal conductivity for the prescribed 

duration of comfort (3-4 hrs) is studied. PCM pack thickness for savE OM 21, C18 paraffin and 

Octadecane PCM is taken to be 13, 15 and 15 mm respectively. Insulation thickness skin side is 

taken to be 2, 0.8 and 0.8 mm respectively. Insulation thickness on the ambient side is taken to be 

12mm for all cases. The gap between PCM packs is taken to be 12, 10 and 8 mm respectively. The 

initial temperature of PCM is 11, 17.5 and 18.    respectively. The initial temperature of Insulator 

and skin is 20 and 3    for all cases. 
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Fig.4 Variation of          ,          , and           with PCM (a) C18 and, (b) Octadecane 

4. CONCLUSIONS 

(1) The conjugate heat transfer model for PCM warm packs is successfully developed and validated 

with the semi-analytical model. (2) Three PCM namely savE OM21, C18 paraffin and Octadecane 

have been studied for desired cooling effect and duration. (3) savE OM21 is found out to be most 

suitable in terms of comfort duration.  (4) Considering 16 PCM packs (8 on the front side and 8 on 

the back side) with size                     ) the mass of savE OM21, C18 paraffin and 

octadecane with enhanced thermal conductivity are found out to be 3.193, 2.765 and 2.682 kg 

respectively for comfort duration of more than 3 hrs. (5) The gap between the PCM packs controls 

the maximum skin temperature, while the thickness of insulation layer between the skin and the 

PCM pack regulates the minimum skin temperature. 
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ABSTRACT 

The present paper reports development of a multiphase and multiscale volume averaging 

computational fluid dynamic model to simulate cooling slope slurry generation process. Novelty of 

the present work lies in the accurate estimation of effect of grain refiner, modifier addition on 

thermophysical and morphological properties of the generated semi solid slurry, which establishes 

potential of the present model to be implemented as a process control tool to develop engineering 

components using the cooling slope generated slurry. The three phases considered here are parent 

melt (primary phase), nearly spherical solid grains and air (secondary phases). In depth 

investigation is performed to understand the transport processes involved in the cooling slope slurry 

generation process and the findings obtained are volume fraction of constituent phases, evolution 

and growth of primary Al particles, viscosity distribution, temperature field, velocity field, macro 

and micro segregation etc. Accuracy of the present model is confirmed by performing real time 

experimental validation of the chosen process conditions. 

Key Words: Semi-solid slurry, Cooling slope, Al7Si0.3Mg alloy, Melt treatment, Multi phase 

model. 

1. INTRODUCTION 

Beckermann's group [1-2], pioneered the multiphase solidification model development with their 

volume averaging approach to treat the liquid and solid phases as separated but highly coupled and 

interpenetrating continua. The approach has evolved further with Ludwig and Wu [3-4], who have 

studied the globular equiaxed solidification by modifying the nucleation model and heat, mass 

exchange terms. The present work is focussed on numerical model development of semi solid 

processing (SSP) of Al alloys, in case of cooling slope technique. Although there are some earlier 

works on numerical model development of cooling slope slurry generation, however, these models 

fails to establish robust processing-microstructure correlation and lacks experimental validation. 

         In the present numerical model, solid evolution and grain formation within the liquid melt is 

governed by mass, momentum, energy and species transport. The classical nucleation law and 

growth kinetics, given by Rappaz [5], is implemented in the present model. It is evident from the 

earlier work by the present research group that slope angle plays the key role to determine slurry 

morphology among other process variables [6]. In view of the above, the present study is focused to 

investigate the effect of slope angle at the onset of melt treatment in the form of individual and 

combined grain refiner, modifier addition on volume fractions of three different phases considered, 

grain evolution, grain growth, size, sphericity and distribution of solid grains, temperature field, 

velocity field, macro segregation, micro segregation etc.  

2. NUMERICAL MODEL 

         In the present investigation, a non isothermal three phase fluid-fluid Eulerian multiphase flow 

model is developed to simulate the semi solid slurry preparation of Al-7Si-0.3Mg alloy, employing 
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cooling slope rheocasting technique. The three phases considered here are parent melt (primary 

phase), solidifying grains and air (secondary phases) denoted by l, s and a, respectively. The phases 

are treated as separate but interacting continua, sharing a single pressure field and characterized by 

their own thermo physical properties. It should be noted that air forms a definable air/liquid melt 

interface, i.e. free surface, due to its low density. A set of conservation equations of mass, 

momentum and enthalpy are solved for each of all three phases. Since, volume fractions represent 

the space occupied by each phase and conservation laws are solved for each phase individually, so 

interface tracking is not required here. Volume fractions of constituent phases are assumed to be 

continuous functions of space and time and their sum is equal to one. Here, although solidifying 

grains are actually solid but they are considered as fluid, to enhance computational efficiency. 

However, in case of exchange terms such as; momentum and enthalpy exchange, fluid-solid 

exchange model is considered for solid-liquid and solid-air interface and fluid-fluid exchange model 

is used for liquid-air interface, to maintain accuracy of the model. Further details on the present 

numerical model may be seen from our earlier published work [7].  

3. RESULTS 

3.1 Temperature  

         Comparative distribution of slurry temperature for different process conditions studied here, 

along the slope centreline, is shown in Fig. 1a. Moreover, Fig. 1a also shows the zoomed view of 

temperature distribution at slope exit. Effect of slope angle variation on slurry temperature is clearly 

evident from Fig. 1a. For all the melt treatment conditions lesser slope exit temperature is recorded 

in case of 45o slope, which is attributed to the higher melt residence time and in turn availability of 

higher cooling time to the melt during flow in case of 45o slope. Higher 'g' component and 

subsequent higher melt velocity facilitates higher slope exit slurry temperature in case of  60o slope, 

compared to its 45o slope counterpart. Combined addition of refining and modifying agents 

enhances melt cooling rate further due to tendency of modifier to decrease surface tension of the 

melt and causes decrease in slurry temperature.  

3.2 Solid fraction 

         In the present model, immediately after the impingement of superheated melt over slope 

surface, solver temperature T drops below liquidus temperature of the alloy and burst nucleation 

occurs within the melt. Solid content serves as the key quality characteristic of semi solid slurry to 

determine its further processability towards component development. In case of 60o slope, approx. 

upto 400 mm flow length, combined melt treated slurry shows lesser solid content compared to its 

untreated and refined counterpart. This is may be due to the higher melt flow velocity, attained by 

modifier addition, and subsequent lesser growth opportunity of nucleated solids. Afterwards; 

enhanced progressive nucleation catches up to yield higher slope exit solid fraction in case of 

combined melt treated slurry (shown in Fig. 1b).  

3.3 Grain size and degree of sphericity  

         Quantitative findings on microstructural morphology of the evolving primary solid particles, 

during melt flow along the slope, are shown in Fig. 2a and 2b. Increasing trend in grain size of 

primary particles is evident (Fig. 2a) for all the process conditions studied here, in line with the solid 

fraction evolution. Spatio-temporal increase in grain size of primary Al particles is due to the 

ripening and diffusion driven growth, occurs normally during solidification. For all the melt 

treatment conditions higher grain size values are observed in case of 45o slope compared that of 

slurry samples processed using 60o slope, whereas, higher melt flow velocity in case of  60o slope 

increases shear rate and in turn increases the shear stress undergone by the flowing melt, which 

results in enhanced sphericity of primary Al particles (Fig. 2b) compared to that of 45o slope.  

 

 

Page 601 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

3.4 Micro segregation 

         Solute rejection by the growing primary Al grains triggers micro segregation. In the present 

work, sudden chilling at the melt contact zone of the cooling slope facilitates nucleation of primary 

solid and subsequently segregation occurs at the solidification interface due to solute partitioning. 

Although, solute partitioning causes micro segregation only in case of a isolated control volume, 

however, in this study, gravity driven melt flow facilitates mass exchange among neighbour control 

volumes of flow front through grain movement. So, localised effect of micro segregation along the 

flow front, occurs due to nucleation and growth of the primary Al phase, facilitates global 

distribution of solutes i.e, macro segregation.  

3.5 Slurry velocity and viscosity 

         The present study depicts the flow behaviour of semi solid slurry at the onset of gravity driven 

flow and gravitational acceleration facilitates uniform increase in flow velocity in the direction of 

melt travel along the slope. Higher velocity is recorded in case of 60o slope processed slurry 

samples, which is rather expected. It is interesting to note that slurry viscosity values in case of 60o 

slope processed slurry are found to be initially higher, which is due to the rapid solid formation rate 

in case of 60o slope, since, higher velocity of melt travel in this case increases heat transfer 

coefficient of the melt. However, afterwards, enhanced cooling time available in case of 45o slope 

and lesser shear rate undergone by the semi solid slurry increases its viscosity (Fig. 3a).  

3.6 Comparison with experimental results 

         Figure 3b shows experimental validation of the particle size distribution for representative 

process conditions, using optical micrographs of the oil quenched slurry samples. The samples were 

collected successively during melt flow along the slope and subsequently image analysis is 

performed on the optical micrographs to validate the numerical findings of grain size and degree of 

sphericity.  

4. CONCLUSIONS 

         The present work depicts development of an experimentally validated multiphase flow 

numerical model of cooling slope slurry generation process. Eulerian multi-phase flow approach is 

considered to investigate the effect of key process variables i.e, slope angle variations and melt 

treatment conditions, to identify the optimum set of process variables, to achieve desired thermo 

physical and morphological properties within the generated semi solid slurry. Good agreement 

between numerical predictions and experimental measurements confirms application potential of the 

present multiphase model to develop automobile, aviation components with significantly enhanced 

structural integrity, out of the cooling slope generated slurry, by enabling process control in the in 

house developed Rheo pressure die casting system. 
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Fig. 1: (a) comparative distribution of slurry temperature, and (b) slope exit solid fraction. 

  
Fig. 2: Microstructural morphology of the primary solid particles: (a) grain size and (b) sphericity. 

 
Fig. 3: (a) comparative slurry viscosity, and (b) grain size distribution of melt treated slurry. 
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ABSTRACT 

A 3-D conjugate numerical model for convective drying of cylindrical disk of potato sample with 

diameter 40 mm and height 10 mm is developed using COMSOL Multiphysics 5.3a commercial 

software. The present numerical model considers simultaneous heat and mass transfer inside the moist 

porous material as well as with the air domain. In this conjugate model, full continuity is assumed for 

heat and mass transfer through the food surface, to solve for temperature and concentration seamlessly 

across the interface. An internal evaporation is considered inside the porous material and water 

activity rate equation is implemented in order to determine the amount of evaporation. Thus the 

numerical model captures the actual physics of the problem and hence predicts the accurate drying 

behaviour close to experimental results. The air inlet velocities chosen for the numerical study are 2, 

4 and 6 m/s and air inlet temperatures are assumed to be 40 °C, 50 °C and 60 °C. 

Key Words: Conjugate modelling, convective drying, heat and mass transfer, cylindrical potato disk. 

1. INTRODUCTION 

Drying is a complex phenomenon which involve two processes. In the first process, heat transfer from 

the surrounding air to the surface of the moist object occurs by convection and/or radiation and from 

surface to the inside through conduction. In the second process, internal moisture is first transferred 

to the surface of the solid by diffusion and then from the surface to the surrounding air through 

evaporation. The various food products are dried to enhance shelf life, lower packaging cost, reduce 

shipping costs, enhance appearance, maintain original flavour and retain nutritional value. There are 

different type of drying methods such as convective drying, solar drying, freeze drying, contact 

drying, dielectric drying and natural air drying. Out of these drying methods, convective drying is 

most popularly used in commercial industries, due to its simplicity and cost effectiveness, like 

agricultural and food industry, building materials, bio-oil industry, paper industry, textile industry, 

chemical/ceramic industry, coal drying in power plants etc. 

Most of the drying models in literature have been developed with simplifying assumptions. Some 

common assumptions are constant heat transfer coefficients at the surfaces, non-inclusion of 

evaporation and water activity etc. These assumptions may result in poor prediction of drying 

behaviour. Even though some of the models use time varying heat transfer coefficients, none of the 

models uses coupled modelling of the moist food material and the drying air to solve heat and mass 

transport simultaneously along with momentum transport in air domain. Further a full 3-D numerical 

model is not available for cylindrical geometries. It is required to develop a coupled model for better 

prediction of drying behaviour of the moist food materials. Moreover, it is also required to predict 

drying behaviour of cylindrical food materials as many food products are available as cylindrical 

slices.  

The existing numerical models found in the literature have considered several other assumptions for 

simplification of the analysis. For example, surface evaporation and internal evaporation from the 

moist object has not been considered by most of the researchers. The effect of shrinkage in drying 

has also been less studied, except a few [1-2]. Another shortcoming that can be seen in the existing 
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numerical model is the decoupling of heat and moisture transfer phenomena inside the food material 

from the flow field around the moist object. In most of the studies flow field is solved separately to 

determine the boundary conditions for the heat and mass transfer problem. It could really give some 

more insight if a conjugate model of fluid flow around the food material and the food material can be 

developed. Also most of the numerical models are either 1-D or 2-D, except a few 3D model [3-4]. 

In case of existing decoupled models, most of the researchers used constant heat and mass transfer 

coefficient around the food material. But in real situation, the heat and mass transfer coefficient vary 

with respect to temperature gradient and the flow velocity, which implies that it will be spatially 

dependent. So a detailed numerical analysis by overcoming the limitations mentioned above will help 

to get a better insight of physics of drying. 

In present  work, a 3-D conjugate numerical model is developed which determines temperature and 

moisture distribution inside the moist food material. The model is as realistic as possible to replicate 

the experimental data with closest accuracy because governing equations of moist food material 

domain and drying air domain are simultaneously solved through continuity of flux at interfaces 

instead of solving flow separately and applying surface transfer coefficients. Further this model 

implements porosity parameter of moist food material and so the moisture dependent properties are 

used for the food material. Internal evaporation of moisture is also incorporated in the present model. 

2. MODEL DESCRIPTION AND COMPUTATIONAL METHODOLOGY 

Model used in the present numerical study is simulated in COMSOL Multiphysics 5.2a. Because of 

the symmetry of food domain and drying air domain, 1/4th part of the total domain, as shown in 

Figure 1, is numerically solved to save the computational cost. The dimensions of duct are 0.45 m x 

0.1 m x 0.1 m. Simulations are carried out for cylindrical moist food material (D =4 cm, H = 1cm). 

Four studies viz. flow, heat transport, liquid species transport and vapour species transport are carried 

out simultaneously in drying chamber domain. For conjugate model, temperature and vapour 

concentration variable is taken to solve both porous and air domains of the drying chamber which 

maintains the continuity of heat and mass fluxes across the interfaces between moist food material 

and drying air.  

 

FIGURE 1. Computational domain. 

A very fine unstructured mesh of tetrahedral shape is generated near the wall of the moist food object, 

to capture the gradients.This unstructured mesh has 2624729 domain elements. K-epsilon turbulance 

model is used to solve the flow fleld which can predict good results for flow over bluff body. The 

problem is unsteady and hence a time dependent solver is used. All phenomena are simultaneously 

solved in porous food material and air domains. Absolute and relative tolerances have been selected 

10-6 and 10-4 respectively. A grid independence test is performed for present numerical model by 

varying grid sizes. For this purpose, simulations are carried out at the operating conditions: inlet air 

temperature of 333 K and inlet air velocity of 6 m/s. The grid independency test is performed by 

creating coarse, fine and finer unstructured mesh. The maximum and minimum grid size for mesh 1, 

2 and 3 are 0.0030 m and 3.2e-4 m, 0.0025 m and 2.8e-4 m, and 0.0020 m and 2.2e-4 m respectively. 

Variation of non-dimensional moisture content with time is plotted with all three grids and it is found 

that all three grids are sufficiently close to each other. So, to save the computational time and to 

maintain better accuracy, grid 2 is selected for the present numerical model. For transient study, the 
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maximum time step size for the simulations performed in the COMSOL is taken as 0.01 s. The 

software uses adaptive time-stepping and can reduce time step till convergence criteria is satisfied. 

3. RESULTS 

Numerical model is validated with the experimental results published by Hasini et. al. [2] as shown 

in Figure 2. Variation of non-dimensional moisture content with time is compared for air inlet velocity 

of 1 m/s and air inlet temperature of 313 K. Here non-dimensional moisture content is defined as ratio 

of instantaneous to initial moisture content. The rectangular potato sample of size 45 x 20 x 10 mm 

is taken as moist material for validation purpose. 

       

FIGURE 2. Validation of numerical results with the Hasini et. al. [2] (a) and with the present 

experimental results (b). 

   

FIGURE 3. Variation of non-dimensional moisture content with drying time at air inlet temperature 

of 313, 323, 333 K and air velocity of 2 m/s (a) and at air inlet velocity of 2, 4 and 6 m/s and inlet 

temperature of 313 K (b). 

The numerical model is also validated with the experimental results performed at IIT Delhi. The 

results are compared at air inlet velocity of 4 m/s and air inlet temperature of 313 K. The purpose of 

comparison of numerical results is to demonstrate that the numerical model is useful when applied 

for all practical conditions of convective drying. It assures that the numerical solution is valid and 

reliable for various conditions. Figure 3 shows the variation of non-dimensional moisture content 

with drying time at different air inlet temperature and at different air inlet velocities. It is found that 

there is noticeable influence of both air temperature and velocity on the drying rates. Moreover, the 

effect of temperature is more on the drying rate as compared to the effect of velocity. At higher 

temperature, the temperature gradient between the moist object and air is large which results in a 

higher diffusion rate and hence a faster drying rate. 

Figure 4 shows the variation of temperature of moist potato sample with respect to time at different 

air inlet temperature and velocity. In Figure 4 (a), for air inlet temperature of 313 K,  temperature of 
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potato sample rises sharply up to approximately 299 K in 12 minutes and remains almost constant for 

approximately for 1 hour. After that temperature rises steadily until the equilibrium reached. The 

similar trend is observed for other temperatures. In Figure 4 (b), as the air velocity increses the heat 

transfer coefficient also increases which results in increase in heat flux due to which the food material 

temperature rises.  

   

FIGURE 4. Variation of temperature with drying time at (a) air inlet temperatures of  313, 323, 333 

K and air velocity of 2 m/s and (b) air inlet velocity of 2, 4, 6 m/s and inlet temperature of 313 K. 

4. CONCLUSIONS 

A 3-D conjugate numerical model is developed for convective drying of cylindrical potato disk. The 

numerical model simultaniously solves heat and mass transfer through the porous food material as 

well as in the drying air domain. The moisture content of the potato sample predicted by the numerical 

model is close to experimental observations under different operating conditions. The temperature 

and moisture distribution is determined under different operating conditions at different drying time.  
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ABSTRACT 

Requirements of light weight compact heat exchangers in power, process and aerodynamic 
applications have resulted in the development of specifically designed heat transfer surfaces. In 

some of these applications, heat transfer coefficients on the surfaces are significantly low. In order 

to increase heat transfer between flowing fluid and heated surface, winglet type vortex generator 
can be used. Heat transfer enhancement using winglets has been studied numerically for hydro-

dynamically fully developed and thermally developing flow inside a square duct for Reynolds 

number (Re) ranging from 8000-80000. Air is used as the working fluid. Constant heat flux 
boundary condition is applied on the bottom wall of duct. The rest of the three walls of duct are well 

insulated. Low Re k-ε turbulence model is used to formulate the problem for the computational 

domain with well-defined initial conditions for turbulent kinetic energy and dissipation rate to 

account for near wall turbulence and mixing. A grid independency test for optimum mesh is also 
performed. Rectangular winglet is placed inside duct at the initiation of thermal entrance region 

with the angle of attack as controlled parameter. These winglets induce stream wise vortex 

shedding. Vortices disrupt the development of the thermal boundary layer and thereby enhance rate 
of heat transfer between the working fluid and the heated surface. Present study compares the 

effectiveness of these longitudinal vortex generators in the form of winglets to increase the heat 

transfer coefficient between heated surface and flowing fluid. 

It is shown that presence of winglet induces a wake region with bulk mixing in turbulent regime 

thus disturbing the flow behind the vortex generator and augmenting local heat transfer. 

Enhancement of heat transfer is validated from the increase in bulk fluid temperature and local 

Nusselt number in the vicinity of the wake region. It is concluded that forced convective heat 
transfer can be increased significantly with increase in Reynolds number and the angle of attack of 

the winglet.  

Key Words: Heat transfer in ducts, Winglet, Vortex, Low Re k-ε model, Turbulent force convection. 

 1. INTRODUCTION  

Many methods for enhancing heat transfer of gaseous ambient have been studied for industrial 
applications primarily in heat exchangers. Passive augmentation methods usually offer the 

advantages of less complexity, lower capital cost, and higher reliability where space compactness is 

desired [1]. Improving the performance of these heat exchangers can have a significant impact 

through improvements in energy efficiency. Technique of vortex generation using winglets to 
enhance heat transfer has been widely offered for real life applications. Protrusions in the form of 

winglet can be mounted on heated surface to generate longitudinal vortices. These induced vortices, 

mixes the fluid near the heated plate with free stream fluid and this bulk mixing is the primary 
mechanism for heat transfer enhancement through vortex generation [2]. The swirling motion of 

fluid at different locations over heated surface along stream wise direction using winglet is desired. 

This swirl flow enhances the bulk fluid mixing and heat transfer. 
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In the present study, 3D turbulent forced convection heat transfer in a square duct configuration has 
been carried out for different orientation of winglet under steady state conditions. The objective of 

present numerical study is to compare the heat transfer enhancement with the use of winglets and 

can be employed to assist in designing real life experimental investigations. 

2. PROBLEM DISCRIPTION 

Hydro-dynamically fully developed and thermally developing turbulent forced convective flow with 

air as the working fluid inside a square duct of dimension 200 cm (L) and 10 cm x 10 cm cross-

section is modelled. Figure 1 shows the schematic of the duct with winglet orientated at 45°. Fluid 
thermo-physical properties are considered at free stream temperature. Stainless steel 304 plate is 

used as test specimen. Winglet of cross-section 5 cm x 2 cm and thickness of 5 mm is orientated at 

different attack angles. Effect of presence of winglet and its orientation on plate average Nusselt 
number along the axial direction of flow is compared for different values of flow Reynolds number. 

Constant heat flux boundary condition is applied to the plate.*                   

 
 
Figure 1: (a) 3D computational domain of duct with winglet in COMSOL Multiphysics®, (b) 

schematic diagram of computational domain in 2D cut plane.  

3. NUMERICAL METHOD 

Near wall region modelling is employed as it is important because solid walls are main source of 
vorticity and turbulence i.e., large variation in turbulent kinetic energy and turbulence dissipation 

energy. Flow separation and reattachment are strongly dependent on a correct prediction of 

development of turbulence near walls. Low Re k-ε turbulence model with damping function 
approach is incorporated to have an approximate prediction of flow near the solid walls [3]. The 

equations are integrated to the wall with an equilibrium condition for k and ε. Damped parameters 

are used to account for the behaviour of eddy viscosity. Numerical simulation is based on the 
solution of a coupled system of non-linear partial governing differential equations (PDEs); due to 

this, a numerical approach is employed based on damped Newton-Raphson method to solve the set 

of equations. Finite element formulation based commercial software COMSOL Multiphysics® has 

been used. Successive mesh refinement technique is applied for convergence and reducing residual 
error. A grid independency test is also performed to have an optimum mesh size for different cases. 

The Parallel Sparse Direct Solver (PARDISO) which is based on LU decomposition method is 

employed to solve a system of non-linear equations generated at each and every Newton-Raphson 
steps during computation. Results from numerical simulation are used to predict the flow 

characteristics in the vicinity of the walls. Variation of flow velocity (u) and wall temperature (T) 

fields in the computational domain can be visualized. 

The accuracy of results obtained from COMSOL Multiphysics® can be validated by comparing the 

hydro-dynamically full developed turbulent velocity profile of numerical solution with that of 

                                                             
* Experimental validation of numerical results is ongoing using the Liquid crystal thermography technique to 

visualize the variation of wall temperature. 
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turbulent power law velocity profile [6]. Surface plots have been generated to report for the 
variation in wall temperature. To compare heat transfer augmentation, plate average Nusselt number 

is plotted along the axial direction for different cases. 

4. RESULTS 

Multiple computations have been performed at different Reynolds numbers and angle of attack of 
the winglet. Fully developed velocity profile obtained from the numerical solution is compared with 

the power law velocity profile, as depicted in Figure 2 (b). For Re = 50000, wall temperature 

variation over the heated surface with and without the presence of winglet is shown in Figure 3 with 
attack angle of winglet 30° and 45° respectively. The formation of a wake region behind the winglet 

disrupts the flow and enhances the bulk mixing of the fluid. As a result, the wall temperature 

decreases subsequently which enhances the heat transfer between the heated surface and the fluid. 

Higher value of Reynolds number implies higher mass flow rate of working fluid entering in duct 

which increases the momentum of fluid and presence of eddies near the solid walls lead to 

recirculation of flow, which as a result of the presence of the winglet leads to a secondary flow. The 

interaction between these secondary flows with the primary flow of fluid is the main reason for bulk 
fluid mixing resulting in an increase in heat transfer near the heated surface. The average wall 

temperature change along a cross-section cut in the plane of plate along winglet width in Figure 4 

(a) shows that behind the winglet there is small heated zone where temperature is high due to flow 
being obstructed by winglet and after that sudden drop in temperature can be seen along the axial 

direction due to the bulk mixing of secondary eddy flow with the primary flow. Due to this 

phenomenon there is an increase in the average Nusselt number of heated surface. 

                   

Figure 2: (a) Grid independence test for optimum mesh size at Re = 50000, (b) comparison of 

numerical and power law velocity profile solution for non-dimensional fully developed turbulent 

velocity profile. 

 

Figure 3:  Temperature variation over heated surface for (A) Re = 50000 without winglet vs. 
winglet with attack angle (B) 30° and (C) 45° respectively.   
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Figure 4: (a) Variation of average wall temperature over a plane cut along winglet width, (b) Plate 
average Nusselt number variation along the axial direction for Re = 50000 without winglet and with 

winglet for 30°, 45° inclination angle case. 

From the above discussion, it is evident that in the vicinity of winglet there is a reduction in average 
wall temperature which is beneficial in enhancement of plate average Nusselt number at the desired 

locations, which clearly depicts the effectiveness of using winglet. 

5. CONCLUSIONS 

Augmentation of heat transfer during forced convection can be achieved by incorporating vortex 
generators along stream-wise direction. Results of present study shows that up to 42 percent 

increase in heat transfer coefficient can be achieved for different Reynolds number and attack angle 

of winglet as compared to the case where no winglet is used. Heat transfer increases significantly 
with attack angle of winglet. This shows that flow obstruction and disruption of boundary layer 

using vortex generators can locally enhances heat transfer at desired locations by suitably adjusting 

its orientation. 
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ABSTRACT 

In this work, the Volume of Fluid (VOF) [1] method is used to study bubble dynamics and collapse 

of bubbles on free surface in a rectangular domain with single as well as double inlets. The 

simulation is done using open source CFD software OpenFOAM-3.0.1. The conservation 

equations for mass and momentum, which incorporates the influence of surface tension and gravity, 

are solved by using PIMPLE algorithm. The physical model for the simulation process is a 2D 

rectangular domain with a width of 50 mm and height of 100 mm. In order to study the collapsing 

of bubble on surface, ullage area of 15% was considered within the domain. Numerical computation 

was performed with multiphase solver interFoam. Modelling of the geometry, meshing and 

setting the boundary conditions were done, using OpenFOAM software. The simulation results 

were compared with available literature results and found that the bubble formation and dynamics 

are in good agreement. The behaviour of gas bubbles emanating from two adjacent orifices at 

different gas velocities are studied. Mixing behaviour in the bulk liquid due to bubble formation 

under different inlet gas velocities was also numerically investigated. The impact of surface tension 

of bulk liquid on collapsing of bubble on free liquid surface is investigated numerically.  

Key Words: Bubble dynamics, Bubble coalescence, interFoam, OpenFOAM, VOF, CFD. 

1. INTRODUCTION 

Gas-liquid bubble columns are extensively used as reactors and multiphase contactors in chemical, 

biochemical, petrochemical industries and in various other engineering applications. It has 

numerous advantages, which can be explained in terms of higher heat-mass transfer rates, efficient 

inter-phase interaction, compactness, low operating and maintenance cost etc. Even though a large 

number of studies prevail in the literature, bubble column studies are still not well established 

because majority of these studies were often carried out on only one phase, i.e., either gas or liquid. 

However, in bubble columns the primary focus should be given to the interaction between the 

different phases, which are in fact mutually linked. Bubble performance is crucial in defining the 

fluid characteristics in bubble columns.   

In the present work, the VOF [1] technique is applied in the simulation of bubbling characteristics 

and collapse at free liquid surface. The simulation dealt with bubble behaviour in a 2D rectangular 

domain with double orifice of small diameters in contrast to the single orifice simulations carried 

out earlier using other CFD tools. So far, no studies have been reported on bubble dynamics and 

collapse at free surface in a rectangular container with single or double orifices using OpenFOAM. 

The time for bubble detachment, average bubble diameter and the agglomeration and mixing rates 

of bubbles are deliberately scrutinized by utilizing computer simulations.  

2. VALIDATION  

For validating the methodology used in the present study, the work of Ma et al. (2012) [2] was 

considered. The comparison of bubble diameter with inlet gas velocity was investigated. It was 

observed that with increase in inlet gas velocity, the bubble average diameter increases, as shown in 

figure.1. The results of the present study are in good agreement with Ma et al. (2012) [2] and the 

relative error were within 5%.  
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FIGURE 1. Bubble diameter vs. Inlet gas velocity, Orifice diameter Do= 0.5 mm. 

3. ANALYSIS  

In the present study, a rectangular domain of 50 mm width and 100 mm height is considered. 

Figures 2 (a) and 2 (b) show the rectangular domain with single and double inlet respectively.  

     

           (a)        (b)              (c)                 (d)                  (e) 

FIGURE 2. (a) Rectangular domain with single inlet. (b) Rectangular domain with double inlets. (c) 

Rectangular domain having ullage area with single inlet. (d) Computational model of rectangular 

domain. (e) Enlarged view near the inlet orifice. 

The geometry depiction and dimensional details of rectangular container with 15% ullage area is 

shown in figure 2 (c). The grid is shown in figure 2 (d). An enlarged view of rectangular region near 

the orifice is shown in figure 2 (e). Finite volume method (FVM) is used for the discretization of 

continuity and momentum equation. PIMPLE algorithm is employed to convert PDE to a system of 

algebraic equations and is solved concurrently. The Piecewise Linear Interface Calculation (PLIC) 

method is applied here for the reconstruction of fluid interface. Numerical computations are 

performed with well-known multiphase solver interFoam. For these simulations a small time 

step of the order 0.1 ms is considered. The gas inlets are defined as velocity inlets. Walls are 

defined as no-slip. For checking the dependency of number of cells on the analysis, five ranges of 

cell numbers are used. The results show that a representative accuracy can be attained in bubble 

behaviour simulation with cell number 9.00e+05 and, the precision did not improve even if a higher 

cell number used [3].  

4. RESULTS 

 

4.1 Influence of inlet gas velocity on bubble behaviour without considering ullage area. 

 

The influence of inlet gas velocity on bubble detachment time, diameter of bubble and free liquid 

surface deformation were numerically simulated and the results were shown in this section. Figure 3 

and 4 show the bubble formation and detachment using single and double inlet when inlet gas 
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velocity (Vg) is 0.3 and 0.7 m/s. In which the blue part shows the liquid phase and the red portion 

shows the air bubble. At the initial stage the bubble develops and grows but the gas bubble neck 

still remains in contact with the orifice mouth. The surface tension force plays an important part in 

this moment. When the buoyancy force on the bubble over rules   the liquid drag force, bubble get 

detached from the orifice and finally get deformed. The process is repeated for the consecutive 

bubbles. From the void fraction contours (figure.3 and 4) it can be observed that the upper first 

bubble get deformed in a much faster rate than the lower rising bubble. This is because of the fact 

that the upper first bubble flows through the dormant liquid, while the lower travels through the 

wake region left behind the upper leading bubble. A lower drag force is created for the lower bubble 

due to the wake left behind the upper bubble. Hence the relative distance between two bubbles gets 

decreased with time. Subsequently the bubbles get collided to form a larger bubble. The analysis 

reveals that the average bubble agglomeration rate for both single and double orifice cases increases 

with inlet gas velocity.The variation of detachment time for first and second bubble for both single 

and double inlet cases are shown in figure 5 (a) and 5 (b) for various inlet gas velocities. Both the 

graphs show a downward trend this is because of bubbles get detached from the orifice mouth with 

less time with the increment in inlet gas velocity. 

 

  
          (a)    (b)          (c)   (d)          (e)    (f)          (g)     (h) 

FIGURE 3.Bubble behaviour for various inlet gas velocities when Do= 0.5 mm, (a) t= 0.17s, (b)t= 

0.24s, (c) t= 0.31s, (d) t= 0.38 s, (a–d) Vg= 0.3 m/s,(e) t= 0.1s,(f) t= 0.15s, (g) t= 0.22s and (h) t= 

0.8s, (e)–(h) ) Vg=  0.7 m/s (Single inlet) 

  
         (a)    (b)          (c)   (d)          (e)     (f)          (g)    (h) 

FIGURE 4.Effects of inlet gas velocity on single bubble behaviour when Do= 0.5 mm, (a) t= 0.17s, 

(b)t= 0.24s, (c) t= 0.31s, (d) t= 0.38 s, (a–d) Vg= 0.3 m/s, (e) t= 0.1s, (f) t= 0.15s, (g) t= 0.22s and 

(h) t= 0.8s, (e)–(h) Vg= 0.7 m/s (Double inlet) 

 
(a)     (b) 

FIGURE 5. (a) Bubble detachment time for various inlet gas velocities (Single inlet). 5. (b) Bubble 

detachment time for various inlet gas velocities (Double inlet).   
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4.2 Effect of surface tension on free liquid surface collapse considering ullage area. 

The impact of surface tension on free liquid surface deformation due to bubbling is shown in figure. 

6 and 7. Figure.8.a and b shows the variation in bubble detachment time and bubble diameter under 

various values of surface tension for both single and double inlet cases. The free liquid surface 

deformation rate depends on bubble detachment time and bubble diameter. As the surface tension 

value is increased the detachment time increases and bubbles get detached from the orifice mouth at 

slower rate hence more amount of air is entrapped within the gas bubbles. Therefore average bubble 

diameter increases with increase in surface tension of bulk liquid. At higher values of surface 

tension, for both single and double inlet cases due to the increment in the detachment time less 

number of bubble are available at the top end near to the ullage area which is clear from figure.6 

and 7. This leads to less turbulence effect and hence collapsing rate of free liquid decreases with 

increase in surface tension. 

 

  
      (a)             (b)         (c)              (d)           (e)      (f)            (g)      (h) 

FIGURE 6. Effect of surface tension on free liquid surface collapsing when Do= 0.5 mm, (a) t= 

0.46s, (b) t= 0.56s, (c) t= 0.66s, (d) t= 0.76s. (a)-(d) Vg= 0.9 m/s, σl=0.0482 N/m, (e) t= 0.46s, (f) t= 

0.56s, (g) t= 0.66s, (h) t= 0.76s, (e)-(h) Vg= 0.9 m/s, σl=0.0728 N/m. (Single Inlet) 

  
       (a)              (b)          (c)    (d)             (e)        (f)             (g)       (h) 

FIGURE 7.Effect of surface tension on free liquid surface collapsing when Do= 0.5 mm, (a) t= 0.46s, 

(b) t= 0.56s, (c) t= 0.66s, (d) t= 0.76s. (a)-(d) Vg= 0.9 m/s, σl=0.0482 N/m, (e) t= 0.46s, (f) t= 0.56s, 

(g) t= 0.66s, (h) t= 0.76s, (e)-(h) Vg= 0.9 m/s, σl=0.0728 N/m (Double Inlet) 

 
     (a)      (b) 

FIGURE 8.a. Variation in bubble diameter and detachment time with respect to different surface 

tension (Single inlet). 8.b. Variation in bubble diameter and detachment time with respect to 

different surface tension (Double inlet). 
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5. CONCLUSIONS 

Volume of Fluid (VOF) method was successfully used to numerically investigate the bubble 

formation, dynamics and free liquid surface deformation in a rectangular domain with single and 

double inlets. The numerical investigation was carried out by using the software OpenFOAM-

3.0.1. Compared to other front tracking methods the VOF method has less computational 

intricacy, higher accuracy, and is easier to understand. The validation of the methodology has been 

done with respect to the results obtained by Ma et al. [2]. From the investigations the following 

conclusions are drawn. The average bubble diameter increases with increase in inlet gas velocity 

whereas the bubble detachment time reduces with the increment in inlet gas velocity for both single 

and double inlet case. The liquid surface deformation rate decreases with increase in surface tension 

of bulk liquid  
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ABSTRACT 

Molecular dynamics simulations of the nano droplets of the ionic liquid 1-ethyl-3-ethylimidazolium 

tetrafluroborate (EMIM-BF4) subjected to large external electric field were performed. It is believed 

that under external electric field the rearrangement of liquid molecules alters the intermolecular 

interactions and the forces developed influence the surface tension. With this intention we have 

calculated the surface tension using Irving-Kirkwood pressure tensor method. Surface tension has 

been estimated for various sized nano-droplets and it is observed that, there is a decrease in the 

values of the surface tension with a decrease in the drop size. The study also confirmed Rayleigh 

limit by calculating the number of surface charge present at every time step, which indeed denotes 

an instance of ion emission from droplet. 

Key Words: Surface tension, Electric field, Electrospray propulsion, Nano-drops. 

1. INTRODUCTION 

Electro-spray propulsion thrusters are based on electrostatic acceleration of droplets and/or ions that 

are emitted by an electrically conducting fluid like ionic liquids through small capillaries while 

applying a potential difference between an extraction electrode and the capillary tube. When 

thrusters are operated in droplet mode maximum thrust is obtained and if it is operated in an ionic 

mode maximum specific impulse is obtained. The liquid interface that coming out of the capillary 

tube forms a conical shape due to the application of an electric field, which is called Taylor cone. 

Taylor [1] developed a detailed theory which opened the door of a new propulsion method. In ionic 

liquids positive ions near the liquid surface destabilizes the liquid surface when electric field is 

applied and drawn by the shear stress generated by electrostatic force. These electrostatic forces 

overcome the surface tension force resulting in electro hydrodynamics tip streaming. The objective 

of this study is to model nano-droplets and to obtain the variation of surface tension of droplet 

under the influence of electric field. Ionic liquids are desirable for electro-spray thrusters under 

vacuum conditions because of its important properties like high viscosity, wide liquid range, 

thermal stability, negligible vapour pressure and good electrical conductivity.  

2. METHODOLOGY 

Laplace is the one who noticed that the droplet is stabilized by a pressure difference across the 

interface and it is balanced by contracting force on the spherical surface. Finding surface tension 

based on thermodynamic analysis fail at nano-scale, as they do not give any prescription for density 

profile or pressure tensor in terms of intermolecular forces. The Irving-Kirkwood pressure tensor 

method describes a statistical approach to calculate the surface tension considering the molecular 

nature of liquid drop [2]. The Rayleigh limit [3] is the number of charges that a fluid drop can hold 

without undergoing disintegrates due to coulombic repulsion overcoming surface tension. On the 

application of electric field, droplets begin to reorient and the charge density of the droplet at the 

surface increases. Consequently the electrostatic pressure increases, which tends to increase the 

drop radius in the direction of the applied electric field. When electrostatic pressure is greater than 
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the surface pressure, coulomb repulsion exceeds the surface tension, and then the drop explodes into 

a jet-fission mode. The Molecular dynamics (MD) simulation are carried out using LAMMPS [4] to 

model the system for estimating the surface tension of ionic liquid nano-droplets. An interaction 

between the molecules is defined using modified AMBER force field. Studies have reported the 

critical electric field required for ion emissions from ionic liquid nano-droplets as 0.985 V/nm and 

observed the elongation of spherical drop to form the Taylor cone [1]. Surface tension is not a 

strong function of droplet size above the critical radius [5] and decreases with a decrease in the size 

of a drop.  

3. RESULTS 

The ionic liquid drop is brought to desired temperature by assigning velocities to each atom by 

drawing values randomly from the Maxwellian velocity distribution. The ionic liquid drop is then 

allowed to equilibrate at 300 K for 0.5 ns by monitoring canonical (NVT) ensemble using Nose-

Hoover thermostat followed by 0.5 ns of micro-canonical (NVE) ensemble. The density profile 

obtained for EMIM-BF4 molecules is shown in Figure 1(a) for various droplet sizes. The values 

plotted are time averaged from the data obtained during production run after the equilibration phase. 

Radial binning is performed with the help of a post processing code. The number density as 

function of radius is calculated by counting the number of atoms in each radial bin and subsequently 

the density is found. A hyperbolic tangent function is used to fit the data obtained by binning to 

obtain the radius of the droplet. We have used Irving-Kirkwood pressure tensor method [2] to 

calculate the surface tension. The normal component of pressure tensor is calculated by obtaining 

the pairwise forces from simulation, i.e both Van der Waals and electrostatic forces acting on 

surface atoms. Daily [6] calculated the surface tension of ionic liquid EMIM-BF4 using MD and 

reported as 88.09 dyne/cm, which are almost double the values obtained from the reported 

experiments [7]. As expected the surface tension values thus calculated shows significant variation 

with different radial bin sizes, as the chain length of EMIM
+
 itself is of around 0.5 nm. The value of 

the surface tension obtained using a radial bin of size 1 nm is 52.32 dyne/cm and this is in good 

agreement with the experimental results [7]. We repeated the procedure for 64, 80, 100, 125, 216 

and 343 EMIM-BF4 molecules to study the variation of surface tension with the size of the drop. 

Figure 1(b) shows the resulting profiles of surface tension for various droplet sizes.  

 

FIGURE 1. (a) The hyperbolic tangential fit of the density data and (b) Surface tension profiles for 

various EMIM-BF4 droplet sizes. Label denotes the number of ion pairs in the droplet.  

The surface tension values obtained for every drop size calculated from MD is being tabulated in 

Table 1. There is a gradual decrease in the value of surface tension with the decrease in droplet size. 

It has been reported that the droplets having radius less than 1.8 nm are not structurally stable and 

macroscale theoretical descriptions are not applicable [5]. From the present study it is clear that 

surface tension remains almost constant for those drops with radius above 1.8 nm and below this 

radius, surface tension decreases. 
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Number of  

molecules 

Theoretical 

prediction (nm) 

MD  

calculation (nm) 

Surface tension 

(dyne/cm) 

64 1.59 1.56 47.93 

80 1.71 1.69 48.97 

100 1.84 1.82 50.99 

125 1.98 1.98 52.32 

216 2.38 2.36 52.57 

343 2.78 2.75 53.16 

TABLE 1. The radius and surface tension of the droplet with various sizes. 

As the radius of the EMIM-BF4 droplet is well above critical radius value, it is further investigated 

under electric field. Once the system is equilibrated, electric field is applied. The critical value of 

the electric field, required for the emission of ions is 0.985 V/nm. Due to computational constraints 

we have considered comparatively higher electric field strength to accelerate the process of ion 

emission. Figure 2 shows the various stages of ion emission process from the droplet with time 

varying from 0 to 0.58 ns, after which the droplet completely dissociates at 1.4 V/nm. The 

procedure of ion emission from the droplet is considered as a stochastic procedure because the 

various simulations performed by changing the random seed for assigning the velocities during 

initialisation, completely changes the dynamics of the drop. Figure 2(b, c and d) shows the Taylor 

cone like formations at the tip of the droplets on both the end of drop in the direction of electric 

field applied, and in the process droplet starts loosing ion and ion clusters from the tip of the cones 

in both the directions. This directly depicts the process in electro-spray propulsion where ions are 

pulled out of the capillary tube using the electrodes by applying the potential difference. Figure 2(e 

and f) shows the stages of the droplet becoming unstable, oscillating and drifting in one direction 

since the net charge was not neutral. The droplet becomes elongated, so as to form Taylor cones and 

eventually undergo complete disintegration at 0.6 ns.   

 

FIGURE 2. (a) 0.0, (b) 0.3, (c) 0.4, (d) 0.5, (e) 0.55 and (f) 0.58 ns after applying  

electric field (1.4 V/nm) to EMIM-BF4 droplet in the positive x direction. 

Figure 3(a) shows the variation of surface tension with and without electric field. The 1 ns time 

averaged value of surface tension without the electric field applied is obtained as 52.32 dyne/cm for 

EMIM-BF4 droplet. On the other hand surface tension of the same droplet with electric field is 

determined by taking the moving average due to stochastic behaviour of the system, for very short 

time until only two ion emissions occur. The droplet starts deforming after this and the prediction of 

the surface tension become too tedious to be attempted. As soon as we apply the electric field, the 

droplet starts rearranging itself and orientation of the droplet is completely modified within a time 

period of 0.03 ns. The sudden increase in the value of the surface tension observed in the first 0.03 

ns is due to the reorientation of droplet into the direction of electric field. A sudden decrease in 

surface tension is observed after the time period of 0.06 and 0.14 ns and this could be due to the 

rapid emission of ions when electric field is applied. To quantify further we used the Rayleigh limit 

to determine the emission of ion from the droplet. Figure 3(b) shows the change in the number of 

surface charge after applying electric field to EMIM-BF4 droplet. The Rayleigh limit calculated as 
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9.25 for the droplet. The large jump observed in the number of surface charges in the first 0.03 ns is 

due to the reorientation of droplet in the direction of electric field and the sudden decrease in the 

number of charges is observed due to the emission of ions, i.e loss of surface charge as it reaches its 

limit. In previous reports, the emission of ion from droplet is observed when the number of surface 

charges reaches 90% of the predicted Rayleigh limit. In the present study, the ion emission occurred 

when number of surface charges reach 95% of the predicted Rayleigh limit. 

 

FIGURE 3. (a) Temporal evolution of surface tension with and without electric field (b) Number of 

surface charge after applying electric field to droplet 

4. CONCLUSIONS 

The Irving-Kirkwood pressure tensor method is used to calculate the surface tension of EMIM-BF4 

droplet. The equilibrium MD is performed to study the surface tension of ionic liquid droplets of 

various sizes. Surface tension remains constant above 1.8 nm and its value decreases below the 

critical radius. Observed large increase in the surface tension in the first 0.03 ns of the application 

of the electric field is due to the reorientation of droplet into the direction of electric field. The 

significant decrease in the surface tension observed could be related to the emission of ions when 

the electric field is applied. The Rayleigh limit is used to determine the reason and occurrence of 

ion emission. It is observed that the ion emission from droplet is observed when the number of 

surface charges reaches 95% of the theoretically predicted Rayleigh limit. 
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ABSTRACT 

Worldwide use of materials, energy and water resources are greatly impacted by the construction 

and operation of buildings. Around 40% of the world’s energy and materials are used by the 

building construction and operation. The chief energy consuming components in buildings are the 

building envelope, heating, ventilation and air conditioning equipment and energy driven devices 

and appliances, including lighting. The conservation of energy of all these systems can be done by 

implementing various measures, load management technologies and by switching to energy-

efficient equipment. Analysis led design revolutionized the approach of building load management.  

It mainly includes the structural and fluid flow analysis of the building where energy utilization 

pattern is to be mitigated.  The fluid flow analysis deals with computational heat transfer study of 

the building where before the actual construction, the pattern of heat and fluid flow can be 

quantified.  In the present study, a single storied building, with two windows and a door, located in 

New Delhi, has been computationally analysed using conservation of mass, momentum and energy.  

The efficacy of the study lies in the estimation of solar loading to which the building is exposed.  

The solar loading on each surface of the building is computationally estimated for two days having 

worst summer condition and the worst winter condition in the month of May and December 

respectively.  This is followed by the comparison of the results with the other observed values at the 

onset. These results are then used to find out the heat gained by each surface of the building and 

finding an optimum orientation for the building based on the winter and summer heat load. Finding 

an optimum orientation based on the heat load of the building can therefore help architects and 

designers to design the buildings for minimum or maximum heat load, based on the need of the 

location, thus, conserving energy using passive solar architecture. 

Key Words: Solar loading, Direction Optimization, Solar Air Temperature, Solar Radiation model 

1. INTRODUCTION 

The energy audits of buildings carried out by the Bureau of Energy Efficiency (BEE) shows that 

buildings have around 30%-50% energy savings potential . Significant amount of energy saving is 

possible from changes in building construction, climate sensitive design, use of locally appropriate 

material, and operations [1]. In this paper, one of the methods for reducing electricity consumption 

in buildings has been suggested by reducing the air conditioning load. This has been achieved by 

optimizing the solar load on the building for maintaining thermal comfort. The variable to optimize 

was the orientation of the building. The main objective of the present study is to attempt minimizing 

the energy consumption by optimizing the orientations of the building and estimating the thermal 

load. The estimation of the load is done using ANSYS Workbench 15.   
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2. METHODOLOGY 

A north-south facing rectangular ground floor building, with two windows and a door, in New 

Delhi, India (Latitude 28.70 °N, Longitude 77.10 °E) has been used for the analysis. The days for 

which the results have been analyzed are 16th May and 22nd December, and the time for analysis is 

13:00 hours, chosen as they represent the typical worst days of summer and winter seasons, as 

specified in SP-41 code of BIS [2]. The building is enclosed inside an air domain as the control 

volume and a fine tetrahedral mesh has been generated using ANSYS Meshing. The effect of 

gravity with proper coordinates has been taken into consideration, along with the selection of the 

required models, which are Energy Equation, Realizable k-ε model, and the Solar Ray Tracing 

Model, for this case, along with the Discrete Ordinates Modelling. The current work has been done 

considering the air enveloping the building with a certain velocity, the values of which have been 

taken as per the respective dates and time, as taken from the weather file [3]. For the case of 16th 

May, 13:00 hours, the velocity of wind has been taken in the direction of west with a magnitude of 

2.36 m/s, while for the case of 22nd December, 13:00 hours, the wind direction and magnitude is 

north and 3.64 m/s respectively. The rest of the named selection of the domain have been given the 

boundary condition of pressure outlet, by specifying the ambient pressure as the atmospheric 

pressure. The ambient temperature and the inside temperature of the building have been considered 

accordingly. The roof, north, south, east, and west faces of the building have been given the wall 

boundary condition and parameters have been set accordingly for simulating the building for 

finding out heat transfer values on each surface. All the three types of heat transfer, i.e., conduction, 

convection and radiation have been considered, with the heat transfer coefficients being specified 

for each of the surface of the wall. Simple scheme with second order discretization has been used 

for carrying out the simulations as it gives more accurate results. The convergence criteria are 

specified in the residual monitors, after which the solution is initialized from all zones. 

3. RESULTS 

• Temperature and Total Surface Heat Transfer Contours 

Temperature contours of the building are shown in Figure 1, which show that the roof of the 

building has the highest temperature. The north and the east surfaces of the building attain very less 

temperatures comparatively, since at the time of consideration, these two surfaces do not receive 

that much radiations of the sun, as compared to the south and the west sides of the building.  

Figure 2 shows the contours of total heat transfer that is taking place through the different surfaces 

of the building on 16th May at 13:00 hours. It can be seen that the maximum heat is getting 

transferred through the roof of the building as there is a larger temperature difference between the 

outside and the inside of the building, owing to the maximum temperature being attained at this 

surface. Similarly, contours have been obtained for the month of December. The values of the heat 

transfer rates at all the surfaces of the building as well as the average temperature attained by each 

surface for 16th May at 13:00 hours are shown in Table 1. 
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FIGURE 1: Temperature Contours (°C) (16th May) FIGURE 2: Surface Heat Transfer Contours on Roof 

(W/m2) (16th May) 

 

   Software Values   

 Temperature (oC) Total Surface Heat Transfer (W/m2) 

Roof 37.58 214.22 

North Wall 32.55 103.55 

East Wall 33.37 106.60 

South Wall 34.75 109.09 

West Wall 34.83 148.94 

TABLE 1: Temperature and Total Surface Heat Transfer Values at each surface for 16th May at 

13:00 hours 

• Velocity Vectors 

Figure 3 shows the velocity vectors starting from the west direction to the east direction of the 

domain considered. The figure clearly shows the direction of wind flow, i.e., from west to east 

direction, with the higher wind speed on the west side of the building, which is nearly 2.5 m/s. 

When the wind comes in contact with the building surface, its speed reduces, which is seen in the 

figure below. Also, it can be seen that the wind diverges on coming in contact with the building and 

converges again but the speed of the wind gets reduced in the process. 

 

 

 

 

 

 

FIGURE 3: Velocity Vectors on the Building and the Domain (m/s) (16th May) 

N 

N 

N 
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For the building selected, eight orientations have been chosen for analysing their effect on the heat 

gain of the building. Base case was taken as the building oriented in the north direction, the results 

of which have been shown above. The same work was carried out for the rest of the orientations and 

the heat load on the building for each condition was found out. SP-41 code of Bureau of Indian 

Standards [2] specifies that for a building located in an area of composite climate, optimum 

orientation is said to be the one in which the difference between the winter gain and summer gain is 

minimum.  Same procedure was followed to find the optimum orientation. Thermal load obtained in 

each case of orientation, both for summers as well as winters, was plotted on a graph, which shows 

that the optimum orientation is achieved in the case when the building is north-oriented, which was 

the base case considered. Figure 4 shows the graph plotted between the thermal load obtained and 

the orientations in which they are achieved. 

 

Figure 4: Graph between Thermal Load Obtained and Orientations 

4. CONCLUSIONS 

• The study has been conducted for the worst days of the summer and winter seasons, i.e., for 16th 

May and 22nd December respectively, for which, thermal load on the building due to incident 

soar radiations has been obtained. The values obtained computationally have been validated 

with the observed values. 

• For the worst case of the summer season, the maximum heat transfer is taking place through the 

roof of the building, with a value of 214.22 W/m2, as roof attained the maximum temperature, 

i.e., 37.58 °C, whereas, during the worst case of the winter season, the maximum heat transfer is 

taking place through the south wall of the building, with a value of 261.23 W/m2, as the south 

wall of the building attained the maximum temperature in this case, i.e., 29.2 °C. These values 

obtained have been validated with the analytical results, using heat transfer equations. 

• Total heat load of the building was obtained for both the days representing the worst summer 

and winter conditions, the values being, 16403 W and 10017 W respectively for the base case, 

and the difference between them was estimated.  

• The same study was carried out for seven other different orientations, and the heat load on the 

building for each condition was found out. The results suggest that the minimum difference 

between the thermal loads obtained for the worst days of summer and winter was found to be 

for the orientation with the larger dimension of the building facing the North – South direction, 

having entrance in the North direction, the value being 6386 W, thus, proposing this as the 

optimum orientation with respect to the solar heat gain. 
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ABSTRACT 

 
Depending on the application, various types of augmented heat transfer surfaces such as wavy fins, 

offset strip fins, louvered fins and perforated fins are used. In this research paper the focus is on 

rectangular perforated fins. A numerical model has been developed for the perforated fin of plate fin 

heat exchanger. Perforated fin performance has been analysed with the help of computational fluid 

dynamics (CFD) by changing the various geometric parameters of the fin. The Colburn j factor and 

the fanning friction factor are worked out for different Reynolds numbers. These values are 

compared with the available literature data of Colburn j factor and the fanning friction factor. The 

correlations have been developed between Reynolds number, Colburn j factor and fanning friction 

factor by considering diameter of the perforation, fin height, fin thickness and fin spacing. The 

developed correlations are validated with literature data. 

 
Keywords: Compact heat exchanger, Rectangular perforated fin, Computational fluid dynamics 

(CFD), Colburn j factor and fanning friction factor‘f’  

1. INTRODUCTION 

Kays & London [1] in their elaborate discussions over the classification of heat exchangers have 

defined the “compact heat exchangers” as one having a heat transfer surface area more than 700 m2 

per m3. Such compactness is achieved by providing the extended surfaces i.e. fins. Out of the 

various compact heat exchangers, plate fin heat exchangers are unique due to their construction and 

performance. They are characterized by high effectiveness, compactness and low weight. In plate 

fin heat exchangers, the rectangular perforated fin geometry is made by punching a pattern of 

spaced holes in the fin material before it is formed into flow channels. In the present study, the 

channels are in rectangular in shape with round perforations. Ismail et al [2] are carried out 

numerical study of flow patterns of compact plate fin heat exchangers and generation of design data 

for offset and wavy fins using CFD. Ranganayakulu [3] provided the steady and transient analysis 

of plate fin compact heat exchangers. Rao et al. [4] carried out numerical simulation to establish the 

correlations for ‘f’ and ‘j’ factors for rectangular plain fins. 
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2. MAIN BODY 

2.1 NUMERICAL MODEL 

The following steps are carried out in numerical analysis for data generation of Colburn j factor and 

friction fanning factor for perforated fins: 

• Modeling of rectangular perforated fin 

• Calculating the input values for CFD analysis 

• Analyzing the modeled fin by using FLUENT 12.1 

• Numerical calculation of ‘j’ and ‘f’ factors 

• Validation of results 

• Forming the correlations of ‘j’ and ‘f’ factors 

Numerical model has been developed by considering the fin thickness (t), fin height (h), fin length 

(l), fin spacing (s), perforation diameter (d) and the number of perforations per inch length. The 

fluid path is modeled by using CFD. The fine mesh has been applied to get more accurate values 

and a grid independence test is carried out for the same fin. A fin is considered and the fluid travels 

in the punched hole space. By changing the diameter of the perforation, spacing and height, the 

iterations had taken and then the graphical results of static pressure and static temperature were 

plotted. The geometry of the perforated fin is varied continuously by using the parameter set. The 

wall surface and the inlet-outlet conditions are considered in the design. The fluid is selected as air. 

The model of rectangular perforated fin is shown in Fig. 1. 

 

 

 

 

 

 

Fig. 1 Model of rectangular perforated fin 

 

In FLUENT, the conservation equations of mass, momentum and energy are solved using the finite 

volume method in various heat and flow conditions. There are several   turbulence models available 

in the code. The turbulent flow is calculated by the semi-implicit SIMPLER as mentioned in 

Versteeg and Malalasekara [5]. A standard κ - ε model as given in Versteeg and Malalasekara [5] 

with enhanced wall treatment is used to predict turbulent flow in the fin geometry. 

 

2.2 PROBLEM DESCRIPTION 

 

It will be prohibitively expensive and time consuming to fabricate heat exchanger cores and conduct 

experiments over reasonable ranges of all the geometric variables. In contrast, it is relatively easy 

and cost effective to carry out a parametric study through numerical simulation and derive 

acceptable correlations for use in industry. In fact plenty of research work is carried out, yet there 

was no unique correlation developed by anyone that can be relied upon in order to determine ‘j’ and 

‘f’ for perforated fins. Thus, this study mainly focused to develop good correlations for rectangular 

perforated fins taking all the necessary parametric effects. The performance of the fins is presented 

for both laminar and turbulent regions of Re versus ‘j’ and Re versus ‘f’. A total of 150 different fin 
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surfaces are modelled and CFD analysis is carried out for developing correlations. The range of 

geometric parameters and Reynolds numbers are considered as follows: 

       d = 2 mm (1) 

       0.5 ≤ h/s ≤ 5 (2) 

       0.001 ≤ t/s ≤ 0.01 (3) 

       100 ≤ Re ≤ 1000 for Laminar region (4) 

       1000 < Re ≤ 7500 for Turbulent region (5) 

       Number of perforations per inch length = 2                                                              (6) 

 

2.3 CFD APPROACH 

 

The computational domain of the perforated fin model is analyzed using CFD simulation tool 

FLUENT. The CFD analysis is carried out for different geometric parameters and Reynolds 

numbers. The analysis is extended out in two phases for perforated fin. In the first phase, a 

rectangular perforated fin is taken and characterized for ‘f’ values over a range of Reynolds 

numbers. In the second phase, the ‘j’ values are determined in the same range by switching on the 

energy equation. 

 

2.4 VALIDATION 

 

For the validation of the present study, rectangular perforated plain fin from Kays and London [1] 

has been analyzed for the following case. 

• 8 mm fin height, 13.95(P) fin density and 0.152 mm fin thickness (Table 10-8) 

The CFD results of rectangular perforated fin are compared with Kays & London [1] as shown in 

Fig. 2. The maximum variations are found to be 2 – 7% in ‘f’ and 3 – 6% in ‘j’ values. 
 

3. RESULTS & DISCUSSION 
              

From Fig. 2, it is observed that the ‘f’ versus Re and ‘j’ versus Re curves of rectangular perforated 

fin surfaces follow the same trends of Kays & London [1] experimental results and the CFD results 

are in good agreement with analytical results given by Kays & London [1] for the low and high 

Reynolds number region. Comparison has been made rectangular plain fin to perforated fin of fin 

density of 13.95. The perforated fin has higher fanning friction factor of 5 to 8% at lower Reynolds 

numbers and the same increases about 9 to 14% for higher Reynolds numbers and the Colburn j 

factor has higher by 3 to 6% of lower Reynolds numbers and the same increases about 7 to 9% for 

higher Reynolds numbers.  

 

 

 

 

 

 

Fig. 2 Comparison of results, fanning friction factor and Colburn j factor versus Reynolds number, 

for the fin density of 13.95 and  height of the fin 8 mm, with Kays & London [1] 
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3.1 CORRELATIONS FOR ‘f’ AND ‘j’ FACTORS 
 

The correlations have been expressed in terms of two separate equations for the low and high 

Reynolds numbers along with dimensionless geometric parameters as shown in Table 1. 

 

Table 1:  f and j correlations for rectangular perforated fin surfaces 

 
Type of  

fin surface 

Design 

data 
Correlations 

Range of 

Applicability 

Rectangular 

Perforated 

fin 

 

f 0.7127(Re)-1.8858 (h/s) 0.4196 (t/s)-1.4826                   100≤Re≤1000 

f 0.4345(Re)-1.3029 (h/s) 0.3725 (t/s)-1.3178                            1000 Re≤7500 

j 0.121 (Re)-2.2920 (h/s) 2.75(t/s)-1.830                                    100≤  Re≤1000 

j 11.71 (Re)-2.3111 (h/s) 2.144(t/s)-1.9237                                1000Re ≤7500 

 

The above correlations correctly predict 95% of the ‘f’ data for laminar regions and 97% of the ‘f’ 

data for the turbulent regions with an RMS value of 0.985. Similarly the correlations correctly 

predict 96% of the ‘j’ data for laminar and turbulent regions with an RMS value of 0.99 

 

4. CONCLUSIONS 
 

This paper presents the heat transfer and fanning friction factor correlations for rectangular 

perforated fins. The expressions provided for the heat transfer coefficient and flow friction in terms 

of Colburn j factor and fanning friction factor f allows the computation for all values of the 

Reynolds number, including the laminar and turbulent regions. The generalized correlations are 

developed by taking geometrical parameters taken into account. These expressions are well formed 

in the laminar and turbulent regions, and can be considered as the standard expressions modified by 

correction factors. The values obtained from these correlations are in agreement with the literature 

data.  

 

NOMENCLATURE 

CFD     Computational fluid dynamics 

 d         Perforation diameter, mm 

 FPI      Fins per inch 

 f          fanning friction factor, dimensionless 

 h         Fin height, mm  

 j          Colburn factor, dimensionless 

 l           Fin length, mm 

 P          Perforated  

 Re        Reynolds number, dimensionless 

 s           Fin spacing, mm 

 t           Fin thickness, mm 
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ABSTRACT 

Heat transfer enhancement using water based ferrofluids have been studied numerically under static 

external magnetic fields generated by single and multiple magnetic line dipoles placed along a 

parallel plate channel for Reynolds number (Re) < 100 cases. Two ferrofluids having different 

magnetic and thermo-physical properties owing to different solid volume fractions of Iron oxide 

nanoparticles (IONPs) are considered for the study. The magnetization of ferrofluids and Magnetic 

body forces are derived in terms of Langevin function to accurately model the non-linearity of the 

fluid magnetization with external magnetic field. A validation study is also performed to establish 

the accuracy of the obtained numerical results. 

It is shown that presence of non-uniform magnetic field induces a magnetic body force in ferrofluid 

medium thus disturbing the flow locally and augmenting the local heat transfer. This is evident from 

the increase in bulk fluid temperature and local Nusselt number near the location of the external 

magnetic field. A parametric study is performed to investigate the effect of single and multiple 

magnetic dipoles, solid volume fraction and Reynolds number on heat transfer enhancement. It is 

concluded that forced convective heat transfer can be enhanced significantly by the application of 

magnetic field compared to no magnetic field cases. While magnetic field strongly affects the fluid 

flow at Re = 25, it does not affect the flow significantly beyond Re > 75 which shows the 

dominance of inertial/viscous forces over magnetic forces at a given external magnetic field 

strength. Higher particle loading shows better results at all Reynolds number. 

Key Words: Heat Transfer, Ferrofluids, Nanofluids, Laminar Forced Convection. 

1. INTRODUCTION 

Due to ever increasing demand for high heat flux management, nanofluids are one of the options 

being investigated for heat transfer augmentation owing to their improved thermo-physical 

properties (such as thermal conductivity). Magnetic nanofluids or Ferrofluids are one such type of 

fluids having the additional advantage of harnessing their magnetic properties as well. Ferrofluids 

are stable colloidal suspensions of single domain magnetic nanoparticles in a conventional working 

fluid such as water or in an organic solvent. The magnetic properties of ferrofluids can be used to 

manipulate the flow of ferrofluids [1]. When ferrofluids are exposed to an external magnetic field, 

magnetic nanoparticles start to align along the direction of the external field, giving rise to non-zero 

net magnetization. A body force gets induced in ferrofluids in non-uniform magnetic fields due to 

net fluid magnetization. This gives special thermo-physical properties to ferrofluids [2]. 

Experimental investigations performed by Philip et al. [3] observed a 300% increase in thermal 

conductivity of ferrofluids under magnetic field. Numerical and experimental studies performed by 

various investigators suggest that ferrofluids can significantly enhance heat transfer compared to 

pure fluids and other nanofluids under an external magnetic field. Comprehensive reviews of heat 

transfer applications of ferrofluids are covered in review articles published by Nkurikiyimfura et al. 

[4] and Bahiraei et al. [5]. An experimental investigation on laminar forced convection of ferrofluid 

in external magnetic fields by Asfer et al. [7] showed significant improvement in heat transfer.
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FIGURE 1: (a) Schematic of problem statement with single magnetic dipoles (Equations shown are 

used to simulate external magnetic field as per [6]) (b) Validation of Nusselt number of present 

work with previous work done by Ganguly et al. [6], (Inset) their mathematical model. 

In the present work, laminar forced convection heat transfer in parallel plate configuration is studied 

in presence of external magnetic field generated by the magnetic dipoles. The objective of the 

presented study is to provide an approximate numerical investigation which can be employed to 

assist in designing real life experimental platforms. 

2. PROBLEM DESCRIPTION 

Steady-state laminar forced convection of water based ferrofluid is modelled as homogenous single 

phase fluid flow through a parallel plate channel of 50 mm length and 2 mm separation under 

uniform heat flux boundary condition. Figure 1(a) shows the schematic of the channel with a single 

magnet. Hydro-dynamically fully developed and thermally developing flow is modelled. Fluid 

properties such as thermo-physical and magnetic properties are considered for two commercially 

available ferrofluids EMG-308 (1.2% solid volume fraction) and EMG-805 (3.6% solid volume 

fraction) by Ferrotec® Inc. Two dimensional non-uniform localized magnetic fields are generated by 

simulated magnetic dipoles along the channel, following the Maxwell electromagnetic laws. Effect 

of single and multiple dipoles (m) placements of strength 0.5 Am, each placed at 1 mm distance 

from the plates along the flow direction, are studied for flow Reynolds numbers (Re) < 100 cases. 

Constant heat flux boundary condition is applied to both the walls.  

3. NUMERICAL METHOD 

Finite element formulation (FEM) based commercial software Comsol Multiphysics® has been used 

to solve the coupled equations of mass, momentum and energy balance for fluid flow and heat 

transfer, and the Maxwell equations for the magnetic field. On this platform, a fully coupled 

approach employing damped Newton-Raphson method is used for solving the non-linear partial 

differential equations. Adaptive mesh refinement technique is utilized to accurately resolve force 

and field gradients induced by the magnetic field in fluid medium. This feature calculates the 

gradient of the variables in the first step and more mesh elements are added in the regions of large 

gradients and all equations are solved again on this newly generated mesh structure in the next 

solution steps. The Parallel Sparse Direct Solver (PARDISO) which is based on LU decomposition 

is employed to solve the system of equations generated at each and every Newton-Raphson steps 

during computation. The purpose of the numerical simulation is to solve for Magnetization (M) in 

ferrofluids, Magnetic body force (fs), Flow velocities (u, v) and Temperature (T) fields in the 

computational domain. 
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FIGURE 2: (a) (i) Distribution of magnetic field (H) generated by a single magnetic dipole, 

Velocity and Temperature profile for EMG-805 fluid flow (ii) without magnetic field (iii) with 

magnetic field for single magnet case at Re = 25 (iv) at Re = 75, (b) Bulk fluid temperature and 

Nusselt number plots for with and without magnetic field cases at Re = 25. 

A validation study is performed to establish the accuracy of the obtained numerical solutions from 

Comsol. For this purpose, a separate mathematical model was implemented in Comsol according to 

modelling provided in Ganguly et al. [6]. Comsol results are then compared for validation. 

Quantitatively as well as qualitatively similar results for velocity and temperature fields are 

obtained from both the approach. In figure 1 (II), the local Nusselt number is plotted against the 

results of Ganguly at dipole strength of 0.58 Am showing similar comparative trend according to 

the present computations. 

4. RESULTS 

Magnetic field distribution due to a single line dipole and velocity and temperature profile for 

EMG-805 fluid at Reynolds number of 25 and 75 is shown in figure 2 (a) from (i) to (iv). It is 

evident from the plots that in the presence of the magnetic field, a field induced localized mixing of 

fluid takes places figure 2a (iii, iv) compared to no field case figure 2a (ii). This mixing of fluid 

significantly increases the bulk fluid temperature resulting in the enhancement of local Nusselt 

number as seen in figure 2 (b). This mixing of fluid is strong at Re = 25 compared to 75 showing 

the dominance of magnetic forces over inertial/viscous forces for low Reynolds number flow at the 

studied dipole strength of m 0.5 Am. Effect of the magnetic field is seen to be in the range of about 

± 10 mm from the dipole location. 

 

(i) 

 

(ii) 

 

(iii) 

 

(iv) 

(a) 

 

 

(b) 
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FIGURE 3: Average Nusselt number at different Re (a) EMG-308 fluid with and without magnetic 

field (b) EMG-805 fluid with and without magnetic field. 

Average Nusselt number plots for the two ferrofluids are shown in figure 3 for single magnet case. 

At Re = 25, up to 15% increase in Nusselt number can be observed form the plots which decrease 

with Reynolds number. At Re > 75, the Nusselt numbers are almost same as in no magnetic field 

cases. Results shown here are only for single magnet cases. Placement of multiple magnets along 

the channel shows significant enhancement in heat transfer. 

5. CONCLUSIONS 

Forced convective heat transfer can be enhanced by applying external non-uniform magnetic field 

compared to no magnetic field case. While enhancement is higher for low Reynolds number (Re = 

25, 50), flow does not get affected significantly at higher Reynolds number (Re > 100) by the 

magnetic field. This shows the dominance of inertial and viscous force over magnetic body force at 

a given external magnetic strength. Localized field induced mixing of fluid is observed in close 

vicinity of the dipoles, leading to disturbance in the thermal boundary layers and higher bulk fluid 

temperature which eventually results in an increase of the local Nusselt number. This indicates that 

not all cases of magnetic field application result in heat transfer enhancement. Placement of two and 

three magnets along the channel shows maximum improvement of 20% and 30% in heat transfer 

from no magnetic field cases, respectively.  
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ABSTRACT 

Regenerative channels with multiple ribs and variable cross sectional area are in use for thrust 

chamber cooling. In order to enhance the heat transfer and reduce the wall temperature of the inner 

shell, open cell metal foam can be inserted inside these channels. Metal foams which have very high 

surface area to volume ratio aids in better heat dissipation compared to other fin structures. In view 

of this, experiments were carried out to study the heat transfer characteristics in a horizontal 

rectangular channel by introducing open cell copper metal foam of 10 pores per inch (PPI) having 

97% porosity. Infrared heating module is used for supplying constant heat flux on the channel 

bottom. The measurements include wall temperature along flow direction as well as channel inlet 

and outlet temperatures and pressures. This study primarily focuses on the effect of foam insert 

height on the channel cooling performance and relative pressure drop in the turbulent flow regime. 

The results of all cases are compared to that of the empty channel. It is found that the temperature of 

the wall is reduced by around 40% with the introduction of copper foam. However, this also results 

in an increase pressure drop.  

For the foam-filled channel, heat transfer enhancement was found of the order of 60% to 110% due 

to foam height variation over the empty channel for the same Darcy velocity. Further this 

experimental study shows that fully filled channel is most suited for getting maximum heat transfer. 

Whereas partially filled channel can be utilized for increasing heat transfer without much increase 

in pressure drop. 

   Key Words: Metal Foam, Channel cooling, Force convection. 

1. INTRODUCTION 

The future demands in space exploration calls for more efficient and cost effective methods of 

space travel. Space agencies are presently focusing more on advanced and unconventional 

technologies. The conventional rocket engine technologies are extensively studied and well 

understood, and are also more reliable in operation. But the present space systems must be 

enhanced to meet the requirements for future exploration programs. Regenerative cooling system is 

used widely in liquid propellant rocket engines, in order to maintain the nozzle and chamber wall 

temperature within safe thermal limits. The need for high thrust engines has increased the cooling 

demands. Thus in order to withstand such high thermal loads materials with high heat transfer rates 

is needed. Improved high conductivity and high temperature materials are required, however even 

with advances in all these sectors the thrust increase in large Liquid Propellant rocket engines are 

ultimately governed by the limits of the cooling capacity of the cooling channel. These limits has 

been extended considerably with the help of transpiration cooling, injector – biasing and film 

cooling, but all these also adds to the overall expenditure of the mission. Increasing effectiveness of 

regenerative cooling is a viable option in reducing thermal loads and thus the structural margins. 
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The porous or open-cell foam layer has the potential to offer orders of magnitude improvement in 

cooling capacity. This paper documents the findings of the experimental study carried out to assess 

the effectiveness of foam height in the rectangular cooling channel.   

 

2. EXPERIMENTAL SETUP 

Experimental setup consists of a test channel made of SS321. The bottom face of the test section 

where IR is impinging is coated with high emissivity coating. The covering plate which is also 

made of SS321, is fixed to the channel using 32 nut and bolt. Rocasin sheet is provided in between 

to prevent leak. The heat flux is provided with help of a 2.5kW Infrared heater, whose power can be 

controlled using an autotransformer. Water is pumped by gear pumps as per the flow requirement. 

Pumping requirement is met by 2 pumps, 0-8 LPM for small flow rate and 0-20 LPM for higher 

flow rate. Flow is controlled using variable frequency drives which vary the motor RPM as per the 

requirement of flow. The flow rate is measured with flow meter [3.4-34 LPM]. The temperature and 

pressure at the inlet and outlet is measured using resistance temperature detectors (RTD) and 

pressure transducers respectively. Additionally the temperature at the channel wall is measured with 

the help of 13 T-type thermocouples installed on the bottom plate of the channel. The temperature 

and pressure readings are taken using a data acquisition system (Yokogawa MV 2000, 48 channels).  

The experiment is initially conducted with no foam, since the pressure drop without foam is very 

low, a U- tube manometer is used with Fluroketone as the manometer fluid. After inserting the foam 

the pressure readings are taken from the pressure transducers fixed at both inlet and outlet. The 

experiment is carried out with flow rates of 1.5, 3, 5 and 7 LPM which corresponds to Reynolds 

number of 4475, 8900, 13500 and 17000. The heat load is varied from 500W to 2500W. The test 

channel consists of two rectangular flow passage, each having a cross section of 8x10 sq.mm. In 

order to have a developed flow at the entry of the foam inserted section, 200 mm straight flow path 

is provided from the inlet side for the flow to become fully developed 

                                       

FIGURE 1: TEST SETUP SCHEMATIC 

Schematic of the test setup is shown in figure 2. A total of 13 thermocouples of T-type is used to 

measure the temperature at the interior of channel bottom face. The holes drilled inside the channel 

are at first filled with non-curing high conductivity paste. The Thermocouples are inserted into 
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these holes and self-setting cement is applied to fix the thermocouple to the side wall surface. The 

inlet and outlet temperatures are measured using RTD. Excitation is provided for RTD and pressure 

transducers (0-3 bar) as per the equipment's requirement. Purging line is provided to remove water 

in the channel after the completion of each set of experiments. In order to protect the lead of IR bulb 

from overheating, cooling using nitrogen gas is provided. 

3. RESULTS 

In order to study the effect of metal foam insert in the rectangular cooling channel, foam height 

were varied from 2 mm to 10mm as shown in fig. 2. Test results are compared with the no-foam 

(empty channel) cooling effects and their relative pressure drop across the channel length. 

 

FIGURE 2: EXPERIMENTAL TEST SETUP AND TEST SECTION CONTAINING METAL FOAM 

Experiments have been done to study the relative merits of metallic foam in comparison to existing 

no foam heat transfer surfaces. Nusselt number variation at a constant heat flux and two different 

flow rates are shown in fig.3. 

 

FIGURE 3: NUSSELT NO. VARIATION ACROSS CHANNEL LENGTH FOR DIFFERENT FOAM HEIGHT 

The results mainly show the effect of foam insert height in the rectangular channel on the heat 

transfer characteristic. The metal foam in the channel increases the Nusselt number by around 60% 

to 110% as the foam height is increased which results in better cooling efficiency.  
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FIGURE 4: PRESSURE DROP ACROSS THE CHANNEL FOR DIFFERENT FOAM HEIGHTS 

Pressure drop across the rectangular channel for two flow rates are shown in figure 4. It shows 

pressure drop variation for different foam thickness. It can be seen that as foam insert height is 

increased pressure drop is increasing with respect to no foam channel. Pressure drop increases to 25 

times in case of higher flow rate for 10mm insert height while for 2mm foam height is 

comparatively much less. 

. 

4. CONCLUSIONS 

Open-cell metal foam is considered to be a promising alternative for compact heat exchanger 

applications, owing to its high heat transfer surface area density, superior thermo-hydraulic 

characteristics, and other favorable mechanical properties. Analysis has been done to study the 

relative merits of porous medium in comparison to existing no foam heat transfer surfaces. The 

results indicate that the effect of open-cell copper foam, as porous medium, in a horizontal 

rectangular channel with constant wall heat flux on the heat transfer enhancement is in the range of 

60% to 110% due to foam insert height variation which is rather substantial.  This improvement 

in heat transfer comes at the expense of pressure drop in the channel. However It is beneficial to use 

metal foam with partially filled channel which reduces the pressure drop penalty. 
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ABSTRACT 

Flow and heat transfer characteristics of interaction of a laminar plane offset jet with coflowing wall 

jet are studied at various Richardson number (Ri). The temperature of offset jet at inlet is higher  

than that of wall jet inlet temperature. The temperature of horizontal wall and wall jet inlet 

temperature are same as that of ambient temperature. The temperature of heated offset jet is varied 

to alter the Grashof number (Gr). The velocities of the two jets are taken equal. Study is carried out 

for Ri ranging from 0.0028 to 0.875 by taking Gr 1000, 10000 and 35000 for Reynolds number 200, 

400 and 600. PISO algorithm based on finite volume method (FVM) is used. Power law scheme is 

considered for the discretization of convective terms. Boussinesq approximation is used to take into 

account variation in density in the buoyancy term.  It is observed that mixing and heat transfer 

between the offset jet and wall jet increases with increase in Richardson number. 

Key Words: wall jet; offset jet; mixed convection; Richardson number; numerical simulation 

 

1. INTRODUCTION 

A jet is a stream of fluid that is projected into ambient from a small cross-sectional area, which 

converts the pressure energy of fluid into kinetic energy. When more than one jet is used 

simultaneously in an application, it is known as multi-jets. In bounded jet, flow interacts with a wall 

and the interaction affects the flow of jet. The present problem consists of a lower wall jet and 

upper offset jet. Their interaction is studied here by taking both of them at different temperatures. 

Lower jet is taken at lower temperature and upper jet is taken at higher temperature. Such a 

situation is found in gas turbines, where a colder wall jet is used for the shielding of the turbine 

blades from the high temperature gases. Figure 1 shows the flow pattern for a combined offset jet 

and wall jet. The wall jet and the offset jet are ejected from two identical and rectangular nozzles, 

each one having width 12.5 mm and contained in the transverse plane (x= 0). The offset ratio is set 

to 3.5, this parameter is defined as OR=H/h, where H is distance between the horizontal wall 

(defined at y = 0) and the offset jet centre line, and h is inlet slot height [1]. A recirculation region 

forms just downstream of nozzle exit. Two counter rotating vortices form inside the recirculation 

region. Then the two jets merge together at a point known as merge point. At the merge point, both 

u and v velcoity components are zero [2].  The two jets combined later in the downstream direction 

sufficiently away from the jet inlet. Based on the literature review, it has been observed that 

interaction of laminar offset jet and wall jet at different temperatures in the mixed convection 

regime has not been studied earlier. The present study is an attempt to bridge this gap in the 

literature.  
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2. MATHEMATICAL FORMULATION AND NUMERICAL SCHEME 

The flow is assumed to be two-dimensional and laminar flow. The working fluid is air and its 

thermo-physical properties are assumed constant. The density is taken as constant in all terms 

(inertia and viscous terms) except the body force term using the Boussinesq approximation.         

 

          

                    FIGURE 1. Schematic diagram of combined wall and offset jet flow   

 Continuity equation: 

 .............................................................................................(1) 

  x Momentum equation: 

  ………………………………...(2) 

  y Momentum equation: 

    + g β (T- )………………..(3) 

  Energy equation: 

   ...............................................................(4) 

The unfirom velocity profile is considered at the inlet of offset jet and wall jet. The no-slip and no-

penetration boundary conditions are used at the solid walls. The temperature of the wall jet is taken 

as 300 K. Temperature of offset jet is varied to alter Grashof number (Gr). The vertical walls are 

considered as adiabatic. The bottom horizontal plate is kept at a constant temperature of 300 K. The 

pressure outlet and pressure inlet boundary conditions are considred at the exit and top open 

boundary, respectively. The governing differential equations are solved based on PISO (Pressure-

Implicit with Splitting of Operators) algorithm [3] in Ansys 17.2. Second order central differencing 

scheme is considered for the discretization of diffusive terms and power law scheme for the 

discretization of convective terms. Systematic grid refinement study is carried out by taking various 

grids viz. 50×40, 60×60, 70×60, 80×80, 100×80 and 120×80. Mesh size of 120×80 is selected for 

all computations after grid independence study. The domain is taken to be a rectangle having length 

55×h and width 35×h.                                                                              

                                                              3. RESULT 
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              (a). x=12.5 mm                            (b). x=37.5 mm                                 (c). x=100 mm 

FIGURE 2. Velocity profiles for various Richardson numbers at different axial locations 

(Re=200) 

Figure 2 shows the velocity profiles at differnt axial locations for Re 200. The Richardson number 

Ri is changed from 0.025 to 0.875 with increase in Gr from 1000 to 35000. The decay in velocity of 

wall jet is more as compared to offset jet due to the presence of wall. It is found that with an 

increase in Ri, the two jets merge earlier with decarse in the size of recirculation region. Due to this, 

the merge point and lower vortex center (LVC) shifts towards the jet inlet. The LVC has x and y 

coordinates as (0.0137, 0.02), (0.01094, 0.02075) and (0.003789, 0.018698) for Ri=0.025, 0.25 and 

0.875, respectively. The upper vortex center (UVC) has x and y coordinates as (0.01625, 0.03750), 

(0.01767, 0.038) and (0.0134,0.0341) for Ri=0.025, 0.25 and 0.875, respectively. The x and y 

coordinates of merge point are (0.03796, 0.02475), (0.03540, 0.02560) and (0.02516, 0.02018) for 

Ri=0.025, 0.25 and 0.875, respectively. 

Figure 3 shows the variation in  non-dimensional temperature  [= )/()(   TTTT j ] with Y 

(=y/h) at different x-locations for Re 200 and Gr 1000, 10000 and 35000, where T  is ambient 

temperature and jT  is jet inlet temperature. It can be seen from the plot that initially temperature is 

higher and then it goes on decreasing as the flow proceeds in downstream direction because heat is 

transferred from offset jet to wall jet. The maximum temperature of offset jet at a given axial 

location is lower for higher value of Ri. This is due to fact that at higher Ri, buoyancey force 

promotes better mixing thus lower temperature. After a distance of 37.5 mm, heat transfer is so high 

that heat starts to penetrate deeper in the lower wall jet. It decreases the shielding effect of lower 

wall jet and due to it some heat even transfers to the plate.  Figure 4 shows the temperature contour 

in the domain for Richardson number Ri=0.025 and Ri=0.875. It has been observed that in case of 

Ri=0.025 the heat transfers from offset jet to wall jet is low which is depicted by lower temperature 

values in the near wall region. However, with increase in Ri number, temperature difference 

between the two jets reduces and heat penetrates up to near wall region of wall jet as shown in Fig. 

4(b). 

                                                  4. CONCLUSIONS 

It has been observed that as Ri increases, the converging zone becomes smaller with reduction in 

the size of vortex. The position of the merge point moves toward the jet inlet and thus the merging 

zone starts earlier with increase in Richardson number. Also, with an increase in Ri, buoyancy 

becomes dominant which results in better mixing and heat transfer between the two jets. 
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  (a). x=12.5 mm                (b). x=37.5 mm           (c). x=62.5 mm         (d). x=100 mm 

      FIGURE 3. Temperature profiles for various Ri at different x locations for Re=200 

                                                (a). Ri=0.025                                                           

                                               (b). Ri=0.875 

                      FIGURE 4. Temperature contours for Ri=0.025 and 0.875                    
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ABSTRACT 

This paper explains about the accurate estimation of boundary layer thickness, wall 

skin-friction and heat-flux distributions at various wall materials using Conjugate heat 

transfer technique (CHT). Flow over a finite thickness flat plate has been studied 

successfully using loosely coupled Conjugate heat transfer (LC-CHT) technique.  

technique. To Analyze the significant effect of wall material on the fluid flow at moderately 

large time scales (~0.1sec). This effect is noticed to be dependent on thermal diffusivity of 

the wall material. Material with lower thermal diffusivity is found to get disturbed more 

keeping the fluid domain relatively undisturbed. In line with this, the material with lower 

diffusivity is noticed to alter the boundary layer thickness and interface properties with 

lesser heat penetration in itself.  
 

Key Words: Hypersonic flow, conjugate Heat Transfer, Loosely Coupled Conjugate Heat Transfer, 

Velocity and thermal Boundary layer. 

1. INTRODUCTION 

Recent advances in hypersonic speed and space flight technology have focused attention on 

aerodynamic heating and aerodynamic drag problems. The aerodynamic heating drastically 

increases with increase in speed of the vehicle, aerodynamic heating is proportional to cube 

of velocity and drag is proportional to square of velocity [1]. Enormous changes in flow 

field and interface properties occurred due to the increase in vehicle speed. Small change in 

boundary layer significantly effects the interface properties like heat transfer and skin 

friction. In flow filed properties such as velocity  and  temperature  have  taken  on  great  

importance  due  to  the  influence  of  intense  heating  at  the wall  on  the  development  

of  boundary  layers. The concept of the boundary layer, introduced by Prandtl was notable 

for recognizing the importance of viscosity in flow at high Reynolds numbers [2]. 

Simulation for Thermal and velocity boundary Layer and heat transfer measurement 

experiments using conjugate heat transfer methodology is the central theme of this paper. 

Loosely coupled CHT technique is used to demonstrate this theme for hypersonic flow over 

finite thickness cylinder [3]. Effect of wall property variation on the fluid flow has  been 

studied for comparatively large time scale (~0.1s) using loosely coupled CHT technique. 

Thermal boundary layer and velocity boundary layer thicknesses are used to understand the 

interaction between wall heating and hydrodynamic boundary layer. Details of the test case, 

boundary conditions and results are discussed in the following sections. 

 2. MATHEMATICAL FORMULATION OF CHT STUDIES 

The conjugate heat transfer analysis for the hypersonic flow over a finite thickness flat plate 

involves solution methodology for both fluid as well as solid domain. Non-dimensional 

form of the two-dimensional Navier-Stokes (NS) equation is considered for the fluid flow 

modeling which is given as [4],  
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Where U   is conservative variable matrix, iF   and iG  are the Inviscid fluxes and vF  and 

vG  are viscous fluxes. The governing equation considered for heat transfer analysis in the 

solid is the two dimensional unsteady heat conduction equations, i.e. 
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 Finite volume formulation is used to solve the dimensional form of this equation.  

Integrate the above Eq.(2) over a fixed control volume in the space and with time can be 

represented as follows. 
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                    (3)                         

Explicit first order time stepping is used for the solid domain computations [5]. 

3. COMPUTATIONAL METHODOLOGY FOR CHT STUDIES 

The conjugate heat transfer analysis for the hypersonic flow over a flat plate involves both 

fluid as well as solid domain. Typical computational domain describing the boundary 

conditions is given in Fig.1. The plate of length 100 mm and thickness 5 mm has been 

considered as the solid domain. Stretched grid is used at the interface in fluid as well as 

solid domains to compute the interface fluxes correctly. Mesh independence studies have 

been performed and the final mesh size is selected as, 300x250 for fluid domain and 

300x180 for the solid domain. CHT studies are also carried out for the test conditions of 

free piston shock tunnel experiment. These conditions are as Mach number 9.2, pressure 

690 Pa, temperature 155 K and initial wall temperature is 300 K [6]. The wall materials 

used for these studies are non-real. The properties of those materials used in the present 

investigations are given in Table .1. All the simulations are performed for a maximum 

duration of 0.1s. The major objective of this study is to analyze the effect of aerodynamic 

heating on fluid domain and associated change in the same with change in wall material. 

These computations are carried out using loosely coupled CHT technique [3,7].  Details of 

these results are mentioned in the following sections.  

Table. 1: Material properties used in the simulation.  

Material Thermal   

conductivity 

( )k ( )W m.K  

Density ( )  

( )3kg m  

Specific heat ( )C  

( )J kg.K  

Thermal diffusivity 

( )k C ( )2m s  

D 

(Arbitrary Material I) 

204 1000 10 2.04x10-2 

E 

(Arbitrary Material II) 

1.46 1000 10 1.46x10-4 
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Fig. 1: Schematic diagram of computational domain for CHT analysis. 

4. RESULTS AND DISCUSSION  

The temperature and velocity profiles, at selective locations, in the fluid domain along with 

the temperature contour in case of material ‘E’, for 0.01s and 0.1s, are shown in Figs. 2 

respectively. Streamwise increase in velocity boundary layer and thermal boundary layer 

thicknesses is evident in both the cases. Apart from this, velocity boundary layer can be 

seen always thinner than the thermal boundary layer. These figures clearly demonstrate the 

presence of large velocity and temperature gradients at the wall which decrease in the 

direction of flow. In line with this, higher value of heat transfer rate is expected at the 

leading edge of the plate in comparison with the same at downstream location. As a result 

of this, highest wall temperature of 1057 K for 0.01s and 1544.9 K for 0.1s are noticed at 

the leading edge. Thus these figures display enhancement in maximum temperature by 2.5 

times  for 0.01s and 4.14 times  for 0.1s from its initial value (300 K). It is also evident 

from these figures that the heat which penetrated for ~9% of the depth of solid domain in 

0.01s has disturbed 26.3 % of the solid domain in 0.1s.  

 

                                 (a)                           (b) 

Fig. 2:  Temperature and velocity profile along the length and temperature contour at different  time 

interval for wall Material E. (a) 0.01 sec; (b) 0.1 sec 

The variation in temperature and velocity profiles at locations 0.01m and 0.09 m from the 

leading edge, for various time levels of CHT simulations, are as shown in Fig. 3 – 4. The 

temperature profiles shown in Fig. 3 portray inversion in trend. The temperature of the fluid 

increases in the normal direction to wall and attains a maximum. Upon this maximum, 

temperature decreases and reaches to the freestream value. Such profile is commonly 

experienced for isothermal cold wall conditions of conventional CFD. In the same figure, 

temperature profile for the adiabatic wall condition in conventional CFD shows monotonic 

decrease from wall temperature to the freestream value. Hence the maximum temperature 
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point remains at the wall for adiabatic case which is 2480 K for both the locations. The 

maximum temperature obtained from CHT studies for 0.01 m case is 960 K and 1024 K 

corresponding to 0.01s and 0.1s while the same is 850 K and 875 K for 0.09 m respectively. 

Thus, the maximum temperature in the thermal boundary layer at 0.01 m increases by times 

2.2  initially for 0.01s and then by 2.41 times for 0.1s from its base value corresponding to 

isothermal simulation. The increment for the maximum temperature corresponding to same 

time intervals is 1.8 times  and 1.91 times  for 0.09 m location. Thus increase in maximum 

temperature is more towards the leading edge. Moreover temperature at all locations 

increases with time in the presence of Material ‘E’. It’s effect on velocity profiles is shown 

on Fig. 4. Besides, thicker velocity profile at any time instance, as an indication of higher 

boundary layer thickness at 0.09 m in comparison with the same at 0.01, is evident from 

those figures. The leading edge shock which is clear in the velocity profile near to the edge 

(Fig. 4-a) has been observed in temperature profile as well (Fig. 3-a). However shock is 

seen to be absent in the downstream station as shown in Fig. 4-b. As observed earlier, 

increase of velocity boundary layer thickness downstream of the leading edge is also clear 

from Fig. 4. Apart from this, inflation of the velocity profile with time is observed as its 

characteristic feature. This inflation can be accounted to the enhanced temperature at all 

locations. Such temperature increment increases the viscosity which in turn increases the 

boundary layer thickness. Therefore the expected increment in boundary layer thickness 

with time at various locations is plotted in Fig. 5-a. This figure clearly demonstrates the 

role of wall material ‘E’ in the boundary layer thickness increase which is around 29% at 

0.01 m and 20% at 0.09 m from the leading edge in comparison with the conventional 

isothermal wall boundary condition.  Similar exercise has also been performed for the wall 

material D. As a result of this, the thermal boundary layer thickness at various streamwise 

locations is plotted in Fig. 5-b for various time instances. No significant alteration in 

thermal boundary layer thickness is evident from this figure. Similar observation has been 

drawn for the velocity boundary layer thickness. Therefore material ‘D’ is seen to have 

lesser effect on the fluid flow in the duration of 0.1s. Two orders of higher thermal 

diffusivity in comparison with material E is the major reason for this disparity. The thermal 

and velocity boundary layers are plotted for all the wall conditions in Fig. 6. Here, adiabatic 

wall boundary condition corresponds to highest thermal and velocity boundary layer 

thicknesses while the minimum corresponds to the isothermal (300 K) wall boundary 

conditions. These figures reassert the advantage of CHT over the conventional CFD which 

corresponds to extreme wall boundary conditions.  

 
(a)                                                                       (b) 

Fig. 3: Temperature profile normal to the wall from leading for ‘E’ as wall material  
(a) At x=0.01;       (b) At x=0.09; 
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(a)                                                                       (b) 

Fig. 4: Velocity profile normal to the wall wall from leading for ‘E’ as wall material  

(a) At x=0.01;       (b) At x=0.09; 

 
(a)                                                                       (b) 

Fig. 5: Thermal Boundary Layer along the flat plate at various times scales of CHT studies using 

different wall materials (a) Material ‘E’ ; (b) Material ‘D’  

 
(a)                                                                         (b)  

Fig. 6: Thermal and velocity boundary layer thickness along the flat plate using various wall 

materials. (a) Thermal Boundary Layer; (b) Velocity Boundary Layer ; 

The CHT based boundary layer thicknesses are seen to be placed between the extreme wall 

conditions. Apart from this, the thicknesses approach the adiabatic wall condition from 

their initial value of isothermal wall with increase in time. Boundary layer thickness is 

higher for material ‘E’ due to its lower thermal diffusivity in comparison with the material 

‘D’. Change in wall properties for different wall conditions at time instance of 0.1s are 

plotted in Fig. 7.  Presence of wall material is seen to have lesser impact on the heat flux at 

Page 645 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

the leading edge which otherwise decreases slightly towards the trailing edge. Major 

change has been noticed in skin friction coefficient which increases in case of finite thermal 

conductivity. Increase in viscosity with temperature is seen to dominate the decrease in 

velocity gradient for increment of wall shear. Therefore higher wall shear at all locations is 

the result of presence of wall material.  

 
(a)                                                                         (b)  

Fig. 7: Stanton number  and Skin friction coefficient along the length of the plate,  (a) Stanton 

number ; (b) skin friction coefficient; 

5. CONCLUSIONS  

Flow over finite thickness flat plate has been studied successfully using loosely coupled 

CHT technique. Loosely coupled CHT technique on flat plate configuration showed 

significant effect of wall material on the fluid flow at moderately large time scales (0.1sec). 

This effect is noticed to be dependent on thermal diffusivity of the wall material. Material 

with lower thermal diffusivity is found to get disturbed more keeping the fluid domain 

relatively undisturbed. In line with this, the material with lower diffusivity is noticed to 

alter the boundary layer thickness and interface properties with lesser heat penetration in 

itself.  
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ABSTRACT

In the present work, compact finite-difference lattice Boltzmann method is extended to simulate
thermal  flows  using  double  distribution  approach.  Fourth-order  accurate  spatial  and  temporal
discretization schemes are utilized in order to accurately simulate the flow fields. The developed
solver is validated by simulating natural convection in a square cavity at Rayleigh numbers 10 6  and
108. Thereafter, natural convection in a circular annulus is studied for a Rayleigh number of  108.
Streamlines and isotherms are used in order to visualize the results and the variation of Nusselt
number and temperature profiles are studied within the cavity. 

Key Words: Heat Transfer, Lattice Boltzmann Method, Natural Convection.

1. INTRODUCTION

Lattice Botlzmann method (LBM) has evolved as an alternative to simulate fluid flow and heat
transfer problems. Several researchers has applied LBM to simulate flow through porous media,
blood flows, turbulent flows and multiphase flows [1]. Classical LBM works on a two-step process
consisting  of  streaming  and  collision  and  is  limited  to  uniform Cartesian  meshes.  In  order  to
accurately resolve the annular cavity geometry finite-difference LBM was used in the present work
instead of the classical LBM. The developed solver employs fourth-order accurate compact scheme
for  the  spatial  discretization  and  forth-order  accurate  explicit  Runge-Kutta  method  for  time-
integration. A double population method, employing an additional distribution function, was used in
order to simulate the temperature field. 

The aim of the present work is to exend the compact finite-difference LBM (CFDLBM) to simulate
non-isothermal flows in complex geometries. To this end, turbulent natural convection in an annular
cavity was simulated. The numerical method is presented in section 2, results obtained from the
solver are discussed in section 3 and the paper is concluded in section 4. 

2. NUMERICAL METHOD

In LBM, the governing equation is the Boltzmann equation and is discretized on a suitable lattice.
Collision  term  in  the  Boltzmann  equation  is  approximated  using  the  single-relaxation-time
Bhatnagar, Gross and Krook (BGK) approxmation. The Boltzmann equation is solved on a D2Q9
discrete lattice.   The discretized governing equaiton is given as follows:

∂ f α

∂ t
+eα . ∇ f=

−( f α
−f

α
eq)

τ
where α=0,1,2, . . .8 .
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Grid transformation is used to enable the solver to handle non-uniform and curvilinear meshes. Two
different distribution functions, one for the flow and the other for the temperature field are used and
this  is  known as  the  double  distribution  approach.  Density  distribution  function  f  recovers  the
Navier-Stokes  equations  and  the  temperature  distribution  function  g  recovers  the  macroscopic
governing equation for the temperature field. The governing equations for the distribution functions
are given as follows:

∂ f α

∂ t
+eαξ

∂ f α

∂ ξ
+eαη

∂ f α

∂η
=

−( f α
−f

α
eq )

τf

+Fb ,
∂ gα

∂ t
+eαξ

∂gα

∂ ξ
+eαη

∂ gα

∂ η
=

−(gα
−g

α
eq)

τe

where  τf, τe   are relaxation times for denisty and temperature distributions respectively, F b is the
buoyance  force  term and  (ξ,  η)  represent  the  transformed  coordinates.  The  corresponding
equilibrium distribution functions can be given as:

f α
eq =wα ρ(1+

eα .u

cs
2

+
(eα .u )2

2c s
4

−
u .u

2c s
2 ) , gα

eq =wαT (1+
eα .u

cs
2 ) .

Macroscopic properties can be calculated using the following relationships:

ρ= ∑
α=0

8

f α , ū=
1
ρ ∑

α=0

8

eα . f α , T= ∑
α=0

8

gα .

The finite difference lattice Boltzmann equation used in the present work is given as follows:

∂ f α

∂ t
=R ( f α ) where R (f α )=

−( f α
−f

α
eq )

τ
−eαξ

∂ f α

∂ ξ
−eαη

∂ f α

∂ η
.

Fourth-order  accurate  Runge-Kutta  scheme  is  used  for  the  time  integration  and  fourth-order
accurate compact scheme is used for the spatial discretization of ∂ f

∂ξ
, ∂ f

∂η
 terms. The same schemes

are used for solving the temperature distribution function equations as well.  As the central difference
schemes  are  non-dissipative  in  nature,  therefore  in  order  to  stabilize  the  solver,  a  sixth-order
accurate compact-filter is used to remove the high frequency oscillations which may get generated
due to the non-uniform grid and the boundary conditions. Filtering operation is applied every time
step for both the density and the thermal distribution functions [2].

Natural convection in a square cavity was chosen as the test case in order to validate the present
solver. The horizontal walls of the square cavity are insulated and the vertical walls are maintained
at different uniform temperatures. Temperature gradient generated by the two vertical walls is the
driving mechanism for the natural convection to take place within the cavity. Neumann temperature
boundary conditions are imposed on the top and bottom walls and Dirichlet temperature boundary
conditions are applied on the vertical walls at two different temperatures.

Natural convection in the annular cavity is driven by the temperature difference that exists between
the  inner  and the  outer  walls.  In  the  present  study inner  cylinder  was  maintained  at  a  higher
temperature whereas the outer cylinder was maintained at a lower temperature. No-slip velocity
boundary conditions are applied on all the walls. For the temperature, Dirichlet boundary conditions
are imposed on the inner and outer cylinders. In order to apply Neumann boundary conditions on
the density and temperature distribution functions, one-sided fourth-order accurate finite-difference
formulae  were  used.   Distribution  functions  on  the  boundary  grid  are  calculated  using  the
equilibrium and the non-equilibrium distribution functions. One sided fourth-order accurate finite-
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difference formula was used for approximating the non-equilibrium distribution function on the

walls as given by the following equations ∂
2

f
non−eq

∂
2n

=0 , ∂
2

g
non−eq

∂
2 n

=0 .

3. RESULTS

The developed solver  is  validated by simulating natural  convection in  a  square  cavity for  two
different Rayleigh numbers of 106  and 108. The maximum x-component of velocity on the centre
vertical line and its location, maximum y-component of velocity on the central horizontal line and
its location, average Nusselt number, average Nusselt number over the central vertical line and the
high-temperature  wall  are  presented  in  Table1.  The  data  from the literature  [3,  4,  5]  was  also
presented  in  the  same  table  together  with  the  relative  errors.  Good  matching  of  results  with
reference data is  observed from the Table1. Schematic diagram of square cavity,  isotherms and
streamlines for Rayleigh numbers 106 and 108 and the comparison of temperature profiles along
central horizontal line are shown in figure 1.

a) Schematic diagram b) Isotherms for Ra = 106 c) Streamlines for Ra = 106

d) Isotherms for Ra = 108 e) Streamlines for Ra = 108 F) Temperature profiles along
y/H=0.5 line

FIGURE 1. Validation case results

Ra Data Umax Y Vmax X Nu Nu1/2 Nu0

106

Ref[2]
Present
Error(%)

64.630
64.8065
0.272

0.850
0.8463
0.435

219.36
220.567
0.55

0.0379
0.0381
0.528

8.800
8.8183
0.208

8.799
8.8172
0.207

8.817
8.8202
0.036

108

Ref[3]
Present
Error(%)

321.876
273.329
15.0825

0.928
0.934
0.647

2222.39
2277.55
2.482

0.012
0.0116
3.33

30.696 30.666
30.225
29.943
0.933

TABLE 1.  Comparison of present results with the reference data for natural convection in a square
cavity at Rayleigh numbers 106 and 108.
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a)Schematic diagram b) Isotherms c) Streamlines

FIGURE 3: Natural convection in concentric annnular cavity for Rayleigh number Ra = 108.

In the present study the ratio of the outer radius to inner radius of the cavity is taken as 2.60.
Contours of isotherms and streamlines within the annular cavity at a Rayleigh number of 108 are
shown in figure 2. From this figure, higher flow and temperature gradients can be noted near the
walls of the cavity. The velocity reaches a maximum near the upper part of the inner cylinder and a
minimum velocity is observed in the bottom part of the cavity as the cold fluid settles there. Most of
the fluid on the top of inner cylinder is maintained at a higher average temperature because of the
presence of a thermal plume. Average Nusselt number for a Rayleigh number 10 8 is obtained as
19.051.

4. CONCLUSIONS

In  the  present  work,  compact  finite-difference  LBM  solver  is  extended  to  simulate  natural
convection in annular cavities. The developed solver was validated using natural convection in a
square cavity at Rayleigh numbers 106 and 108. A good match was observed for the variation of
temperature profiles and Nusselt number when compared with the reference data. The developed
solver was successfully applied to simulate turbulent natural convection in a concentric annular
cavity.  A thermal plume was noticed on the top of  the inner cylinder  which is  responsible for
keeping the flow at a higher average-temperature in the top portion of the annulus. The present
study  establishes  that  CFDLBM  can  be  successfully  applied  to  simulate  turbulent  natural
convection. 
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ABSTRACT 

Heat exchangers are playing major role in heat and mass exchange apparatus like electrical power 

generation plants, oil refining, environmental protection and chemical engineering processes. 

Helical baffles with 400 helix angle are used in shell and tube heat exchanger to enhance the heat 

transfer and reduce the pressure drop. New geometries have been introduced to performance 

enhancement and to improve reliability of heat exchangers. In this present study, shell and tube heat 

exchanger has been designed based on TEMA standard and thermal characteristics are observed 

based on different Reynolds number in shell side (ranging from 2,500 to 16,500) as well as tube 

side (3,000 to 22,000). The heat transfer coefficient, friction factor and overall heat transfer 

coefficient have been estimated for different Reynolds numbers and noticed that the heat transfer 

coefficient, overall heat transfer coefficients are increasing along the increase of Reynolds number 

and friction factor reduces by increasing Reynolds number. 

Key Words: Heat Exchanger, Heat Transfer, Pressure Drop, Pump Power, Reynolds Number. 

1. INTRODUCTION 

Heat exchangers are playing major role in heat and mass exchange apparatus like electrical power 

generation plants, oil refining, environmental protection and chemical engineering processes. 

Among different types of heat exchangers shell and tube heat exchangers have been commonly used 

in Industries, due to the robust construction geometry as well as easy maintenance and possible 

upgrades. The heat transfer effectiveness can be improved by using baffles in shell and tube heat 

exchangers. Segmental baffles are mostly used one to support tubes and change the direction of 

fluid flow. 

Higher pumping power is needed to offset the higher pressure drop when the segmental baffles are 

used in shell and tube heat exchangers under the same load. Therefore it is essential to develop a 

novel shell and tube heat exchanger using different baffles to have higher heat transfer efficiency 

and lower pressure drop. Shell and tube heat exchanger with helical baffles introduced by Lutcha 

and Nemcansky in May, 1990. Helical baffles serve as guide vanes for shell side flow when 

compared to segmental baffles. The use of continuous helical baffles in shell and tube heat 

exchangers can improve the performance. However, very few research works are done on shell and 

tube heat exchangers using continuous helical baffles. The pioneering work published is given in 

literature. 
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2. MAIN BODY 

Master B.I et al (2006) gave the importance of heat exchangers along the worldwide applications of 

it. Bin Gao et al (2015) has experimentally studied on flow resistance and heat transfer of several 

shell and tube heat exchangers with discontinuous helical baffles of helix angles 80, 120, 200, 300 

and 400. Their results provide the shell and tube heat exchanger with 400 helix angles is the best 

comprehensive performance among 80,120,200,300 and 400 helix angles. Cong Dong et al (2016) 

experimentally studied on circumferential overlap trisection helical baffles shell and tube heat 

exchanger with folded baffles, their results shows the heat transfer performance and comprehensive 

performance evaluation indexes of the circumferential overlap trisection helical baffles are much 

better than the segmental baffle heat exchanger. 

Jian Fei Zhang et al (2009) experimentally studied the flow and heat transfer characteristics on 

several shell and tube heat exchangers, one with segmental baffles and helical baffles of four 

different helix angles like 200, 300, 400 and 500. They found that the shell and tube heat exchanger 

with 400 helix angle shows the best performance under the same volume flow rate. Jian Fei Zhang 

et al (2009) carried 3D numerical simulation on shell and tube heat exchangers with three different 

helix angles like 300, 400 and 500 and found that the 400 helix angles shell and tube heat exchanger 

given best performance among all the three helix angles. 

The heat exchanger has 2000 mm length and 114.3 mm, 102.10 mm of shell outer and inner 

diameters are chosen with 4 numbers of tubes with outer diameters are 25.4 mm, arranged in an 

angle of 450 rotating square arrangement. From literature the optimum helix angle (β) is 400 and 

same has been considered for the present work and thickness of the baffle is 3 mm. Hot fluid is 

considered in shell side at temperature of 343.15 K and cold fluid is considered in tube side at 

temperature of 298.15 K. In this study shell side flow rate (
.

SQ ) and tube side flow rates (
.

tQ ) are 

considered as 20 lpm to 60 lpm and 10 lpm to 30 lpm. 

Baffle spacing (S) = 0.2Di or 51mm. (Whichever is greater).                                      (1) 

Tube outer diameter (d0) = 25.4mm from Table RCB-4.52                                            (2) 

p = 1.25d0                        (3)                              ( )tan2 ihelical DB =                       (4) 

Number and size of tie rods: No fewer than four tie rods and not less than 9.5mm of diameter. Any 

baffle segment requires a minimum of three points of supports. 

 

Shell Side Calculation 

ssQm =
.

                               (5)                           
( )( )2

0

225.0 dNDA is −= 
                 (6) 

Fig 1: Shell and Tube Heat Exchanger with 

Helical Baffle 

The heat exchangers are devices which 

transfers heat between two fluids which are 

at different temperatures. A shell and tub 

heat exchanger consists of a bundle of tubes 

enclosed within a cylindrical shell. 

One fluid flows through the shell and 

another fluid flowing through the tubes. 

The fluid flow and heat transfer processes 

are turbulent flow and steady state. The 

shell and tube heat exchanger consider in 

the present study with helical baffles is 

shown in figure 1. 
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Equivalent/Effective diameter varies with the flow arrangements. 
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The heat transfer coefficient can be calculated by the Nusselt number equation. 
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3. RESULTS 

Numerical analysis of shell and tube heat exchangers using 400 helical baffles are conducted in 

MAT Lab and results are discussing here. 

 

 

 

 

 

 

 

 

 

 

Fig 2: Reynolds number Vs Heat Transfer Coefficient (Shell side and Tube side) 

Figure 2 shows the increase of heat transfer coefficient along the Reynolds number in shell side as 

well as tube side, due to the increase in flow rates. 

 

 

 

 

 

 

 

 

 

 

Fig 3: Reynolds number Vs Friction factor (Shell side and Tube side) 

Figure 3 predicts the friction factor decreases along the increasing of Reynolds number in shell side 

and tube side for a helical baffled shell and tube heat exchanger. This is due to increase of mass 

flow rates. 
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Fig 3: Reynolds number Vs Overall Heat Transfer Coefficient (Shell side and Tube side) 

Figure 4 indicates the Reynolds number Vs Overall heat transfer coefficient. Overall heat transfer 

coefficient increases with the increasing of Reynolds number. This is happen, due to increasing of 

flow rates. 

4. CONCLUSIONS 

The research on shell and tube heat exchangers with helical baffles is done by many researchers and 

it was proved that pressure drop decreases and increases the heat transfer. For many years, various 

types of baffles have been used in shell and tube heat exchangers to improve the heat transfer while 

maintaining a reasonable pressure drop. Helical baffles are proved the suitable type of baffles for 

enhancing the heat transfer and reducing the pressure drop in shell and tube heat exchangers. From 

the pioneering work, the great significant in the improvement of heat exchangers with helical 

baffles and the heat transfer increases with the decreasing the helix angles and become mild after 

the helix angle 400 for larger flow rates and 120 for smaller flow rates. The friction factor decreases 

with the increase of Reynolds number in shell and tube heat exchangers. Heat transfer coefficient 

increases with the increasing of Reynolds number. 
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ABSTRACT 

Vortex shedding and convective heat transfer characteristics due to control plates near the cylinder 

have been investigated numerically at Reynolds number 100. The control plates locations and 

orientation has been taken as a study parameter, the radial distance between the centroids of 

cylinder and control plate (rd) and the angular location (θ) measured from rear stagnation point 

decides the location of control plates. The finite volume code Ansys Fluent is used for computing 

the field variables. The vortex shedding forces (drag and lift), shedding frequency and Nusselt 

number are compared with respect to the various locations of control plates. Vortex shedding 

suppression is observed for the case at θ=90o, where the control plates are positioned along the main 

flow direction. Suppression of heat transfer is observed for the closer location of control plates. 

Key Words: Wake control, Vortex shedding suppression, Heat Transfer, Passive method, Control 

plate. 

1. INTRODUCTION 

The study on flow past circular cylinder can be seen in various aspects such as confined or an 

unconfined cylinder, two or three dimensional flow, laminar or turbulent flow, creeping flow, flow 

separation, vortex shedding, vortex induced vibration, wake flow, vortex shedding and wake control 

by active and passive control methods and heat transfer enhancement studies, etc., Even though 

many  studies have been conducted on vortex shedding and wake control, it has high scope due to 

its wide range of applications. Bridge piers, smoke stacks, under water structures, fin and tube heat 

exchanger, cooling in plastics and glass production industries, etc., are such examples. 

The passive control of vortex shedding is one of the effective control methods, in which the system 

has less complexity and requires no external power. There are numerous works on passive control 

of vortex shedding. Control cylinder, splitter plate, control plates, wall confinement, cylinder 

surface modification (slots, wavy surface, etc.,) are such examples. Very few research work on 

control plate method, Zhou et al.[1] used control plate in the upstream of cylinder. Some of the 

researchers worked on splitter plate method, where the splitter plate is attached to the cylinder or 

placed away from the cylinder, Raghu Vamsee et al. [2] Jayavel and Tiwari [3]. Deepakkumar et al. 

[4], [5] and Deepakkumar and Jayavel [6] used local waviness technique for the case of wall 

confined cylinder. In a fin and tube heat exchanger, Deepakkumar and Jayavel [7] studied the wake 

heat transfer characteristics using combination of circular and elliptical tubes. This article is 

focussed mainly on control plate method of vortex shedding control with respective heat transfer 

characteristics from the unconfined cylinder. Hence, the literatures are collected related to the 

passive method of vortex shedding control. Due to space restriction, the detailed literatures related 

to passive methods are omitted here. From the previous literature, it is observed that the study on 

wake dynamics using control plate method has high potential scope on the fluid flow and heat 

transfer control. The detailed problem statement and solution methodology are discussed in section-

2 and the results are discussed in section-3. 
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2. PROBLEM STATEMENT AND COMPUTATIONAL METHODOLOGY 

The problem is taken in an unconfined cylinder, a two-dimensional unsteady laminar flow regime at 

Reynolds number 100 is considered for simulation. The possibilities of vortex shedding suppression 

and shedding control using two control plates located symmetrically with respect to cylinder 

centreline along the flow direction (Fig.1a) has been analysed for various locations of control plates. 

The locations of control plates are varied based on two parameters (Fig.1b). (i) the radial distance 

between the centroids of cylinder and control plate (rd) , (ii) the angular location (θ) is measured 

from rear stagnation point of the cylinder. 

(a)  
(b)  

FIGURE 1. (a) Computational domain (b) details of control plates location (zoomed view) 

At all locations, the control plates are positioned parallell to the tangent of the cylinder for the 

respective angle (θ). The various angular locations (θ) taken are 450, 600 ,62.950 ,750 and 900, at 

each angular location, the radial distance (rd) studied are 0.6D, 0.7D,0.8D ,0.9D and 1D. The 

various values of θ are considered based on targeting the interaction of the control plates near and 

around the flow separation region of the cylinder. Similarly, the rd is restricted to a maximum limit, 

rd = 1D, where far away location of control plates may not have significant influence on local flow 

control near to the cylinder. The width (w) of the control plate is taken equal to diameter of the 

cylinder. The thickness (t) of the control plate is 0.1 D, such that the streamlined flow around the 

control plate can be expected. In addition to identifying the flow characteristics due to control 

plates, the corresponding effect on heat transfer characteristics is also studied. For that, two cases of 

boundary conditions of control plates have been investigated. (i) Constant wall temperature 

boundary condition (CWTBC) (ii) Adiabatic boundary condition (ABC). In both cases, the cylinder 

is maintained at constant wall temperature boundary condition (CWTBC). 

As the study is aimed on an undefined cylinder, an imaginary square computational domain of size 

120Dx120D has been taken for assigning the boundary conditions of free stream fluid. The size 

120Dx120D is chosen based on the work of Qu et al. [8]. In order to solve the continuity, 

momentum and energy equations the computational domain is discretized into finite number of 

control volumes using the grid generation code Ansys ICEMCFD. The computational domain is 

divided into two regions as shown in Fig. 1a. In Region-1 (R1), the gradients of pressure, velocity 

and temperature are high, hence fine control volumes are generated near and around the cylinder 

and control plates. Whereas, in Region-2 (R2), due to low gradients coarse control volumes are 

generated away from the cylinder. The unstructured control volume method is used for discretizing 

the computation domain due to the complex region between the cylinder and control plates. 

The equations governing the incompressible flow with constant thermo-physical property in the 

computational domain can be represented by the dimensionless form of the Naviers - Stokes 

equations which are described as follows. 
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The code, ANSYS FLUENT is used for solving the governing equations with appropriate boundary 

conditions. The boundary conditions at inlet is assumed as uniform velocity U=1, V=0, 0=




X

P
 and 

temperature θ=0, side boundaries are assumed as slip, 0,0,0 =



==





Y

P
V

Y

U and 0=




Y

 . At outlet, the 

outflow condition is used. The size of control volumes are chosen based on the grid independence 

study, the details are shown in Table 1. The parameters averaged drag coefficient (CD) and Nusselt 

number (Nu) have been monitored for the grid independence results and validation of numerical 

methodology used in the present study. Based on the computational time and numerical accuracy 

the grid G3 is taken as an optimum grid size. In validation (Table 2), the present results are closely 

matches with the work of Qu et al. [8] and Mahir and Altaç [9]. 

Grid G1 G2 G3 G4 

Maximum 

size of 

element 

(mm) 

R1 5 2 1 0.4 

R2 12 8 5 4 

Total elements 72149 158602 194422 453209 

Cd (Mean) 1.586 1.513 1.422 1.44 

TABLE 1. Details of grid independence study 

Parameter Present 

work 

Qu et 

al. 

[8] 

  

Mahir 

and 

Altaç 

[9] 

Cd 1.32 1.317 1.368 

Clrms 0.2161 0.2226 - 

St 0.164 0.1649 0.172 

Nu 5.304 - 5.179 

TABLE 2. Validation 

3. RESULTS 

The vortex shedding characteristics, drag coefficient (CD), lift coefficient (CL) and strouhal number 

and the average Nusselt number of the cylinder surface has been observed for various locations and 

two cases of thermal boundary conditions (CWTBC and ABC) of the control plates. In general, the 

cylinder heat transfer is more for adiabatic condition of control plates as compared to isothermal 

boundary condition, however the heat transfer is reduced as compared to cylinder without control 

plates. Figures 2a and 2b show the vortex shedding suppression case of θ = 90o and rd = 0.8D 

respectively for CWTBC and ABC. Even though the cylinders wake size is same for both the cases, 

the nearby hot region of control plate in CWTBC supress the heat transfer from the cylinder. The 

detailed results are not presented here due to space constraints.  
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(a)  (b)  

FIGURE 2. Streamline and temperature contour for θ = 90o and rd = 0.8D (a) CWTBC (b) ABC 

4. CONCLUSIONS 

Among all cases studied, suppression of shedding has been identified for the control plate location 

θ=90o, for all rd except rd = 0.6D and 0.7D. In all other angular locations, it fails to suppress the 

shedding due to the control plates acts as a bluff body, which induce the flow instability. This can 

be overcome by reorienting the control plate with the main flow direction. The suppression at θ=90o 

is due to the local deceleration of flow between cylinder and control plates delays the shedding, 

where the control plate act as streamlined body. The heat transfer enhancement can be expected by 

increasing the shedding frequency with proper location and orientation of the control plate. 
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ABSTRACT 

A new interpolating MLS based interpolating MLPG method has been developed for steady state heat 

conduction problem in two dimension with Dirichlet and Neumann boundary conditions. In context of 

MLS approximation, a singular weight function is used in the interpolating MLS approximation. The 

interpolating MLS approximation possess Kronecker delta property which makes easy to impose 

essential boundary conditions. Three different test functions are tested, since the weight function of the 

interpolating MLS cannot be used as a test function in the interpolating MLPG method. The new method 

provides better accuracy, robustness and also saves computational time. 

Key Words: Heat Conduction, MLPG, Interpolating MLS 

1. INTRODUCTION 

Meshfree methods have been well established for solving science and engineering problems [1]. MLPG 

method has become a popular choice among meshfree methods [2]. Moving least square (MLS) 

approximation is widely used in meshfree methods to generate meshfree trial functions. The MLS 

procedure is very complicated and it is computationally expensive as well. Imposition of Dirichlet 

boundary condition is a difficult task in the MLS based meshfree methods. Penalty approach is mostly 

used to impose essential boundary conditions (EBCs), which makes the method more complicated. 

Another way is to use direct interpolating method which is very easy. However, direct interpolation 

method is not able to exactly impose specified values on boundaries. A new interpolating moving least 

square approximation has been proposed which possess Kronecker delta property [3–5]. This makes it 

very easy to impose Dirichlet boundary condition in meshfree methods. Unlike in the MLS 

approximation, a singular weight function is used in the interpolating MLS approximation. It has been 

claimed that it improves the accuracy and computational efficiency. The moment matrix formed in the 

interpolating MLS is one order less than the moment matrix formed in the MLS approximation. Hence, 

it reduces the calculations and increases computational efficiency. 

        Objective of the present paper is to study the performance of the interpolating MLS approximation 

in MLPG method. Based on the interpolating MLS approximation an interpolating MLPG method has 

been developed. Three different test functions (cubic, 4th order and Gaussian type) are used in 

conjunction with the interpolating MLPG method, as the singular weight function cannot be used as a 

test function. The interpolating MLPG method is applied to solve heat conduction problem in regular 

and irregular 2D domains with Dirichlet and Neumann boundary conditions. Results obtained by 

interpolating MLPG method are verified by analytical solution (in regular domain) and finite element 

solution (in irregular domain) and compared with MLS based MLPG method. Next section briefly 

describes MLPG formulation for the problem followed by results of numerical experiments and 

conclusions.          

2. MLPG FORMULATION FOR HEAT CONDUCTION PROBLEM 

Governing equation and boundary conditions for linear steady state heat conduction in 2D domain   

bounded by the boundary  are given by  
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where Q is volumetric heat generation per unit volume, κ is thermal conductivity, T is the specified 

surface temperature, q is the specified heat flux, and 1 2  =  . In MLS based MLPG method, the 

weight function and test function are same. However, in interpolating MLPG method, the singular 

weight function is used in interpolating MLS approximation and a different function is used as the test 

function. Details regarding interpolating MLS approximation can be found in [5]. The specified values 

on Dirichlet boundary are placed in the final stiffness matrix for the interpolating MLPG method. Direct 

interpolation method is used in the MLPG method (with MLS approximation).   

Weight function 

In current work, singular weight function in the interpolating MLS is defined as [6] 
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Test functions 

We have employed three test functions in the current work: 

The cubic spline test function is defined as  
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The fourth order spline test function is defined as 
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The Gaussian type test function is defined as 
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where ci is the shape controlling factor, 
i

i

q

d
r

−
=

x x
, γ is an even positive integer and rq is the radius 

of the local quadrature domain. BiCGSTAB solver with Jacobi preconditioner is used to solve linear 

system of algebraic equations. Tolerance is set equal to 10-8. 

3. NUMERICAL EXPERIMENTS AND RESULTS 

MLPG codes based on standard and interpolating MLS have been developed in C/C++. For MLPG 

analysis, radius of the local quadrature domain (rq) is calculated by  q Q cr d= . where, dc is 
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characteristic distance and αQ is dimensionless parameter for local domain (=0.9 in current work). The 

radius of the support domain is calculated by the method used in [7]. Number of nodes in the support 

domain (ns) is kept constant for every support domain. Relative percentage error is computed by L2 

norm. 64 gauss pints are used in quadrature domain for numerical integration. Thermal conductivity (κ) 

is assumed as 400 W/mK. 

3.1 Heat conduction in 2D regular domian 

The heat conduction equation is solved with unifrom grid in a unit square domian. 0⁰ C temperature is 

maintained on the boundaries. Heat generation Q is 106 W/m3. Analytical solution is taken from [8]. 

For quadratic basis, interpolaitng MLS provides good accuracy level for all three test functions. For 

linear basis only Gaussian test function works well for both approximation schemes (Table 1). 

Table 1: Relative % error for MLPG methods in 2D regular domain  

 Quadratic basis (ns=12) Linear basis (ns=8) 

 cubic 4th order Gaussian cubic 4th order Gaussian 

N↓ IMLS MLS IMLS MLS IMLS MLS IMLS MLS IMLS MLS IMLS MLS 

202 0.31 0.48 0.17 0.33 0.80 0.36 47 19 40 8.7 0.23 1.2 

752 0.74 0.76 0.68 0.68 1.05 0.91 47 19 40 9.1 0.55 1.0 

1002 1.0 1.0 0.92 0.93 1.22 1.21 47 19 40 9.1 0.73 1.15 

3.2 Heat conduction in 2D comlpex shaped domian 

The problem domain has been carved out of a square plate of 2m edge (Figure 1). At the centre, there 

is a circular hole of radius 0.5m. There are four one quarter circular hole of radius 0.5m at four corners 

[9].  Left edge and curved surfaces on the left side are maintained at 100⁰ C and right edge and curved 

surfaces on the right side at 300⁰ C. The periphery of centre hole is at 0⁰ C. There is heat flow at bottom 

and top edge of magnitude 105 W/m2. The grid generated by ANSYS commercial software is imported 

in the MLPG codes. dc is equal to distance between computing node to the closest node. 

  
Figure 1: Complex shaped domain Figure 2: MLPG solution 

 

Figure 2 depicts MLPG solution in 2D complex domain. Good match is found between MLPG and FE 

solutions. Cubic test function does not work well for quadratic and linear basis in 2D complex domain. 

However, Gaussian test function with optimum value of shape controlling factor is most appropriate 

among three chosen test functions (Table 2).  
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Table 2: Relative % error for MLPG methods in 2D irregular domain  

 Quadratic basis (ns=12) Linear basis (ns=8) 

 cubic 4th order Gaussian cubic 4th order Gaussian 

N↓ IMLS MLS IMLS MLS IMLS MLS IMLS MLS IMLS MLS IMLS MLS 

290 9.3 9.5 0.52 1.44 0.45 0.43 >10 >5 0.56 1.6 0.56 1.33 

6294 7.9 7.9 1.16 1.16 0.53 0.53 >10 >5 0.99 1.26 0.42 0.73 

10899 7.8 7.8 1.35 1.34 0.69 0.69 >10 >5 1.15 1.5 0.5 0.84 

CONCLUSIONS 

New interpolating MLPG method based on interpolating MLS approximation has been developed for 

steady state heat conduction problem. The method has been demostrated in 2D with different boundary 

conditions. Three diffreent test functions have been tested. It is found that all three test functions work 

well with quadratic basis in regular domain for both approximation. However, for linear basis only 

Gaussian test function works well for both approximations. In 2D complex domain, cubic test funciton 

does not work for quadratic and linear basis for both approximations. Gaussain test funciton seems to 

be more appropriate than other two test functions. Interpolating MLPG method is slightly faster than 

the MLS based MLPG method. Interpolating MLPG method has main advantage of easy implementing 

of EBCs as interpolating MLS has Kronecker delta property. 
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ABSTRACT 

In this paper, a new Roe-type convective flux scheme is developed for incompressible two-phase 

flow equations in artificial compressibility formulation along with conservative level set method. In 

the present formulation the density is considered to be dependent on level set function. The efficacy 

of the proposed scheme is demonstrated through a Rayleigh Taylor instability test problem. 

Key Words: Conservative Level Set Method, Artificial Compressibility Method, Incompressible 

two-phase flows. 

1. INTRODUCTION 

Capturing well resolved interface motion is crucial while simulating multiphase flow problems. 

Methods for solving multiphase flow problems can be broadly classified into front tracking and 

front capturing methods. Front capturing methods, such as, volume of fluid, level set method etc., 

uses an implicit function to represent the interface. This enables the front capturing methods to 

handle complicated interface evolution in a much easier way. In case of level set method [1], the 

fluid-fluid interface is represented as a predefined contour level of a smoothly varying function. 

Since the numerical diffusion is less affected in smooth regions, the interface will remain sharp 

during the course of simulation. Moreover, the smoothness also helps in accurate computation of 

interface curvature, which is essential for the correct estimation of surface tension forces.  

In order to capture interface motion accurately, in the present work, a single system of equations is 

solved by combining artificial compressibility based Navier-Stokes equations and an interface 

advection equation in closely coupled manner. This ensures that the density field evolves along with 

the pressure and velocity fields at same instance of time. A conservative level set method [2] is used 

for advecting the interface for the following reasons. Firstly, this method has better mass 

conservation than the conventional level set method. Secondly, a unified finite volume framework 

can be used for both the system of governing equations and re-initialization equation. Finite volume 

framework will help in solving wide range of practical problems involving arbitrary shapes.  

A novel Roe-type convective flux scheme is presented for two-phase flows, where density field is 

considered dependent on the level set function in the formulation of the scheme. Simplified 

expressions for the eigenvalues, eigenvectors and wave strengths to be used for computing the 

present Roe flux at the cell interfaces are reported here. With the new formulation, the present 

scheme is expected to have enhanced accuracy in estimating jump conditions across the shear and 

contact waves, which will help in accurate evolution of the material discontinuity. Several standard 

test problems are solved to evaluate the efficacy of the proposed scheme. However, for brevity, only 

one test case is reported here. 
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2. GOVERNING EQUATION AND FINITE VOLUME FORMULATION 

The integral form of two dimensional unsteady Navier-Stokes equations in artificial 

compressibility framework with dual time stepping method can be written as, 

 ( ) ( ) d  d , . , .  d  d 0t v v
I l

tτ Ω Ω ∂Ω Ω
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Here, p  is the pressure, ρ  is the density, β  is a constant artificial compressibility parameter, u  

and v  are the velocity components along x  and y  directions respectively, µ  is the dynamic 

viscosity, g  is the acceleration due to gravity, n = ( xn , 
y

n ) is the outward facing normal vectors of 

the control volume Ω ,τ  is the pseudo time and t  is the real time. In the above system of 

equations, the fourth equation for the advection of the level set functionψ , is added to model the 

two-phase flow (the contour 0.5ψ =  represents the interface). The density and viscosity used in 

the governing equations are functions of ψ as shown in the above expressions. The suffixes “1” and 

“2” stands for dense and light fluids. Using a two dimensional cell centered finite volume method 

for discretizing space and a three-point implicit backward differencing method for discretizing real 

time derivatives, the above integral equation  can be written in finite volume discretized form as, 
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Here, ijU are the cell averaged values of 
ij

U . For the above discretized equation, a three stage 

strong stability preserving Runge-Kutta method is used for approximating pseudo time derivatives. 

The source terms are computed using g and cell centered density field. The velocity gradients used 

in the viscous fluxes are obtained using a second order accurate central differencing scheme. The 

convective fluxes are computed using the new Roe scheme. 

The modified Roe flux at the cell interface can be written as, 

( )
4

R oe ( ) ( )

k= 1

1 1
| |

2 2

k k

L R k Kα λ= + − ∑n n nF F F � �� . Here, the flux normal to the cell 

interface ( ( ))T=nF F U , where T  is the matrix for rotating vectors from global to local co-ordinates 

at the cell interface aligned to the tangent and normal directions. The subscripts ‘L’ (Left) and ‘R’ 

(Right) represent the fluxes obtained by solution reconstruction from the interior and exterior side 

of the cell respectively. A weighted lease square based second order solution reconstruction scheme 
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[3] is used here for computing the left and right reconstructed data. Note that, after computing the 

fluxes one needs to rotate them back to the global co-ordinate frame before proceeding to the finite 

volume updation step. The eigenvalues
( )kλ� and the corresponding eigenvectors

( )kK� for the system of 

equations can be written as,
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and the wave strengths kα� are given as, 
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In the above expressions n x yu un vn= + and n y xv un vn= − + . The tilde symbol denotes that, they 

are obtained using Roe averaged state variables. The expression for the Roe averaged state variables 

are taken as per [4]. In the expressions for 
k

α� , the ∆ symbol represents the difference between right 

states and left states of the variables. 

3. RESULTS AND DISCUSSION 

To demonstrate the efficacy of the proposed Roe-type convective flux scheme, a Rayleigh-Taylor 

instability test problem, reported in [5], is performed. The domain is discretized into 32 X 128 cells. 

The artificial compressibility parameter ( β ) is taken as 1000. The real time step ( )t∆  is taken as 

0.01. The CFL number for the pseudo time step ( )τ∆  is considered as 0.9. The 0.5ψ = contours at 

various time levels for the present Roe scheme, the Roe scheme reported in [4] and a standard HLL 

scheme with fastest left and right waves as taken as 
(4) (4) (3) (3)min{ , } and max{ , }L R L Rλ λ λ λ� � � � are 

shown in Figure (1). One can clearly observe that, for HLL scheme, due to its inability to capture 

contact waves, the interface evolves at a slower rate. Here the mushroom head becomes non-

symmetric and get detached from the stem by t=1.2s. In case of the Roe scheme reported in [4], the 

mushroom head becomes conically shaped by t=0.9s and get detached from the stem by t=1.2s. 

However, in case of the present Roe scheme, a well developed, symmetric mushroom structure is 

Page 666 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

visible by t=0.9s and remain attached with the stem even at t=1.2s. The results from the present 

paper match very well with the trend reported by Puckett et. al. [5]. 

4. CONCLUSIONS 

A new Roe-type convective flux scheme for a system of artificial compressibility based Navier-

Stokes equations combined with conservative level set method is developed to solve two-phase 

flow problems in finite volume framework. The unique feature of the present formulation is that the 

density is considered to be dependent on level set function while developing the scheme. A 

Rayleigh Taylor instability problem is solved to study the accuracy of the proposed scheme. The 

results obtained for the present Roe scheme, Roe scheme reported in [4] and a standard HLL 

scheme are plotted and compared. It is observed that, the new Roe scheme helps in more accurate 

evolution of the material discontinuity.  

                                     

(a) t=0.0s             (b) t=0.3s             (c) t=0.6s             (d) t=0.9s             (e) t=1.2s 

FIGURE 1. The 0.5ψ =  contours of Rayleigh-Taylor instability problem at various time levels for 

present Roe scheme (blue), the Roe scheme by Price and Cheng [4] (green) and HLL (red). 
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ABSTRACT 

Presence of roughness element on the inside surface of tube enhance heat transfer and pressure 

drop. The present work deals with numerical investigation and optimization of thermo-hydraulic 

performance of artificially roughened tube. The roughness is provided in the form of thin wire ribs. 

The effect of geometrical parameters such as, rib angle of attack (α = 30°, 45°, 60°), rib height (e = 

0.5mm, 1mm, 1.5mm), rib pitch (p = 50mm, 46mm, 40mm) and Reynolds number (Re = 6788, 

9051, 11313) on thermo-hydraulic performance factor (η) is investigated using Taguchi approach. 

Nusselt number and pressure drop are considered as performance parameters to find out the thermo-

hydraulic performance of artificially roughened tube. An orthogonal array of L9 (34) is considered 

as experimental plan.  The goal of study is to obtain maximum Nusselt number and minimum 

pressure drop. Signal-to-noise ratios and contribution rations of each parameters is calculated. The 

results indicate that maximum thermo-hydraulic performance is obtain for α = 30°, e = 1 mm, p = 

46 mm and Re = 9051 

Key Words: Roughness, Numerical Investigation, Optimization, Taguchi Approach, Thermo-

hydraulic performance 

1. INTRODUCTION 

The heat exchange between the two mediums is typically low due to formation of static 

boundary layer of fluid over the tube wall which offers higher convective resistance in the path of 

heat transfer. To overcome the aforesaid situation, several heat transfer enhancement techniques 

have been tested over the several years such as helical roughened tubes, dimpled tubes, grooved 

tubes, twisted tape, wire coil, circular ring. Principally all these methods are based on creation of 

disturbance near the wall that reduces the thermal barrier and thereby leads to higher heat transfer. 

As a result of the enhancement in heat transfer, the size of the heat exchange device is reduced to a 

large extent with the considerable improvement in its performance. Heat transfer enhancement 

using passive techniques was the subject of early interest. Many researchers tried to develop various 

correlations using different roughness and corrugations parameters.  

Boelter et al. [1] in their experimental work collected data for heat transfer and pressure 

loss. They used strips soldered at certain angle to the flow direction in a duct. The pitch of metal 

strips was 25.4 mm, while height of strips as 3 mm and 10 mm respectively. They found that there 

was almost 200 % increase in heat transfer coefficient as compared to smooth duct with 

considerable increase in pressure drop. Heat transfer and frictional losses in tubes having roughness 

in the form of helical wire coil inserts was experimentally investigated by Sethumadhavan and Raja 
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Rao [2], they considered helical angles of 30°, 40°,55°, 60°, and 75° and found out that the 

maximum thermo-hydraulic performance was seen for helix angle of 55°. Pawan Singh Kathait, 

Anilkumar Patil [3] experimentally shown for roughened tubes the maximum value of thermos-

hydraulic performance is obtained as 1.95 corresponding to roughened tube with pitch to height 

ratio 10 at Reynolds number of 7343. Pethkool et al. [4] they experimentally found that the 

maximum thermal performance factor is 2.33 obtained for pith ratio 0.27 and rib height ratio 0.06 

also Nusselt number and friction factor are 3.10 and 2.14 times above the smooth pipe.  

The Taguchi approach is one of the foremost optimization techniques which reduce overall 

time and experimental cost permits us to minimize the variation around the target when bringing the 

performance value close to target value. It also helps to determine the optimum values of the 

working conditions. Halit Bas and Veysel Ozceyhan [6] used Taguchi Approach in their 

investigation for heat transfer and pressure drop in tube assisted with twisted tape inserts. Optimum 

values for heat transfer and pressure drop were found to be at Reynolds number for 18,400 and 

5200 respectively. Gunes et.al [7] using Taguchi approach investigated the optimum design 

parameters for tube with wire coil inserts. The optimum results were found to be s/D= 00357, P/D= 

1, a/D= 0.0714 and Re= 19800. Taguchi approach was used by Sashin and Demir [8] in their study 

on rectangular channel provided with perforated pin fins, this method helped to minimize the 

overall cost and experimentation time. Optimum values of flow depth, fin pitch and fin thickness 

for heat exchanger fitted with corrugated fins were obtained using Taguchi technique by Qi [9] 

Literature review shows that there are many heat transfer enhancements techniques. 

However little information is available regarding the determination of optimum values of roughness 

in the form of thin wire ribs orientated at different angle of attacks, pitch and height. The optimum 

values of roughness with rib height (e= 0.5mm, 1mm and 1.5mm), rib pitch (p= 50mm, 45mm and 

40 mm), rib angle of attack (α= 30°, 45° and 60°) and Reynolds number (6788, 9051 and 11313) are 

determine for maximum Nusselt number and thermo-hydraulic performance factor and lower 

pressure drop using Taguchi method. 

2. MAIN BODY 

2.1 Numerical Analysis 

All the numerical domains with length 1680 mm and diameter 28 mm of roughened tubes 

with are created in CATIA v5 modelling software. The numerical domains with (α=30°, 45°, 60° 

and e=1mm and p=50 mm) are shown in Figure 1. 

 

(a) 

 

(b) 

 

(c) 

 
FIGURE 1. Numerical domain of roughened tube 

The meshing of all the roughened tubes is carried out in ANSYS meshing module. Unstructured 

tetrahedral mesh is used to discretize all the roughened domains. Figure 2 shows the meshing of the 

roughened tube for 60° rib angle of attack. All the tubes were meshed in similar way. Grid 

independence was performed for the flow domain having rib angle of attack 30°, rib height of 1mm 

and rib pitch of 50mm. To obtain more accurate results the mesh near the wall of tubes and the 

ribbed surface is made finer. To predict the accuracy of the results obtained by simulation grids 

having different elements, with 863102, 1000591, 12, 49731 are used for grid independence test for 

Re = 9051. It was observed that there is not much change in Nusselt number for grids 1000591 and 

1249731. Therefore, in order to save the computational time 1000591 grid system is considered for 

all the simulations. CFD code ANSYS Fluent is used to carry out all the numerical analysis for 
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different flow domains. The governing equations (1-6) used in numerical analysis are given as 

below: 

 
FIGURE 2. Mesh of tube with (α= 60°, e=1 mm and p= 50 mm) 

Continuity Equations: 

        (1) 

Momentum Equations: 

x- momentum:     (2) 

y- momentum:     (3) 

z- momentum:     (4) 

Energy Equation: 

       (5) 

The heat transfer coefficient is calculated by using the coupled method  

        (6) 

Following assumptions are made for numerical analysis: 

1. Steady-state is considered for all the numerical simulations. 

2. All the thermo-physical properties of working fluid (water) assumed to be constant. 

3. Heat loss to surrounding is negligible. 

Present work deals with heat and fluid flow analysis through circular tube with constant wall 

temperature. The essential boundary conditions required for the analysis are for inlet, outlet and 

constant wall temperature.  
2.2 Taguchi Method 

Taguchi method consists of three design stages which are system, parameters and tolerance 

design. In present study the parameters design stage of Taguchi technique is used. The steps involve 

in Taguchi technique used in present study are as follows: 

Step 1: Identification of objective and selection of characteristics 

The objective of the present work is to determine the optimum values of design parameters in tube 

with thin wire rib roughness.There are 3 characteristics in Taguchi technique, higher is better, 

nominal is best and lower is better. In present study the first goal is to maximize the Nusselt number 

therefore it is higher the better. The second goal is to minimize the pressure drop hence it is lower 

the better problem. And finally maximize the thermo-hydraulic performance factor.  

Step 2: Selection of controllable and Noise factors and Orthogonal Array 

In present study the controllable factors are rib height (e), rib pitch (p), rib angle of attack (α) and 

Reynolds number (Re), while heat transfer and pressure drop are the noise factors. The controllable 

factor for present study is shown in Table 1. In present work, there are four factors with three levels. 

Hence there are 8 (4*2) degrees of freedom because of four deign parameters. In present work an 

orthogonal array of L9 is chosen instead of L27 to minimize the number of runs of simulation. 
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Parameters 
Levels 

1 2 3 

A: Rib Height (e)  0.5 1 1.5 

B: Rib Pitch (p) 50 46 40 

C: Rib angle of attack (α) 30 45 60 

D: Reynolds number (Re) 6788 9051 11313 

                                  TABLE 1. Design parameters and their levels 

Step 3: Performing numerical simulation and analysis 

All the numerical simulations conducted as shown in experimental plan in Table 2. In present study 

the objective is to maximize the heat transfer or Nusselt number and minimize the pressure drop. 

And finally, the overall effect of heat transfer and pressure drop is taken into consideration to find 

the overall thermal and hydraulic performance of the use of roughened tube in terms of thermo-

hydraulic performance factor suggested by Webb and Eckert [8]. Thermo-hydraulic performance is 

given by, 

      (7) 

Parameters 
Nu SNRA1 ΔP SNRA2 η SNRA3 

A B C D 

1 1 1 1 63.18 36.012 90.57 -39.139 0.978033 -0.19293 

1 2 2 2 90.62 39.144 172.6 -44.740 1.181166 1.44622 

1 3 3 3 111.64 40.957 369.65 -51.355 1.154562 1.24834 

2 1 2 3 100.10 40.008 274.69 -48.776 1.09682 0.80271 

2 2 3 1 78.67 37.916 136.63 -42.710 1.010583 0.09144 

2 3 1 2 108.55 40.713 259.56 -48.284 1.268461 2.06554 

3 1 3 2 94.58 39.516 226.34 -47.095 1.021877 0.18798 

3 2 1 3 119.62 41.556 346.65 -50.797 1.139456 1.13395 

3 3 2 1 81.55 38.229 81.5574 -43.705 0.815633 -1.77011 

TABLE 2. Experimental plan for L9 Orthogonal array and SNR values 

3. RESULTS 

The results obtained from numerical simulations are analysed in Minitab 15.0 software to determine 

the effect of roughness and flow parameters on heat transfer and pressure drop. Figure 3 (a) shows 

the effect of each roughness and flow parameter on Nusselt number. It can be observed that Nusselt 

number takes it maximum value at third level for parameter of rib height (e). As the height of wore 

increases it provides the better mixing of fluid neat to boundary layer which results in disturbance in 

laminar sub-layer. Also, Nusselt number is observed to be increase with decrease in pitch of 

roughness due to increase in turbulence intensity and increase in flow path. The maximum value of 

Nusselt numbers are observed for the rib angle of attack 60°.  It is clear from the Figure 3 that the 

optimum values of parameters for maximum heat transfer are as follows: e= 1.5 mm, p=40 mm, α= 

60° and Re= 11313. Hence A3B3C3D3 are the optimum conditions of roughness and flow parameters 

for maximum heat transfer according to “Larger is better” criteria for Nusselt number. The effect 

of roughness and flow parameters on pressure drop is shown in Figure 3 (b). 

Page 671 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

     
                       (a) Nu                                                                                      (b) ΔPD 

 
(c) ƞ 

FIGURE 3. Effect of individual roughness and flow parameters Nu, ΔPD and ƞ 

It is observed that the pressure drop decrease with decrease in rib height (e) this is due to since the 

height of rib increases the surface area increases and hence flow blockage increases with causes 

overall increase in pressure drop. Increase in pitch of roughness provides more pressure drop due to 

increase in turbulent intensity due to successive number of ribs placed closed to each other. The 

optimum values of parameters for minimum pressure drop are as follows: e= 0.5 mm, p=50 mm, α= 

45° and Re= 6788. Hence A1B1C2D1 are the optimum conditions of roughness and flow parameters 

for minimum pressure drop according to “Smaller is better” criteria for pressure drop. 

It is obvious that the heat transfer will increase with increase in values of roughness and flow 

parameters and pressure drop tends to decrease with decrease in values of roughness and flow 

parameters. However, it is necessary to analyse the combine effect of heat transfer and pressure 

drop which will provide the maximum thermo-hydraulic performance. Figure 3 (c) shows the effect 

of individual roughness and flow parameters on thermo-hydraulic performance factor (η). 

It can be seen that the optimum values for thermo-hydraulic performance factor are e= 1 

mm, p=46 mm, α= 30° and Re= 9051. Hence A2B2C1D2 are the optimum conditions of roughness 

and flow parameters for thermo-hydraulic performance according to “Higher is better” criteria for 

thermo-hydraulic performance factor. 

The optimum conditions for heat transfer, pressure drop and thermo-hydraulic performance 

factor are predicted using 95% significance level as shown in Table 3. The confirmation tests are 

conducted at optimum conditions to check the predicted results.  

 
Parameters Nu ΔP η 

e p α Re Predicted Real Predicted Real Predicted Real 

Nu 

Optimum 

Level 
3 3 3 3 123.70 125.24 453.79 455.43 1.001 0.985 

Optimum 

value 
1.5 40 60 11313  

ΔP 

Optimum 

Level 
1 1 2 1 70.80 72.31 121.79 124.16 0.955 0.9612 

Optimum 0.5 50 45 6788  

Page 672 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

value 

η 

Optimum 

Level 
2 2 1 2 

94.41 96.14 149.89 152.41 1.11 1.091 
Optimum 

value 
1 46 30 9051 

TABLE 3. Optimum conditions and performance values for tested models 

The contribution ratio of each parameters on Nusselt number, pressure drop and thermo-

hydraulic performance factor is shown in Figure 4 (a-c). It can be seen that for Nusselt number the 

Reynolds number is the most effective parameters which contributes to overall heat transfer with 

78%. Rib height (e) plays important role in pressure drop which is second most effective parameter 

with contribution ratio of 39%. The contribution ratio of e, p α and Re on thermo-hydraulic 

performance is 21.43%, 6.49%, 10.37% and 61.71% respectively. 

 

(Nu) 

 

(b) ΔPD 

 
(c) η 

FIGURE 4. Contribution ratios of each parameters on Nu, ΔP and η 

4. CONCLUSION 

In present study the optimum values of roughness and flow parameters are determined using 

Taguchi technique for thermal and hydraulic performance for tube provided with roughness. The 

significant results of present work are summarized as follows: 

1. Nusselt number is observed to increase with increase in roughness and flow parameters. 

The optimum values of parameters were obtained as e= 1.5 mm, p=40 mm, α= 60° and Re= 

11313. And optimum condition of design parameters was A3B3C3D3. 

2. Pressure drop decreases with decrease in rib height and rib pitch. The optimum values of 

parameters were obtained as e= 0.5 mm, p=50 mm, α= 45° and Re= 6788. Hence A1B1C2D1 

are the optimum conditions of design parameters. 

3. The optimum values of parameters for thermo-hydraulic performance factor are obtained as, 

e= 1 mm, p=46 mm, α= 30° and Re= 9051 with A2B2C1D2 as optimum design condition. 

4. Amongst all the factors the Reynolds number is the most effective parameter contributing to 

overall thermal and hydraulic performance for roughened tube, while rib height is the 

second most effective parameters amongst the other. 
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ABSTRACT 

Recent research has shown the potential advantages of using innovative light-trapping geometric 

features which are not used in conventional solar thermal tubular receivers. The studies have shown 

that a horizontal bladed receiver arrangement showed the best potential for increasing the effective 

solar absorptance by increasing the ratio of effective surface area to the aperture footprint. In this 

work, a detailed discussion of the Optical and Computational Fluid Dynamics (CFD) modeling of 

the horizontal bladed receiver developed under the Indo-US SERIIUS project is presented. Optical 

models using the heliostat field and the central tower facility at Sandia National Laboratories are 

developed to predict the actual flux map that is imposed on the receiver during on-sun testing. CFD 

modeling is used to predict the temperature distribution and the resulting receiver efficiencies. The 

simulated results using air as heat transfer fluid have also been validated experimentally. Brief 

details of the experimental procedure and experimental results will also be discussed where 

necessary for correlating with the computational models. 

Key Words: Solar Thermal Energy, Optical Modeling, Optical-CFD Coupling, Bladed Receiver. 

1. INTRODUCTION 

Recent studies by the authors have involved investigation of geometric features for solar receivers 

which trap the radiation (incoming and emitted), resulting in increased receiver efficiencies. The 

analysis revealed that a horizontal bladed receiver provided the best light trapping effect, increasing 

the effective absorptance and reducing the radiative losses by reflection and emission. In this work, 

details of computational modeling of a bladed solar thermal receiver will be presented. The 

experiment which was performed will be discussed only briefly wherever necessary, so as to 

provide context of the computational model setup. The methodology developed by the authors in 

Ortega et. al. [1] has been used to perform the modeling in a coupled manner. The receiver model is 

subjected to the same process of preheating and test with flow as the on-sun tests and the heat flux 

input is computed by using the optical modelling methodology discussed by the authors in their 

previous publication [2]. 

2. GEOMETRY AND MODELING DETAILS 

Optical and thermal-fluid modeling is discussed in this section in detail. The modeling was done 

using parameters from the optics of the heliostat field at the National Solar Thermal Test Facility 

(NSTTF) at Sandia National Laboratories and the air loop which was built for the on-sun 

experiments. 
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Receiver Geometry: The receiver design (Fig. 1) which was modeled (and tested) consists of 3 

vertical panels (13 tubes per panel) at the back with 3 blades aligned at an angle of 50 degrees to the 

vertical. Each blade consists of two panels (9 tubes per panel). Each tube has an outer diameter of 

12.7 mm and a thickness of 1.65 mm. The structural integrity of this size of tube has been discussed 

in detail in Ortega et al. [3]. The flow path used in the models as well as experiments is also shown 

in figure 1. It can be clearly seen from this figure that there are 3 distinct and similar flow paths to 

cool the receiver, each flow path starts with entry of fluid from the left side of the front bladed 

header, followed by recirculation in the bladed panel towards the back and the fluid finally entering 

the back panel through bottom and exit at the top. 

 

FIGURE 1. Bladed receiver design with flow path 

The header was not modeled in the detailed CFD models, but the flow distribution, pressure drop, 

and heat transfer coefficient through the header were modeled separately to ensure that the flow 

distribution amongst the tubes is uniform. 

Optical Modeling: To obtain the heat flux to be used for the thermal-fluid modeling, SolTrace, a 

ray-tracing based optical modeling software developed by NREL was used. The heliostat field at 

NSTTF was modeled in SolTrace and the receiver geometry created in Solidworks was imported in 

SolTrace. The typical ray intersections in SolTrace is shown in figure 2 (a). 

The results obtained in SolTrace were coupled with ANSYS Fluent using a MATLAB code that 

generates a file which can be used as a boundary condition in ANSYS Fluent as described by 

Ortega et al. [1]. The preheating heat flux profiles were generated using 8-10 heliostats, while the 

operating heat flux profiles were obtained using 10-16 heliostats from the SolTrace model of the 

NSTTF for three flux levels 90, 120, 150 suns. 

CFD Modeling: ANSYS Fluent was used for detailed investigation of the thermal fluid 

performance of the receiver. The CFD modeling is performed for two parts, preheating without flow 

and heating with air flow (with a relatively higher heat flux compared to preheating). After the 

preheated temperature profile is obtained, the full power heat flux profile is imposed on the receiver 

and air flow with receiver heating is simulated for 900 seconds, which is close to the actual on-sun 

heating with flow test time. Three different power levels were simulated, as in the on-sun tests, 

corresponding to peak fluxes of 90, 120 and 150 suns. The power imposed on the receiver surface 

during the 900 seconds of flow time was approximately 23 kW, 32 kW and 43 kW for the three 

cases, respectively. Figure 2 (b) below shows some of the important thermal boundary conditions 

imposed on the receiver.  
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(a)          (b) 

FIGURE 2. (a) Typical ray intersections in SolTrace and (b) thermal boundary conditions in Fluent  

The back side of the receiver was modeled as insulated and the convective and radiative heat loss 

was modeled using an emissivity of 0.75 and a convection heat transfer coefficient of 10 W/m
2
-K. 

Recirculation boundary condition was used to connect the flow paths in the model without 

modeling the headers which exist in the actual receiver. Effect of gravity was considered along the 

axial direction of the vertical tubes. Mass flow rate of air through each flow path was 15 g/s and the 

pressure was slightly above atmospheric (~200 kPa). The thermo-physical properties of air, thermal 

conductivity, specific heat and density were modeled to take into account the variation of properties 

with temperature. The tube was modeled using Inconel 625 material properties and the tube 

thickness was modeled to evaluate the effect of conduction through the tubes. The heat flux profile 

was imposed as a boundary condition. Surface-to-Surface (S2S) radiation model was implemented 

in ANSYS Fluent to model the radiation heat exchange between tube surfaces, which can be 

significant due to the spatially varying temperature distribution. Turbulent flow inside the receiver 

tubes was modeled using the SST k-omega turbulence model with standard model constants. The 

SIMPLE scheme is used for the pressure-velocity coupling and second-order upwind is used for 

momentum and energy equation along with and first order implicit transient formulation. Standard 

relaxation factors from ANSYS Fluent were used and convergence for each time step was 

ascertained by monitoring the residuals so they dropped and remained constant. 15 monitors were 

setup to monitor the temperatures at 3 inlets, 3 outlets, 6 recirculation and 3 points on the receiver 

surface which had the thermocouples in the on-sun test. 

3. RESULTS 

Figure 3 (a) below shows a typical incident heat flux measured using the flux calibration panel 

adjacent to the receiver. The peak flux is about 160 suns. The same heliostat configuration used 

during the above measurement was simulated using SolTrace and the corresponding heat flux map 

from SolTrace is shown in figure 3 (b). The agreement between the simulated and measured heat 

flux was found satisfactory. 

The receiver was subjected to three different power levels, 23 kW, 32 kW and 43 kW during 

subsequent tests. To achieve a higher operating temperature of the receiver, even with the low 

power levels and small test times due to the limitation on amount of heat transfer fluid in the 

bottles, the receiver was preheated slowly using few heliostats (for a duration of about an hour). 

Figure 4 (a) below shows a typical preheating temperature variation as measured by the 

thermocouple at the back of the panels during the experiment. The three plots are for three different 

back panels and they all overlap. The same was simulated during preheat of the modelled receiver. 

The flux and variation of temperature was found to be similar for the three panels. 
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(a)                                                                      (b) 

FIGURE 3: Heat flux distribution with a peak flux of about 160 suns, (a) Measured, (b) Simulated 

Similar to the thermocouples in experimental setup, 15 temperature monitors were setup in the CFD 

model to monitor the 3 inlets, 3 outlets, 6 recirculation points and 3 points on the receiver surface 

which had the thermocouples in the actual receiver test. Figure 4 (b) shows the temperature contour 

of bladed receiver for the 150 suns case at the end of 900 seconds of flow time.  
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FIGURE 4: (a) Temperature variation during preheat and (b) Temperature contours of bladed 

receiver for the 150 suns case after 900 seconds of flow time. 

For the simulation, because of the nature of the recirculation boundary conditions, initially there is 

no fluid motion at all inside the domain during the preheating. However, as soon as the fluid flow 

simulation starts, a mass flow rate is imposed at the inlet. The numerical method takes time to 

establish the flow in the domain and hence, for the first few seconds, the preheating results in high 

tube temperatures (owing to no cooling due to no flow) losing heat to relatively colder fluid 

packets. Hence the efficiency trend is increasing initially and then stabilizes by going down. Figures 

5 (a), (b) and (c) below show the transient thermal efficiency simulated during heating with flow for 

different power levels (and different peak concentrations) of imposed irradiation. 

Page 678 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

      

(a)                                                                          (b) 

 

(c) 

FIGURE 5: Transient thermal efficiency for different incoming power levels/peak concentrations 

4. CONCLUSIONS 

Coupled optical/thermal/fluid computational modeling of a horizontal bladed receiver is discussed 

in detail. The optical modeling is performed using the exact optical parameters of the heliostat field 

at the National Solar Thermal Test Facility (NSTTF) at Sandia National Laboratories. The receiver 

boundary conditions are prescribed to simulate the conditions which occur during on-sun testing 

which was recently performed at the solar tower at NSTTF. The flux profiles, transient temperature 

profiles and predicted efficiency using air as the heat transfer fluid is presented for three different 

power levels imposed on the receiver and the simulated results were found to match satisfactorily 

with the results from the experiment. 
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ABSTRACT

An  axisymmetric  lattice  Boltzmann  method  with  compact  finite  difference  discretization  is
proposed and implemented to study the behaviour of the blood flow through lumen. Fourth order
accurate finite difference schemes are used to discretize the discrete lattice Boltzmann equations.
The solver is validated by simulating the steady flow through an axisymmetrically stenosed lumen
with stenosis severities of 50% and 75%. The results show a  good agreement with the data from the
literature.  Thereafter  steady  flow  through  an  aneurysm  with  different  width  to  height  ratio  is
studied. In future the present solver will be extended to incorporate pulsatile inlet conditions as well
as the ability to handle non-Newtonian fluids.

Key  Words: Axisymmetric,  lattice  Boltzmann  method  (LBM),  blood  flow, stenosis,  aneurysm,
compact schemes.

1. INTRODUCTION

Cardiovascular diseases like aneurysm, an enlargement of the blood vessel and atherosclerosis, a
local blockage in the large arteries can lead to severe health risk. The important aspect of numerical
simulation of blood rheology is to predict the growth rate of the aneurysm or stenosis for diagnosis
[1, 2]. Lattice Boltzmann Method (LBM) is an alternate and promising tool for simulating fluid
flow and to study the physics of fluids. The key idea behind LBM is that the macroscopic dynamics
of the fluid are a result of the behaviour of the group of many particles in the mesoscopic scale [3].
The standard classical LBM, however is restricted to  uniform Cartesian grids and it demands the
symmetry  of  the  lattice  arrangement  to  recover  the  macroscopic  equations  through multi-scale
expansion.  The  shortcomings  with  standard  LBM  can  be  overcome  by  the  finite  difference
discretization  of  lattice  Boltzmann equation.  The  finite  difference  LBM can handle  curvilinear
coordinates  through proper  grid  transformations  and non-uniform body fitted meshes.  Also the
implementation of boundary conditions in FDLBM is straight forward [4]. The axisymmetric flow
behaviour can be achieved by introducing appropriate source terms such that the resulting LBE
recovers the axisymmetric macroscopic equations [5]. In the present study compact schemes are
adapted,  thus the spatial  derivative is  discretized by the fourth order implicit  central  difference
scheme and temporal derivative term is discretized by the fourth order Runge-Kutta scheme. A sixth
order low pass filter is used to damp the higher frequency errors in the solution arising because of
the higher order central schemes.

2. AN AXISYMMETRIC LATTICE BOLTZMANN METHOD

Axisymmetric lattice Boltzmann equations with discrete axisymmetric source term is given by,

∂ f α (x , t )

∂ t
+eα ⋅ ∇ f α ( x , t )=

−1
τ

[f α ( x ,t )− f α
eq (x , t ) ]+hα (x+eα δ t /2,t+δ t /2 )              (1)

where α denotes the number of the lattice direction which depends on the lattice type, for the D2Q9
model α = 0, 1, 2..., 8, eα is the lattice velocity in the α direction, fα(x,t) is the particle distribution
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function that dictates the probability of finding a particle with a velocity eα at a location x=(z,r) at a
particular time instant t in a particular lattice direction α, τ is the relaxation time taken by the non-
equilibrium part of the particles to reach the equilibrium state represented in the equation as fα

eq(x,t)
[5]. 

The pressure based equilibrium distribution function in the incompressible flow limit is given as
[4],

f α
eq
=wα [ p+ p0( eα ⋅u

cs
2 +

(eα ⋅u )
2

2cs
4 −

u ⋅u
2c s

2 )]        (2)

where p=ρcs
2
, p0=ρ0cs

2 and wα is the weighting factor.  The discrete fractional source terms can be
derived by Chapman-Enskog expansion of Eq 4 with a small parameter called Knudsen number,  ε
with atleast order of ε . After the derivation the source terms takes the form of [5], 

        hα=cs
2wα [θ+

1

c s
2 (eα zH z+eα rH r )]      (3)

where,

θ=−r−1 ρur , H z=r−1μ (∂ruz+∂ zur )−r− 1ρur uz , H r=2μr− 1 (∂rur+r− 1ur )−r− 1ρ ur
2

The macroscopic pressure and velocity can be obtained by taking the zeroth and first moment of the
local distribution function respectively [4], 

          p (x , t )=∑
α

f α ( x ,t ) p0u ( x , t )=∑
α

eα f α ( x ,t )

 .

4. RESULTS

Validation:  An important  test  case to  validate the present  CFDLBM model  is  the steady flow
through a stenosed lumen which involves radial velocity and recirculation. Denoting r0 as the radius
of the non-stenotic part, the geometry of the stenosis is given by [6], 

r ( z )=r0−
βr0 [1+cos (π x /S0 ) ]

2
,12−S0<z<S0

where 2S0 is the length of the stenotic part and β is the severity of the stenosis. First the simulation
was carried out for Re=50 with a severity of 50%. The longer post stenotic section is chosen to
avoid the effect  of  outlet  boundary. Parabolic velocity profile with a central  velocity of u 0 and
average velocity of U0=u0/2 is imposed at the inlet. The fluid  accelerates due to the constricted
passage, reaches a peak velocity of 3.2 times the inlet central velocity. A recirculation is created
because of the separation of fluid from the wall in between the axial locations of 0.8D-0.9D. Finally
the fluid completely reattaches to the wall at an axial location of 5D from the centre of the stenosis.
After this location the fluid shows a jet-like laminar behaviour. The simulation results showed a
very good agreement with results of Lee (2006) et al. [6] as shown in Fig.1.  Next a simulation was
carried for  Reynolds Number of Re=500 with the severity of 75% to compare with the results of
Varghese (2007) et al. [1]. From the results obtained it is found that a recirculation zone is created
immediately  downstream  of  the  throat  and  it  extends  upto  an  axial  length  of  6.1D.  There  is
negligible amount of radial velocity after this location. The fluid flow is laminar throughout the
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entire length of the lumen and there is no evidence of jet breakdown. The results showed good
agreement with the results of the Varghese (2007) et al. [1] as shown in Fig. 2. 

FIGURE 1. Velocity profiles at different axial locations for the stenosed lumen with severity, β=50%,
for a Reynolds Number,  Re=50.

FIGURE 2. Axial velocity profiles at the different locations for the stenosed lumen with  severity
β=75% , for a Reynolds Number, Re=500.

These  two  test  cases  validate  the  present  solver  for  the  flow  through  an  axisymmetrically
constricted passage which involve radial velocity and recirculation regions.

Simulation study: Next the steady flow through an aneurysm is studied. The simulation is carried
out  for a steady flow through the blood vessel  with an axisymmetric aneurysm of W=0.5 with
Re=400 and Re=800 for various heights, H=0.3, H=0.5 and H=0.8. Denoting r0 as the radius of the
non-aneurysmal part, H as the height and W as the width, the geometry of the aneurysm is given by
[2],

FIGURE 3. Axial velocity profiles at the different locations for the aneurysm for W=0.5, H=0.8 for
different Reynolds Numbers, Re=400 and Re=800.
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FIGURE 4.Wall shear stress distribution along the axial direction for different heights H=0.3,H=0.5
and H=0.8 for Re=400 and Re=800.

The velocity profiles at various axial locations of the aneurysm are shown in Fig. 3. The shear stress
distribution along the wall of the aneurysm is shown in Fig. 4. The negative wall shear stress (WSS)
indicates low velocity recirculation zone and from the figure it can be seen that as the Reynolds
Number increases the recirculation zone shifts  downstream and exerts  a low WSS on the wall.
These zones with lower  shear  stress are  prone to  expanding the aneurysm,  which may lead to
rupture.

5.CONCLUSIONS

A compact finite difference LBM with axisymmetric formulation is proposed and implemented on a
D2Q9  lattice  model  in  generalized  curvilinear  coordinates.  The  present  solver  is  validated  by
simulating the steady Newtonian flow through a stenosis and and aneurysm. In future the present
solver  will  be  extended to  incorporate  pulsatile  flow conditions  as  well  as  to  handle  the  non-
Newtonian fluids.
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ABSTRACT 

A numerical investigation is presented to study heat and fluid flow inside Anterior Chamber (AC) 

of subject-specific human eyes, modelled with glaucoma drainage devices. The current three-

dimensional eye model considers Anterior Chamber (AC), Trabecular Meshwork (TM), Schlemm’s 

Canal (SC) and Collector Channels (CC), employing the Generalized Porous Medium (GPM) 

approach for modelling ocular porous tissue and cavities. The Intraocular Pressure (IOP) 

management inside AC of human eye is analyzed, by comparing the results obtained for four 

drainage devices implanted in a human eye for glaucoma treatment, i.e. ExPRESS® shunt, iStent® 

inject, Gold Micro Shunt® (GMS) and Silicon Shunt Device (SSD). The numerical result allows 

predicting the effects on heat and mass transport phenomena, i.e. Aqueous Humor (AH) drainage 

and IOP, deriving by the installation of these implants on human eyes of a specific patient.  

Keywords: Eye; Numerical modelling; glaucoma surgery; patient oriented 

1. INTRODUCTION 

Glaucoma is a serious illness that affects human and other mammalian eyes, leading to a stage of 

total blindness. It is a major concern for ophthalmologists, as it is the second cause of eye vision 

loss after cataract. Treatment for glaucoma are targeted towards lowering IOP by means of various 

techniques like drug delivery techniques, laser surgery techniques, filtration surgery (such as 

trabeculectomy) and insertion of ocular drainage device techniques. 

Insertion of Glaucoma Drainage Devices (GDD) is a surgical technique in which a non-

physiological AH outflow is provided at the proximal region of conjunctiva, conventional AH 

outflow pathways and suprachoroidal space, in order to lower IOP. These techniques have proved to 

ensure prolonged efficacy for glaucoma treatment, but are basically invasive in nature. Despite the 

conventional surgical methods have achieved the objective of controlling IOP, the post-operative 

complications like hypotony, clogging of AH egress in the alternative AH outflow pathways are the 

major problem that motivates medical physicians for the improvisation of surgical methods. As a 

consequence, it is evident that there is an immense need to evaluate the possibilities of success of 

these invasive techniques before the surgery.  

In this paper, numerical investigation of AH heat and fluid flow in the anterior section of the human 

eye, is carried out, taking into account the effects of porous tissues, i.e. TM, that is the main ocular 
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site responsible of AH outflow resistance. The patient oriented numerical procedure, developed by 

the authors, is used to predict the thermo-fluid dynamic phenomena in ocular tissues and cavities by 

implementation of GDD i.e. ExPRESS shunt, iStent inject, GMS and the novel SSD. GDD are 

modelled in the three-dimensional eye model to analyse their influence on IOP, velocity and heat 

transfer within the AC, providing a physical insight for the doctors, regarding the condition of the 

subject-specimen in pre-operative and post-operative cases. 

2. MATHEMATICAL MODEL AND NUMERICAL METHODOLOGY 

The laminar, incompressible AH flow and heat transfer is solved using the Generalized Porous 

Medium (GPM) model [1]. The flow and temperature fields are calculated taking into account also 

buoyancy effects, incorporated using the Boussinesq approximation, relating density differences to 

temperature differences among cornea, lens and iris, obtaining a mixed convection regime. The 

equations of the GPM model are the following: 

 

Continuity equation: 
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The present model is particularly useful to simulate glaucoma surgical techniques, because it allows 

reproducing, with the same set of equations (1-3), the flow within porous regions, drainage devices 

and ocular cavities. The numerical simulations are performed in an open-source finite volume 

solver OpenFOAM (Open Field Operation And Manipulation). 

 

3. COMPUTATIONAL DOMAINS AND BOUNDARY CONDITIONS 

 

Figure 1 shows the computational domain of human eye model. Since the extracted domain has 

only AC, cornea, lens and iris, the AH outflow pathways like Trabecular Meshwork (TM), 

Schlemm’s Canal (SC), Collector Channels (CC) and also the stent implanted by the surgeon have 

to be modelled in the computational domain. AH is secreted by the ciliary body, and its inflow in 

the anterior section of the eye is reproduced in the model as an inlet between iris and lens. A 

nominal volumetric flow rate of 2.5 µL/min, is provided at the inlet section. Schlemm’s Canal (SC) 

and Collector Channels (CC) are exposed to an episcleral venous pressure of 10.5 mm Hg. The 

outlet pressure of the stents is assigned on the basis of its location, depending on the surgical 

method. Lens, iris and cornea are assumed to be impermeable walls and no slip boundary conditions 

are imposed. The temperature of the outer surface of cornea is equal to 27°C, while lens and iris 

temperatures are equal to normal human body temperature of 37°C. The porous tissue, TM, needs to 

be properly characterized with appropriate permeability and porosity values, depending on the 

physiological condition of human eye. In addition, the porosity effect of ocular structure at the 
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outlet of suprachoroidal devices (SSD, GMS) is taken into account by imposing the permeability 

value equivalent to sclera. 

 

 

Figure 1. Computational domain of  human eye model with SOLX®GMS. 

4. RESULTS 

 

In order to yield an unrestricted flow for the AH at the AC, a non-physiological outflow pathway is 

created using surgical methods, such as employment of stents. The ocular drainage devices, 

employed in this study, are virtually implanted in current human eye model based on its location 

along with TM. A reduction in IOP is observed at the AC of the eye model from the numerical 

analysis, after the implantation of stents, as shown in table 1. 

 

No. 

 

Ocular devices implanted 

in human eye model 

 

IOP inside AC (mmHg) 

1 ExPRESS 14.7 

2 iStent 11.2 

3 GMS 16.7 

4 SSD 10.5 

Table 1. IOP at AC of human eyes after implantation of different GDD. 

 A higher pressure drop with a flow resistance in the range of 0.708-0.710 mm Hg/ µl/min is 

obtained across the micro channels in GMS, while SSD has the lowest AH flow resistance. In GMS, 

AH enters through holes and openings of inlet flow compartment, encounters microchannels of high 

aspect ratio which induce a higher velocity in order to conserve the mass. In addition, the increase 

in AH velocity is accompanied by a higher flow resistance across the microchannels and, as a 

consequence, a higher pressure drop is observed. While, the smaller diameter of the primary 

opening along with orifices in the ExPRESS shunt induces a higher pressure drop with respect to 

iStent inject and SSD. The SSD has the lowest flow resistance compared to the other devices, 

thanks to its regular microtubular geometry. Moreover, the simplicity of design of SSD can ensure 

advantages in terms of flexibility in choosing different diameters [2]. Central and side lumens of 

iStent inject yield resistance for AH flow that amounts to 0.054-0.056 mmHg/µL/min [3]. The flow 

resistance across the GDD implanted in the human eye model affects the velocity at the AC as 

shown in Figure 2. 
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Figure 2. Velocity profiles of horizontal (left) and vertical (right) section of the human eye model in 

standing position for pre-operative and post-operative conditions. 

5. CONCLUSIONS 

The present paper presents a novel numerical procedure developed by the authors to reproduce the 

operation of glaucoma drainage devices surgically implanted in subject specific human eyes. 

1. The present numerical procedure has allowed predicting the post-operative conditions of the 

patient: an IOP within the physiological limit (IOP<21mmHg) has been calculated in 

presence of virtual implantation of the four devices. 

2. The three-dimensional thermo-fluid dynamic analysis carried out on the four stents 

implanted in the human eye model showed that the flow resistance across the stents is 

negligible as compared to Trabecular Meshwork (TM) resistance. 

3. The variability of flow resistance across the devices affects thermo-fluid dynamic 

parameters and near wall quantities, such as friction coefficient and local Nusselt number at 

the anterior chamber of human eye model. 

The authors think that this multidisciplinary approach may provide a valuable engineering support 

to medical doctors, providing them more useful information based on the specific patients, with 

consequent reduction of post-operative complications. 
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ABSTRACT 

Numerical analysis is performed to study the influence of the bioinspired surfaces on the fluid flow 
and heat transfer in a microchannel. The layout of the bioinspired surface is encouraged by the fish 
scale geometry due to having structured micro roughness. Deionized water is selected as the 
working fluid, where the fluid flows through a copper microchannel of hydraulic diameter (Dh) of 
187.5 μm with three Reynolds numbers as 250, 650 and 1050. Fish scale structures are created on 
the bottom surface of the channel, and a constant heat flux of 100 W/cm2 is applied on the bottom 
surface. It is found that the bioinspired surface can enhance the convective heat transfer rate 
significantly compared to that of a plain channel by producing flow separation, disturbance and the 
vortexes in the mainstream. 

Key Words: Bioinspired Surface, Heat Transfer, Microchannel. 

1. INTRODUCTION 

Rapid growth in microelectronics for delivering high performance, due to the advancement in 
nanotechnologies has raised severe thermal management issue. Researchers are developing various 
cooling technologies to dissipate high heat fluxes associated with these miniaturized electronic 
devices. In this context, cooling by microchannels are recognized to be one of the crucial research 
areas among the micro-fluidic systems because of its preeminent cooling characteristics in high 
power magnets, accelerator targets, material processing and manufacturing industries, advanced 
thermal management systems, and high computation operations in computers, etc. [1]. A very high 
heat transfer coefficient, which is required to remove heat quickly from a very high heat dissipating 
micro devices, can be achieved by using microchannel due to its higher heat transfer surface area to 
fluid volume ratio compared to other macroscale systems. Till date, numerous experimental and 
numerical studies of microchannel are accomplished since its introduction by Tuckerman and Peace 
[2]. Thermal boundary layer interruption, mixing between hot and cold fluids and flow separation 
are the potential approaches to augment the heat transfer rate in microscale [3].  

Several innovative enhancement techniques were explored and reported by researchers. 
Regenerating the thermal boundary layer to enhance the heat transfer rate was studied numerically 
by Gong et al. [4] in a wavy microchannel. Combined effect of transverse micro chamber and 
parallel longitudinal microchannel can enhance the heat transfer rate by redeveloping the thermal 
boundary layer [5]. A significant enhancement in heat transfer rate can be achieved by introducing 
the waviness surface inside the straight microchannel [6]. The overall performance criteria of a 
microchannel can be enhanced by introducing porous medium which results in the reduction of 
pressure drop and the enhancement of the convective heat transfer rate [7, 8]. However, surface 
roughness plays significant role on heat transfer, which cannot be neglected if the relative 
roughness height is larger than 1% of the channel hydraulic diameter in microchannels [9, 10]. The 
effect of structured roughness or methodical flow obstacles or extended surface on the fluid flow 
and heat transfer in a microchannel was numerically studied by Yadav et al. [11].  

Some of the structured extended surfaces are also inspired by biological surfaces (biomimetic) and 
applied to study the effect of these biomimetic surfaces on the two-phase flows [12,13] and 
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observed that the bio-inspired surfaces promote the heat transfer coefficient significantly. 
Therefore, the main goal of the present study is to investigate the effect of biomimetic inspired 
surface on single phase laminar forced convection heat transfer in microchannel. 

2. DESCRIPTION OF PHYSICAL PROBLEM 

The present microchannel is designed with biomimetic inspired bottom surface that contains fish 
scale geometry. The detailed geometry of the computational microchannel and considered fish scale 
is depicted in Fig. 1(a-b), respectively. The channel height, width and length are taken as 100 μm, 
1500 μm and 0.02 m, respectively. Eight numbers of fish scales were used and they are equally 
spaced in the direction of flow. The geometry of the fish scale is defined by the following non-
dimensional parameters: slant height (Sf/Dh=1.50), width (Wf/Dh=1.07), horizontal gap 
(Hf/Dh=1.07), vertical height (Vf/Dh=1.60) and inclination angle (α = 1° and 10°). The inflow 
distance between the scales (Sp/Dh) is also kept constant at 2.13. The numerical analysis is carried out 
in a commercial Finite Volume based solver ANSYS Fluent V16.  

The computational domain consists of hexahedral elements where certain portion behind the fish 
scale is having fine mesh to adequately capture the fluid flow and heat transfer behaviour. A 
number of structured hexahedral mesh is also generated within the fish scale volume. After 
completing a detailed grid independence study, it is observed that the 9,01,500 number of cells are 
moderately sufficient for the numerical simulations with good accuracy and least computational 
time.  

 

(a)                                                                                          (b) 

FIGURE 1. (a) Schematic Diagram of the present computational model with boundary conditions 
and (b) Particulars of Fish scale geometry 

3. RESULTS AND DISCUSSION 

It is important to validate the present numerical model with the published numerical and 
experimental results. Therefore, a plain rectangular channel was considered for the validation and 
found that the present numerical model has a good agreement with the published data. Three 
different microchannels are considered; plain channel (MC_P), fish scaled channel [MC_A1 (If = 
1ᵒ) and MC_A10 (If = 10ᵒ)], keeping all other parameters as constant.  

Fig. 2 shows the ratio of Nusselt number for fish scale structured and plain microchannels. Drastic 
enhancement in thermal performance (Nu/Nu0) is noticed when the inclination angle is changed 
from 1° to 10°. This augmentation primarily results from the flow separation, disturbance effect and 
the vortices in the mainstream caused by fish scale inclination as can be observed from Fig. 3. 
Moreover, the effect of flow disturbance is more intense for larger inclination. This flow 
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disturbance in higher inclined fish scale microchannel can easily be understood from Fig. 3(b) and 
(c). 

 

FIGURE 2: Effect of fish scale inclination angle on thermal performance. 

 

 

(a) 

 

  

(b) 

 

 

(c) 

FIGURE 3: Streamline distribution in (a) MC_P (b) MC_A1 and (c) MC_A10 at Re=1050. 

To understand the fluid flow along the stream-wise direction, streamline distributions with non-
dimensional velocity contour is depicted at the cross sections for above mentioned three 
microchannels at z = 0.375 mm for Re = 1050. It is observed in Fig. 3(a) that the velocity profile 
remains invariable along the flow direction in the plain microchannel, however when the fish scale 
is introduced with an inclination angle of 1°, the velocity profile changes above the fish scale 
surface (Fig. 3(b)). The maximum velocity exists at the centre of the plain microchannel and 
remains same throughout the domain. However, as can be observed in Fig. 3(c), the velocity 
fluctuates significantly along the flow direction and the highest velocity is obtained at the centre of 
that portion of microchannel which contains fish scale structure.  

More vortices are observed in the microchannel with fish scale having an inclination angle of 10° 
due to adverse pressure gradient which moderately improve the flow mixing and chaotic advection. 
This phenomenon increases heat transfer in the microchannel of fish scale of 10°. 
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4. CONCLUSIONS 

A detailed numerical study is conducted to study the effect of the fish scale like geometry in a 
microchannel on heat transfer. It is found that the inclination angle of the present bioinspired 
surfaces can significantly enhance heat transfer by improving the flow mixing, and chaotic 
advection by introducing vortices, which increases with the inclination angle of the fish scale 
structure. 
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ABSTRACT 

Development of numerous contact and shear preserving approximate Riemann solvers for the Euler 

system of equations have enabled cheap and accurate computation of flows with shock waves. 

Unfortunately, various forms of numerical shock instability plague these schemes and manifest as 

distorted shock structures and erroneous post-shock field values. We present a novel strategy to 

cure such instabilities occurring in the popular HLL (Harten-Lax and van Leer) based HLLEM 

scheme. The cure works by increasing the magnitude of the HLL-type dissipation embedded within 

the HLLEM scheme by careful manipulation of nonlinear wavespeed estimates appearing in this 

dissipation vector. Some classic numerical test cases are used to demonstrate the efficacy of the 

modified HLLEM scheme.  

Key Words: Riemann solvers, Carbuncle phenomenon, Numerical shock instabilities, HLLEM 

1. INTRODUCTION 

Computation of high-speed gasdynamical flows has benefited tremendously from the development 

of various Approximate Riemann solvers for the Euler system of equations. However, amongst 

these, only the contact and shear preserving variants are useful for computation of practically 

relevant flows owing to their ability to accurately resolve the linear wave fields of the Euler system. 

A popular example of such a scheme is the classic Roe scheme [1]. However, Roe scheme suffers 

from several problems like the requirement of an entropy fix, lack of positivity in near vacuum 

flows and requirement of the knowledge of full eigenstructure of the flux jacobians. An appealing 

alternative to this is the HLL based HLLEM scheme by Einfeldt et al [2] which is known to be 

positivity preserving, contact and shear capturing and entropy satisfying scheme which does not 

require the knowledge of the full eigenstructure of the flux jacobians. Unfortunately, the HLLEM 

scheme suffers from various forms of numerical shock instability during multidimensional 

simulations of flows which involves regions of strong, grid-aligned normal shocks. A classic 

example of such a failure is the occurrence of the Carbuncle phenomenon during the computation of 

a hypersonic inviscid flow over a blunt body, which is known to affect the stagnation heat transfer 

prediction [3]. These instabilities also manifest as oscillations in the shock profile, polluted 

aftershock values, growth in error norms in case of steady state problems and in extreme cases 

complete breakdown of the solution. In this paper, we propose a strategy to save the HLLEM 

scheme from such failures. Through careful modification of certain selected nonlinear wavespeed 

estimates appearing in the embedded HLL-type dissipation vector within the HLLEM scheme, we 

show that requisite numerical dissipation to prevent these instabilities can be introduced smoothly. 

A few classic test cases are used to demonstrate the effectiveness of this method in dealing with 

shock instabilities.  

2. NUMERICAL FORMULATION 

The governing equations for x-directional split inviscid compressible flow can be expressed in their 

conservative form as [4],  
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element i of area | |i can be written as,  

 
4

1

1
[ ( , )]

| |

i
Riemann k

ki

d
s

dt =

= − 

 L R

U
F U U  

where ,L RU U  indicates the initial conditions of a local Riemann problem across 
thk  interface of 

cell i and RiemannF  is the Riemann flux operator at the interface with face length ks . The HLLEM 

Riemann flux due to Einfeldt et al [2] can be written as,  

1
( )

2
HLLEM L R= + + +F F F D A  

where ( ) ( )
2( ) ( )

R L L R
L R R L

R L R L

S S S S

S S S S

+
= − + −

− −
D F F U U  and 2 32 2 3 3( )L R

R L

S S

S S
   = − −

−
A R R  

 

with nonlinear wavespeed estimates ,L RS S  obtained using / / / /(0, , )L R L R L R min maxS u a u a=  

where () denotes standard Roe-averaged quantities. While the term D  denotes the HLL-type 

dissipation embedded within the HLLEM scheme, the term A  denotes its antidissipation vector 

that enables its accuracy on contact and shear waves. Since the reason for instability in the HLLEM 

scheme is mostly attributed to the antidissipative terms, most authors focus on controlling the 

magnitude of A  in the vicinity of shock waves to achieve shock stability [5,6]. However, improper 

control of the magnitude of these antidissipative terms always carries the risk of loss of accuracy on 

linear waves. An interesting alternative to this philosophy would be to instead focus on increasing 

the magnitude of D . Hence, we propose the following modification to the HLL-type dissipation 

vector D  appearing in the HLLEM scheme, 

| | | | | | | |
( ) ( )

2( ) 2( )

R L L R R L
L R L R

R L R L

S S S S S S

S S S S

− −
= − + −

− −
D F F U U  with 

/

/ /

L R

L R L RS S = ò . 

The term ò and  are some appropriately evaluated quantities (which is of the order ( , )L RS SO ) 

that are designed to affect the magnitude of /L RS . Both ò and   are by definition non-negative 

quantities. We set   as 3.5 [7]. At any interface ( , 1/ 2)i j + , ò can be defined to be 
/

, 1/2 , 1/2 /(1 ) | |L R

i j i j L RS+ += −ò where , 1/2i j + is a pressure ratio based shock sensor described in [7]. 

The resulting modified HLLEM scheme is henceforth referred to as HLLEM-SWM-P (Selective 

Wave Modified using Pressure). 
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3. RESULTS 

3.1 Hypersonic flow over a blunt body 

Most famous example of shock instability is the Carbuncle phenomenon which is observed during  

the steady state simulation of an inviscid hypersonic flow over a cylindrical body. The problem 

definition can be found in [8]. We use 32040 body fitted structured quadrilateral cells with radial 

grid line that lies along 0y =  perturbed in a saw-tooth profile at the order of 1e-4 to instigate the 

instability. First order solution is sought. The CFL for the computations were taken to be 0.5 and 

simulations were run for 20,000 iterations. The results showing twenty density contours equally 

spanning values from 1.4 to 8.5 are shown in FIGURE 1. The Carbuncle solution, represented by 

the distorted bow shock profile, is quite evident in case of the HLLEM scheme. However, the 

proposed HLLEM-SWM-P is able to compute a clean shock profile devoid of any instability.  

3.2 Diffraction of a moving normal shock over a 90o
 corner 

 

The problem of a Mach 5.09 normal shock's sudden expansion around a 90o
 corner is another test 

case to ascertain the propensity of a numerical scheme to develop instability [8]. The problem is 

computed to second order accuracy. Simulations are run for 0.1561t =  units with CFL of 0.4. 

Thirty density contours equally spanning values from 0 to 7 are shown in FIGURE 2. It is seen that 

the normal shock region of the diffracted shock profile is computed erroneously by the HLLEM 

scheme while the proposed HLLEM-SWM-P is able to avoid such spurious solution.  

4. CONCLUSIONS 

In this paper we presented a novel strategy to construct a shock stable HLLEM scheme. The method 

termed HLLEM-SWM-P aims to increase the overall numerical dissipation of the HLLEM scheme, 

in the vicinity of strong shocks, through careful manipulation of nonlinear wavespeed estimates 

appearing in its embedded HLL-type dissipation vector. Two standard test cases have been used to 

demonstrate the efficacy and robustness of this method.  
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    (a)         (b) 

FIGURE 1 Density contours for M=20 supersonic flow over a cylindrical body (a) HLLEM (b) 

HLLEM-SWM-P. 

 

 

   (a)      (b) 

FIGURE 2 Density contours for M=5.09 normal shock diffraction around a 90o
 corner (a) HLLEM 

(b) HLLEM-SWM-P. 
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ABSTRACT 

A three-dimensional numerical study has been carried out to investigate the fluid flow and heat 

transfer characteristics in a compound microchannel (CMC) under conjugate heat transfer 

condition. A compound microchannel is one in which the channel cross-section is a combination of 

two shapes. In this work, the thermo-hydrodynamic performance of the compound microchannel 

with different cross-sections are analyzed and compared with the simple microchannel (SMC). The 

average Nusselt number (Nuavg), pressure drop (∆p), thermal resistance (RTh), and performance 

factor (PF) for fifteen (15) different geometric cross-sections are evaluated for flow Reynolds 

number, Re = 100 and applied heat flux on bottom surface of the substrate, q" = 10 W/cm2. The 

results reveal that the compound microchannel having semicircular base (which is formed by 

combining square and semicircle) shows highest overall thermal performance with performance 

factor value of 1.34 among all the geometries considered in this study.  

Key Words: Compound Microchannel, Conjugate Heat Transfer, Average Nusselt Number, 

Performance Factor, Thermal Resistance. 

1. INTRODUCTION 

Miniaturization of electronic components resulted in higher heat flux dissipation from the 

semiconductor devices. Unless these devices are maintained under some threshold temperature 

limits, the average life period are going to fall drastically. Therefore, thermal management of these 

devices is very important in controlling the operating temperature. Fluid flow through rectangular 

channels having hydraulic diameter less than 1 mm (referred as microchannel) is the simplest 

method which is commonly used for electronic cooling. Due to compact in nature, microchannel 

system easily fit in electronic devices in the form of heat sink or heat exchanger. Tuckerman and 

Pease [1] first proposed that high heat flux can be removed by using single-phase forced convection 

in microchannels. Since then many developments has been carried out on microchannel by 

considering different parameters such as shape and size of the microchannel, conjugate heat 

transfer, heat transfer enhancement through different means, two-phase flow etc.  

It is an important aspect to study the effect of microchannel cross-sectional shape on the fluid flow 

and heat transfer characteristics. Peng and Peterson [2] found that the effect of geometry 

configuration and channel aspect ratio are very significant in the case of single-phase forced 

convection heat transfer through the microchannel. Moharana and Khandekar [3] numerically 

studied the effect of rectangular microchannel aspect ratio on its thermal performance and found 

that the local and the average Nusselt number over the total channel length is function of channel 

aspect ratio. It is found that the average Nusselt number is minimum corresponds to an aspect ratio 

of approximately two or slightly less than two, depending on the way the channel aspect ratio is 

varied. Salimpour et al. [4] found that microchannel with rectangular and elliptic cross-sections 

have better performance compared to microchannel with isosceles triangular cross-section. Recently 

Sahar et al. [5] numerically investigated the effect of hydraulic diameter and aspect ratio on the 
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fluid flow and heat transfer in a microchannel and found that the aspect ratio does not affect the heat 

transfer coefficient while the Nusselt number increases with increasing hydraulic diameter.  

From the literature review, it is observed that the effect of microchannel cross-sectional shape on 

fluid flow and heat transfer behavior is significant. So, in this work, the thermo-hydraulic 

performance of a microchannel whose cross-section is the combination of two shapes (referred as 

compound microchannel) is investigate and compared with that of simple cross section 

microchannel (SMC).       

2. PROBLEM DESCRIPTION AND MATHEMATICAL MODELLING 

Figure 1(a) presents the schematic diagram of the three-dimesional computational domain of a 

simple microchannel (SMC) with square cross-section. The length (L), width (W) and height (H) of 

the computational domain are 60 mm, 1.2 mm, and 0.8 mm respectively. Simple microchannel 

(SMC) shapes considered in this study are square, triangular, trapezoidal and semi circular. 

Compound microchannel (CMC) shapes considered in this study are formed by combining square 

and trapezoidal with square, triangular, trapezoidal and semi-circular shapes. Cross-sectional view 

of simple and compound microchannels considered in this study are shown in Figure 1(b), later on 

referred as case 1 to 15 (read from left to right and from top to bottom). Water is used as working 

fluid and silicon is used as substrate material. Constant wall heat flux q" = 10 W/cm2 is applied on 

the bottom face of the substrate while all other walls are considered as adiabatic. 

 

FIGURE 1. (a) Computational domain for simple microchannel (SMC) (b) Cross-sectional view of 

simple and compound microchannels considered in this study. 

The governing equations for modelling of fluid flow and heat transfer in the microchannel are 

solver with the following assumptions: (i) steady laminar incompressible flow, (ii) constant thermo-

physical properties for both solid and fluid, (iii) no internal heat generation in the domain, (iv) 

negligible heat losses due natural convection and radiation, and (v) gravitational force is negligible. 

The generalized governing equations for the fluid and solid domains are as follows: 

 Continuity equation: 

 v 0   (1) 

 Momentum equation: 

   2v v p v       (2) 

 Energy equation for fluid: 

   2f
f f f

pf

k
v T T

C
     (3) 

  Energy equation for solid: 
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s sk T 0   (4) 

Average Nusselt number (Nuavg) over the channel length, thermal resistance (RTh) and performance 

factor (PF) are evaluated using the follows expressions respectively: 

 
L

avg z

0

1
Nu Nu dz

L
   (5) 

 max min
Th

T T
R

Q


  (6) 

 

1/3

avg 0

avg,0

Nu p
PF

Nu p

   
        

 (7) 

where Nuz is the local Nusselt number along the flow direction, Δp is the total pressure 

drop, Tmax is the maximum temperature at the bottom surface and T min is the minimum 

temperature which is inlet fluid temperature. Nuavg,0 and Δp0 are the average Nusselt 

number and total pressure drop for a simple microchannel with square cross-section.  

3. RESULTS AND DISCUSSION 

The parameters of interest are overall heat transfer and pressure drop due to flow of coolant. To 

obtain generalized outcome based on this study, the following parameters are evaluated for all the 

fifteen-geometrical cross-sectional shaped microchannels considered in this study and presented in 

Figure 2. The parameters are (i) Average Nusselt number over the channel length (Nuavg) (ii) 

pressure drop (iii) thermal resistance (Rth), and (iv) performance factor (PF). 

 

FIGURE 2. Plots of (a) average Nuseelt number (Nuavg) (b) friction factor (f) (c) thermal reistance 

(RTh) and (d) performance factor (PF) for different cases. 
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Figure 2(a) presents average Nusselt number (Nuavg) for all the geometrical cases considered in this 

study. It can be observed in Fig. 2(a) that Nuavg comes out to be maximum for case 7 i.e. for the 

compound microchannel formed in combination with square and semi-circular (CMC-3, see Figure 

1(b)). The average Nusselt Number Nuavg for simple microchannels i.e. case 1 to 4 is less than that 

of case 7. Also, the average Nusselt Number Nuavg for case 5 and 6 is less than that of case 7 but 

more than that of case 1 to 4. This is because of proximity of the geometry in case 5 and 6 with that 

of case 7 but due to presence of corners. The average Nusselt number (Nuavg) value for case 8 to 15 

is almost equal and minimum among others. This is due to presence of corners and sharp bends. 

This also reflected in pressure drop value in Fig. 2(b) where pressure drop for cases 8-15 are higher 

compared to other cases except case 2 and 4. Pressure drop in Fig. 2 and 4 are higher because of 

higher perimeter per unit area of cross section. Next, thermal resistance is calculated using Eq. (6) 

which reflects direct relation with maximum temperature within the solid, which will occur at the 

bottom surface of the solid as the minimum temperature and heat input remain constant for all 

cases. Thermal resistance is maximum for case 4 as it carries less fluid i.e. less convective heat 

transfer from the solid substrate due to its smallest hydraulic diameter. 

Finally, performance factor is calculated and presented in Figure 2(d), which presents the combined 

effect of heat transfer enhancement and pressure drop penalty if any. Performance factor value is 

found to be maximum for case 7 i.e. 1.34. This is due to higher hydraulic diameter (same as simple 

channel hydraulic diameter) and absence of two corners. Performance factor for cases other than 5 

to 7 have value less than 1 while for case 5 and 6 it is slightly greater than 1.  

4. CONCLUSIONS 

A three-dimensional numerical study has been carried out to investigate the fluid flow and heat 

transfer characteristics in a compound microchannel (CMC) under conjugate heat transfer 

condition. Based on the numerical study for thermal performance of different design compound 

microchannels, it is found that microchannel having semi-circular base (case 7) perform better than 

other design compound microchannels considered in this study. This is due to maximum average 

Nusselt number and minimum pressure drop among other designs considered.  
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ABSTRACT 

 

Turbulent flow creates the laminar sub layer near the wall of fluid flowing tube. This laminar sub layer is 

destroyed by using various techniques. Tubes with wire coil inserts enhance the heat transfer rate by 

destroying laminar sub layer but it also create high pressure drop which increases pumping power. The 

present study on numerical investigation of thermo-hydraulic performance for tube with wire coil inserts 

by varying various parameter of wire coil inserts. Initially the wire coil diameter of 0.5 mm, 1mm and 

1.5mm at pitch 28 mm is consider for analysis at the range of Reynolds number 4526 to 11313. Wire coil 

diameter of 1 mm gives highest thermo-hydraulic performance than other diameter. From the various 

pitch to diameter ratio 0.75, 0.86, 1 and 1.11; the highest thermo-hydraulic performance is found at 0.86 

pitch to diameter ratio. The maximum enhancement in thermo-hydraulic performance of 66% is observed 

at Reynolds number 4526 for wire coil insert tube as compared to the smooth tube under similar working 

conditions. 

 

Key Words: Laminar Sub layer, CFD, Thermo-Hydraulic Performance. 

 

1. INTRODUCTION 

 

Heat transfer enhancement technique has been developed and widely applied to heat exchanger 

application such as automotive industries, food and process industries, thermal power plant, electronics 

equipments, refrigeration and air conditioning equipments etc. The passive method of heat transfer 

enhancement is more effective as it doesn’t need external power and the simple insert manufacturing 

process are now available. There are various passive heat augmentation techniques available. Pipe with 

wire coil inserts can be used for the effective heat transfer in various applications. Heat transfer and 

frictional losses in tubes with helical wire coil inserts was experimentally studied  by Sethumadhavan 

and Raja Rao [1] they considered helical angles of 30°, 40°,55°, 60°, and 75° and found out that the 

maximum thermo-hydraulic performance was seen for helix angle of  55°. Orhan Keklikcioglu and 

Veysel Ozceyhan[2] experimentally investigate the heat transfer enhancement behavior of a tube with 

coiled-wire inserts installed with a separation from the tube wall. In the case of a wire with s = 1 mm and 

P / D = 1, a heat improvement efficiency of 82% with a Reynolds number of 3429 was observed. By 

using these types of wire coil insertion and the laminar boundary layer can be effectively destroyed. 

Garcia et al [3] experimentally investigate  the thermal hydraulic behavior for roughened tubes, wire 

coils and dimpled tubes. For Reynolds number lower than 200 the use of the smooth tube is 

recommended. For Reynolds number 200 to 2000, the employment of wire coil is more beneficial and for 

higher Reynolds number dimpled tubes found beneficial. Kiml et.al [4] numerically studied the rib-

induced secondary flow effects on local circumferential heat transfer distribution inside a circular rib-

roughened tube for rib angle 75°, 60°, 45° and 90°.They found highest Nusselt number at 60° rib angle. 

M.T. Naik et al.[5] studied the thermal performance of twisted tape and wire coil inserts in turbulent flow 

using CuO/water nanofluid. As the twist ratio decreases, the heat transfer rate increases. A maximum of 

17.62% enhancement is obtained at 0.3% nanofluid at a Reynolds number of 20,000. Jung-Yang San et 
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al[6] experimentally investigate the heat transfer and fluid friction correlations for circular tubes with 

coiled-wire inserts for air and water flow. Nine wire coils with different wire diameters (e = 1, 1.4 and 1.8 

mm) and coil pitches (p = 18, 24 and 32 mm) were selected as the inserts. Nu increase with increase in e/d 

& decrease in p/d.. From above literature it can be seen that the passive heat enhancement techniques like 

wire coil insert can be more beneficial for transfer of heat. Therefore the present numerical investigation 

on the thermo-hydraulic performance of wire coil inserts in tube for various wire coil diameter, wire coil 

pitch and Reynolds numbers. 

 

2. NUMERICAL STUDY 

The wire coil insert is used for the destruction of laminar sub layer. Thickness of the laminar sub-layer is 

given by relation [7] 

Sub-laminar thickness = 0.03 * Diameter of Pipe 

    = 0.83 mm 

Hence the diameter of the wire coil is selected as 0.5mm, 1mm and 1.5mm. From literature review 

initially we selected the ratio of pitch to diameter of tube as 1. The material of the tube and wire coil is 

aluminum. The diameter of tube is 28 mm and tube length is 1.68 m. By considering various parameters, 

the numerical domains are created in Ansys DesignModeler by specifying the pitch in twist specification 

option under “sweep” operation. 

2.1 MESHING: 

 

FIGURE 1. Meshing for wire coil insert tube of 1 mm wire diameter and 28 mm pitch 

Unstructured tetrahedral patch independent mesh is used to discretize all the roughened domains. Figure 1 

shows the meshing of the wire coil insert tube for 1 mm wire diameter and 28 mm pitch. Grid 

independence test is performed for all flow domain to obtain more accurate results. 

2.2 BOUNDARY CONDITIONS: 

Sr. No 
Face 

Type of boundary 

condition 

Velocity/ Pressure 

magnitude 
Temperature 

1. Inlet Velocity Inlet 

- Six different Reynolds 

numbers (4525, 5279, 6034, 

6788, 9051, 11313) are 

used. 

 

314 K 

2. Outlet Pressure Outlet 

Pressure Outlet 

(Atmospheric pressure) 

 

- 

3. 
Wall(Surface 

of Tube) 

Constant wall 

temperature 
- No slip condition. 325 K 

____________________________________________________________________________________

TABLE 2. Boundary conditions for numerical analysis. 
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3.RESULTS 

3.1 VALIDATION OF NUMERICAL MODEL 

The results for smooth tube are tested by 4 different turbulence models. The results obtained by the 

different models are compared with the Dittus-Boelter correlation.[7] 

Nu =0.023 Re0.8Pr0.4 

Where, Nu is Nussult number, Re and Pr is Reynolds and Prandtl number.  

 

FIGURE 1. Comparison of different turbulence models against Dittus-Boelter correlation for Nusselt 

number for smooth tube. 

The percentage deviation compared to Dittus-Boelter correlation by Realizable k- ε model is  3.39%. 

Therefore, for the numerical analysis of roughened tubes Realizable k- ε model is used. 

 

3.2 EFFECT OF WIRE COIL DIAMETER ON THERMO-HYDRAULIC PERFORMANCE: 

Thermo hydraulic performance parameter (η)[5] evaluating the thermal and hydraulic benefits of the 

roughened tube is defined as, 

 
 

FIGURE 2. Variation of thermo-hydraulic 

performance parameter (𝜂) with Reynolds number 

for wire coil insert tube with different wire coil 

diameter. 

 

FIGURE 3. Variation of thermo-hydraulic 

performance parameter (𝜂) with Reynolds number 

for wire coil insert tube with different wire coil 

pitch to diameter of tube ratio. 
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3

 

From figure 2, it is observed that the thermo hydraulic performance factor decreases with increase in 

Reynolds number. The values of thermo-hydraulic performance factor lies between 1.61-1.08, 1.62-1.11 

and 1.55-1.08 for 0.5 mm, 1mm and 1.5 mm  wire coil diameter respectively. Hence on the basis of 

thermo-hydraulic performance factor, 1 mm wire coil diameter having maximum heat transfer rate with 

limiting pressure drop.  

3.3 EFFECT OF PITCH ON THERMO-HYDRAULIC PERFORMANCE 

From figure 3, it is seen that the thermo-hydraulic performance increases with the decrease  in wire coil 

pitch to diameter ratio up to 0.86 further decrease in pitch to diameter ratio decreases the thermo-

hydraulic performance factor. This is because after 0.86 mm pitch to diameter ratio the pressure drop 

dominates the heat transfer and hence eventually decreases the thermo-hydraulic performance factor. The 

maximum value of thermo-hydraulic performance is seen at 0.86 pitch to diameter ratio. The thermo-

hydraulic performance factor is 1.64-1.07, 1.66-1.11, 1.62-1.11, 1.58-1.08 for 0.75, 0.86, 1, 1.11 pitch to 

diameter ratio respectively. Hence on the basis of thermo-hydraulic performance factor 0.86 pitch to 

diameter ratio gives maximum heat transfer rate with limiting pressure drop. 

4. CONCLUSIONS 

The objective of the present work is to find the optimized roughened tube geometry by numerical 

analysis. The maximum enhancement in thermo-hydraulic performance of 66% is observed at Reynolds 

number 4525 for wire coil insert  tube as compared to the smooth tube under similar working conditions. 

1. Effect of wire coil diameter on heat transfer and pressure drop  is  studied numerically and based 

upon thermo-hydraulic performance factor wire coil diameter 1 mm showed better performance 

compared to wire coil diameter 0.5mm and 1.5 mm respectively. 

2. Effect of pitch on heat transfer and pressure drop is carried out numerically and based upon 

thermo-hydraulic performance factor pitch to diameter ratio with 0.86 showed better performance 

compared to pitch to diameter ratio of  0.75, 1 and 1.11 respectively. 
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  ABSTRACT 

Transient measurement of surface heating rates is a pretty significant activity for short duration 

where heat transfer rate is changing rapidly such as in the many application in the area of an 

aerodynamic surface, internal combustion engines, for testing wind tunnel model in impulse 

facilities etc. A surface heating rate is generally measured from transient temperature by using the 

calorimetric gauge like coaxial surface junction thermocouple. The coaxial thermocouple can be 

measured suitably of highly surface heat fluxes due to the response time of this type of sensors are 

very less (1µs). This type of reusable thermocouple fabricated easily in the house and thus it’s cost 

effective. By using a proper one-dimensional heat conduction modelling, the surface heat fluxes are 

estimated from the measured temperature histories. The main aim of this numerical investigation is 

the effect of carbon nanotube (CNT) material on K-type and E-type coaxial thermocouple in 

convective heating rates. 

Key Words: Coaxial thermocouple, Transient temperature, Surface heat flux, CNT material. 

1. INTRODUCTION 

Transient heat flux measurement is very significant in the time -varying heat transfer 

research area. In many engineering application due to rapidly fast fluctuation in heat flux, 

it’s necessary to precise in short duration temperature measurement. Some extensive 

example the rapid variation of heat transfer is heat transfer at the wall of the cylinder in 

I.C. engine [1, 2], hypersonic shock tunnel [3, 4], Aerodynamic models [5, 6 ,7] etc. So it 

is lacked to a thermal sensor having a fast response time. Coaxial thermocouple sensors 

are suitable for measuring highly transient surface heat fluxes because the response times 

of these sensors are very small (0.1mss). These robust sensors have the flexibility of 

mounting them directly on the surface of any geometry. So, they have been routinely used 

in ground-based impulse facilities as temperature sensors where rapid changes in heat 

loads. [8]. Due to the extraordinary thermal conductivity, mechanical and electric 

properties, carbon nanotubes (CNT), it’s used as additives in many structural materials. 

So in this investigation, the carbon nanotube is used as additives in the thermocouple 

material to see the effect on heat flux measurement on the K and E type of thermocouple. 

One dimensional coaxial thermocouple as per the definition of dimensionless thermal 

piercing range is given in [9] and properties (ρ, c, k) of thermocouple material. 

Thermocouples are divided into the various types on the basis of material used and range 

of temperature measurement. In this paper, numerical investigation has been carried out 

K-type and E-type of thermocouple. The type K (Alumel Chromel) is the most common 

general purpose thermocouples with the range of -200 ºC to 1350ºC and sensitivity of 

approximately 41 µv/ºC [10, 11]. Type E (Chromel-Constantan) has high output (68 

µv/ºC), which is suited for study of production and behavior of material at very low 

temperature. Both thermocouples are non-magnetic. The result is obtained for K-type and 
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E-type coaxial thermocouple using commercial software (FLUENT 15.0) and compared 

(with CNT and without CNT). Numerical analysis is carried ou t with flow environment 

velocity (10 m/s), pressure (6 bar) and temperature (320 K) for thermocouple with CNT 

and without CNT based K-type and E-type thermocouple. 

2. COAXIAL THERMOCOUPLE 

In a traditional thermocouple, a junction is formed by combining two different type of 

material. Depending upon the material used, temperature measurement range varies .on 

this basis thermocouple is divided into various categories. The coaxial thermocouple is 

formed by inserting one element in another element. A very thin (0.1 mm) insulating 

material is used between them for tightening and avoids the electric contact between the m 

as shown in Fig. 1 

 

 

 

 

 

Fig.1. Schematic diagram of K and E-type coaxial thermocouple 

In this type of thermocouple material, carbon nanotube is mixed in both K and E type of 

thermocouple and further investigation is done to show the effect on measurement of the 

heat flux surface by coaxial thermocouple. Properties of materials which are used in the 

coaxial thermocouple are shown in the table 1.  

    TABLE 1:   THERMAL PROPERTIES OF THERMOCOUPLE MATERIALS 

Metal 

Thermal Conductivity 

(W/mK) 

Specific Heat 

(J/kgK) 

Density 

(kg/m
3
) 

Alumel 19 300 8730 

Chromel 30 110 8600 

Constantan 19.5 390 8900 

Teflon 0.25 1010 2160 

CNT material 3000 640 2600 
 

 

2. NUMERICAL INVESTIGATION  

     
                Output                                              Output 
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Fig.2. (a) Computational model of flow domain   and (b) Computational model of mesh 

generation 

Numerical has been done by using commercial software (FLUENT 15.0) for the different 

type of thermocouple. The two-dimensional geometry is formed by workbench 15.0 for 

investigation. The inlet boundary conditions are having velocity (10m/s), pressure (6.1 

bar) and temperature (320 K) for K and E type of coaxial thermocouple.   In this analysis, 

the second-order upwind scheme is used for better accuracy. In this simulation, the 

number of time step 200 for 0.01-time step size with 60 maximum of iteration. The 

results of both K- and E-type of coaxial thermocouples are compared by CNT based 

thermocouple. The temperature of the k type of thermocouple is slightly different from 

CNT based thermocouple. K type of thermocouple getting the fast measurement of 

temperature than CNT based thermocouple.  

3. RESULTS  

3.1. TRANSIENT TEMPERAURE ESTIMATION 

The result of both K and E type of coaxial thermocouples are compared by CNT based 

thermocouple. The temperature of the k type of thermocouple is slightly different from 

CNT based thermocouple. K type of thermocouple getting fast measurement of 

temperature than CNT based thermocouple.  The graph shows parabolic in nature in 

nature; it means these thermocouples are quite effective with temperature with time and 

efficient in the time-varying condition where heat transfer quickly changes.  
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Fig.3. Varitaion of temperature with respect to time 
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3.2. HEAT FLUX ESTIMATION 

 

Measurement of transient heat flux from transient temperature histories based on one-

dimensional heat conduction formulation for a semi -infinite body, according to this 

approach temperature measure by coaxial thermocouples into the identical temperature on 

the surface {Ts (t)} of the elements. The heat flux is calculated by using Duhamel’s 

superposition integral [7] as given in Eq. 
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Fig.4. Surface heat flux recovered from the temperature histories for the heat transfer 

4. CONCLUSIONS 

The performance of two types of coaxial thermocouples is simulated numerically by using carbon 

nanotube (CNT) as additive material by using Ansys 15.0 a two-dimensional geometry has been 

created using Ansys fluent 15.0 for investigation of thermal behaviour on coaxial thermocouple 

which is based on the carbon nanotube. These numerical results compared with CNT based axial 

thermocouple. The effect of carbon nanotube slightly different which can be shown in the Fig. 3. It 

is clear from the graph that E type of coaxial thermocouple has a stronger signal and higher 

accuracy.  Due to having thermal conductivity is high the thermal stability will be better on CNT 

based coaxial thermocouples. 
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ABSTRACT 

In liquid cooled heat sink, uneven distribution of fluid can create zones of non-uniform cooling due 

to non-uniformity of flow, so it is extremely important to distribute flow equally among the 

channels because the uneven distribution of flow in the mini channel is a cause of the reduction in 

both thermal and fluid-dynamic performances of a heat sink. A computational study has been 

performed to investigate the thermal and hydraulic performance of minichannel heat sink. A 

minichannel heat sink with modified inlet/outlet arrangement has been considered in this study. 

Water has been used as working fluid and aluminium has been selected as a heat sink material. 

Flow range is varying from 0.5 LPM to 1 LPM. It has been found that the mini channel heat sink 

with modified inlet/outlet arrangement has uniform flow distribution and better thermal and 

hydraulic performance as compared to conventional mini channel heat sink. 

Key Words: Computational Fluid Dynamics, Heat Sink, Maldistribution, Thermal Resistance. 

1. INTRODUCTION 

The mini-microchannel heat sink is one of the most promising devices for cooling down the 

miniature systems. One of the components that most firmly affect the performance of compact heat 

exchangers and the mini-microchannel heat sink is the uneven distribution of flow in the different 

parallel channels where the heat exchange has taken place. This uneven distribution of flow is 

called maldistribution.  It is extremely important to distribute flow equally among the channels 

because the uneven distribution of flow in the mini-micro channel is a cause of the reduction in both 

thermal and fluid-dynamic performances. Recently, a large number of studies have been carried out 

to understand the mechanism of the flow maldistribution and its effect on hydrauulic and thermal 

performance of liquid cooled minichannel heat sink . Several authors have investigated single phase 

flow maldistribution both experimentally and numerically. Jajja et al. [1] investigated the systematic 

effect of heat sink geometry (by reducing fin spacing) with water as fluid on the microprocessor 

base temperature and found that the fin spacing has a significant effect on heat transfer. They found 

that the maximum base temperature can be reduced by reducing fin spacing. Liu and Yu [2] 

performed a numerical study on performances of mini-channel heat sinks with non-uniform inlets 

baffles and found that flow distribution in channels is more uniform with non-uniform inlets baffles 

as compared to without inlet baffles. Anbumeenakshi and Thansekhar [3] performed an 

experimental investigation of header shape and inlet configuration on flow maldistribution in the 

microchannel. They found that the flow distribution in microchannels depends significantly on the 

shape of the header, flow inlet configuration, and flow rate. Saeed and Kim [4] studied header 

design approaches for mini-channel heatsinks using analytical and numerical methods, results 

showed that distribution within mini-channel heatsink can be improved through proper design of the 

distributor and collector headers. 
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Literature review suggests that plenty of research has been carried out on flow maldistribution but 

there are very few studies which provided the cause of flow maldistribution in mini-channels heat 

sink using full domain simulation. In this study, a full domain simulation including inlet/outlet, 

fluid domain, and solid domain have been considered to understand the physics of problem and to 

consider the edge effect using ANSYS Fluent 16. Also it has been  shown in this  study how the 

inlet and outlet position affect the flow maldistribution. 

2. GEOMETRY AND COMPUTATIONAL MODELING 

The mini channel heat sink has been tested in this study contained 28 mini channel having 

hydraullic diameter 1.5 mm.  Modified inlet/outlet  arrangenment have been considered as shown in 

fig.1(c).  In modified arrangement, the inlet is shifted towards left by 11.5 mm and outlet is shifted 

towards right by 11.5 mm from inlet and outlet position of conventional arrangement as shown in 

fig 1(b) respectively. Length, width, and height of channel  are 45, 1 and 3 mm respectively.  Width 

and length of heat sink are 55 and 47 mm respectively. Reactangular header has been considered for 

both arrangements with 10 mm width and 55 mm length which is equal to width of heat sink. 

     

FIGURE 1. (a) Heat Sink (b) Conventional arrangement (c) Modified arrangement 

3. GOVERNING EQUATIONS AND BOUNDARY CONDITIONS 

To obtain the effect of inlet/outlet arrangement and changing volumetric flow rate on flow 

maldistribution and thermal performance of minichannel heat sink the following governing 

equations and boundary conditions are taken: 

0. V


                                                                                                                                   (1) 

VpVV


2).(                                                                                                         (2) 

TkTVc fp

2).( 


                                                                                                                (3) 

02  Tks
                                                                                                                                       (4) 

In this simulation cases, the solid aluminium is selected as the heat sink material and water is 

considered as the working fluid. The properties of water and solid are  = 998.2 kg m
−3

, pc = 4182 

J kg
−1 

K
−1

, fk = 0.6 W m
−1

 K
−1

,   = 1.0 ×10−6 m
2
 s, and sk = 202.4 W m

−1
 K

−1
, respectively. The 

inlet temperature of water is set at 298 K, and the inlet velocity of water is assumed to be varied 

from 0.2777 to 0.5555 m s
−1

, and at outlet the pressure outlet condition is applied. The Reynolds 

number corresponding to fluid velocity range is from 300 to 1000 and flow can be assumed laminar. 

The heat flux applied to the base plate of the heat sink is fixed at 20 W
2cm  by assuming most of 

the electronic components generate heat flux between 10 to 50 W
2cm . Both solid and fluid 

domain was discretized using ANSYS Fluent 16. Hexahedral elements with 
51014  ,

51044 , 
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51070 and 
510100  nodes have been considered to test the grid independence of the solution. It 

is found that 
51070  and 

510100  nodes have almost same velocity in minichannels so 
51070 nodes have been taken for all the simulation. To ensure node to node connectivity, same 

approach is applied for both fluid and solid domain which minimize interpolation losses. Results of 

present study have been validated with experimental results of Jajja et al. [1] and numerical results 

of Saeed and Kim [4]. 

4. RESULTS AND DISSCUSSIONS 

Flow uniformity in parallel mini channel is calculated with the help of maldistribution factor (MF) 

given in eq. (5). 
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The thermal performance of mini-channel heat sink is evaluated with the help of eq. (7) 
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                                                                                                                                                           (7)                                                                                                   

Where thR is known as thermal resistance.

 In both arrangements, water entered distributor header vertically upward and got out from collector 

header vertically downward.  In conventional arrangement, the velocity in the channels those near 

the inlet and outlet are more due to more pressure difference results uneven distribution of flow as 

shown in fig 2(a). In modified arrangement, flow distribution is more uniform in minichannels due 

to shifting of inlet/outlet which minimize pressure difference in channels those are near the 

inlet/outlet as shown in fig.2 (b).  

 
FIGURE 2. Velocity contour in parallel mini channel (a) Conventional (b) Modified 

 
FIGURE 3. Temperature contour at the base of heat sink (a) Conventional (b) Modified  
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Cooling of minichannel heat sink with modified arrangement is more uniform as 

compared to conventional arrangement due to uniform distribution of fluid inside the 

parallel minichannels as shown in fig.3. Maximum base temperature of minichannel heat 

sink is 342K with conventional arrangement and 341K with modified arrangement at 0.5 

LPM. 

 
FIGURE 4. Variation of maldistribution factor       FIGURE 5. Variation of thermal resistance                         

                        with flow rate                                                      with flow rate 

For better hydraulic and thermal performance of heat sink the value of maldistribution 

factor and thermal resistance should be close to zero. Maldistribution factor (MF) has 

been found minimum with modified arrangement and increases with volumetric flow rate 

as shown in fig.4. Thermal resistance has minimum value with modified arrangement and 

decreases with increases in volumetric flow rate as shown in fig.5.   

5. CONCLUSIONS 

Numerical investigation was performed to obtain hydraulic and thermal performance of modified 

mini-channel heat sink using full domain simulation in this study. It has been found that flow 

maldistribution can be minimized by making proper inlet/outlet arrangements. Flow maldistribution 

factor (MF) has lower value (0.076) with modified arrangement as compared to conventional 

arrangement (0.1123) at 0.5 LPM. Maldistribution factor increases with flow rate. Thermal 

resistance has lower   value (0.0833 K/W) with modified arrangement as compared to conventional 

arrangement (0.0853 K/W) at 0.5 LPM. It has been found that thermal resistance decreases with 

increase in flow rate. The optimum position of inlet and outlet is under investigation to minimize 

flow maldistribution.  
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ABSTRACT 

In liquid cooled heat sink, uneven distribution of fluid can create zones of non-uniform cooling due 

to non-uniformity of flow, so it is extremely important to distribute flow equally among the 

channels because the uneven distribution of flow in the mini channel is a cause of the reduction in 

both thermal and fluid-dynamic performances of a heat sink. A computational study has been 

performed to investigate the thermal and hydraulic performance of minichannel heat sink. A 

minichannel heat sink with modified inlet/outlet arrangement has been considered in this study. 

Water has been used as working fluid and aluminium has been selected as a heat sink material. 

Flow range is varying from 0.5 LPM to 1 LPM. It has been found that the mini channel heat sink 

with modified inlet/outlet arrangement has uniform flow distribution and better thermal and 

hydraulic performance as compared to conventional mini channel heat sink. 

Key Words: Computational Fluid Dynamics, Heat Sink, Maldistribution, Thermal Resistance. 

1. INTRODUCTION 

The mini-microchannel heat sink is one of the most promising devices for cooling down the 

miniature systems. One of the components that most firmly affect the performance of compact heat 

exchangers and the mini-microchannel heat sink is the uneven distribution of flow in the different 

parallel channels where the heat exchange has taken place. This uneven distribution of flow is 

called maldistribution.  It is extremely important to distribute flow equally among the channels 

because the uneven distribution of flow in the mini-micro channel is a cause of the reduction in both 

thermal and fluid-dynamic performances. Recently, a large number of studies have been carried out 

to understand the mechanism of the flow maldistribution and its effect on hydrauulic and thermal 

performance of liquid cooled minichannel heat sink . Several authors have investigated single phase 

flow maldistribution both experimentally and numerically. Jajja et al. [1] investigated the systematic 

effect of heat sink geometry (by reducing fin spacing) with water as fluid on the microprocessor 

base temperature and found that the fin spacing has a significant effect on heat transfer. They found 

that the maximum base temperature can be reduced by reducing fin spacing. Liu and Yu [2] 

performed a numerical study on performances of mini-channel heat sinks with non-uniform inlets 

baffles and found that flow distribution in channels is more uniform with non-uniform inlets baffles 

as compared to without inlet baffles. Anbumeenakshi and Thansekhar [3] performed an 

experimental investigation of header shape and inlet configuration on flow maldistribution in the 

microchannel. They found that the flow distribution in microchannels depends significantly on the 

shape of the header, flow inlet configuration, and flow rate. Saeed and Kim [4] studied header 

design approaches for mini-channel heatsinks using analytical and numerical methods, results 

showed that distribution within mini-channel heatsink can be improved through proper design of the 

distributor and collector headers. 
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Literature review suggests that plenty of research has been carried out on flow maldistribution but 

there are very few studies which provided the cause of flow maldistribution in mini-channels heat 

sink using full domain simulation. In this study, a full domain simulation including inlet/outlet, 

fluid domain, and solid domain have been considered to understand the physics of problem and to 

consider the edge effect using ANSYS Fluent 16. Also it has been  shown in this  study how the 

inlet and outlet position affect the flow maldistribution. 

2. GEOMETRY AND COMPUTATIONAL MODELING 

The mini channel heat sink has been tested in this study contained 28 mini channel having 

hydraullic diameter 1.5 mm.  Modified inlet/outlet  arrangenment have been considered as shown in 

fig.1(c).  In modified arrangement, the inlet is shifted towards left by 11.5 mm and outlet is shifted 

towards right by 11.5 mm from inlet and outlet position of conventional arrangement as shown in 

fig 1(b) respectively. Length, width, and height of channel  are 45, 1 and 3 mm respectively.  Width 

and length of heat sink are 55 and 47 mm respectively. Reactangular header has been considered for 

both arrangements with 10 mm width and 55 mm length which is equal to width of heat sink. 

     

FIGURE 1. (a) Heat Sink (b) Conventional arrangement (c) Modified arrangement 

3. GOVERNING EQUATIONS AND BOUNDARY CONDITIONS 

To obtain the effect of inlet/outlet arrangement and changing volumetric flow rate on flow 

maldistribution and thermal performance of minichannel heat sink the following governing 

equations and boundary conditions are taken: 
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In this simulation cases, the solid aluminium is selected as the heat sink material and water is 

considered as the working fluid. The properties of water and solid are  = 998.2 kg m
−3

, pc = 4182 

J kg
−1 

K
−1

, fk = 0.6 W m
−1

 K
−1

,   = 1.0 ×10−6 m
2
 s, and sk = 202.4 W m

−1
 K

−1
, respectively. The 

inlet temperature of water is set at 298 K, and the inlet velocity of water is assumed to be varied 

from 0.2777 to 0.5555 m s
−1

, and at outlet the pressure outlet condition is applied. The Reynolds 

number corresponding to fluid velocity range is from 300 to 1000 and flow can be assumed laminar. 

The heat flux applied to the base plate of the heat sink is fixed at 20 W
2cm  by assuming most of 

the electronic components generate heat flux between 10 to 50 W
2cm . Both solid and fluid 

domain was discretized using ANSYS Fluent 16. Hexahedral elements with 
51014  ,

51044 , 
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51070 and 
510100  nodes have been considered to test the grid independence of the solution. It 

is found that 
51070  and 

510100  nodes have almost same velocity in minichannels so 
51070 nodes have been taken for all the simulation. To ensure node to node connectivity, same 

approach is applied for both fluid and solid domain which minimize interpolation losses. Results of 

present study have been validated with experimental results of Jajja et al. [1] and numerical results 

of Saeed and Kim [4]. 

4. RESULTS AND DISSCUSSIONS 

Flow uniformity in parallel mini channel is calculated with the help of maldistribution factor (MF) 

given in eq. (5). 
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 1                                                                                                                         (6) 

The thermal performance of mini-channel heat sink is evaluated with the help of eq. (7) 

hshsw

inb
th

LWq

TT
R


 max

                                                                                                                                                           (7)                                                                                                   

Where thR is known as thermal resistance.

 In both arrangements, water entered distributor header vertically upward and got out from collector 

header vertically downward.  In conventional arrangement, the velocity in the channels those near 

the inlet and outlet are more due to more pressure difference results uneven distribution of flow as 

shown in fig 2(a). In modified arrangement, flow distribution is more uniform in minichannels due 

to shifting of inlet/outlet which minimize pressure difference in channels those are near the 

inlet/outlet as shown in fig.2 (b).  

 
FIGURE 2. Velocity contour in parallel mini channel (a) Conventional (b) Modified 

 
FIGURE 3. Temperature contour at the base of heat sink (a) Conventional (b) Modified  
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Cooling of minichannel heat sink with modified arrangement is more uniform as 

compared to conventional arrangement due to uniform distribution of fluid inside the 

parallel minichannels as shown in fig.3. Maximum base temperature of minichannel heat 

sink is 342K with conventional arrangement and 341K with modified arrangement at 0.5 

LPM. 

 
FIGURE 4. Variation of maldistribution factor       FIGURE 5. Variation of thermal resistance                         

                        with flow rate                                                      with flow rate 

For better hydraulic and thermal performance of heat sink the value of maldistribution 

factor and thermal resistance should be close to zero. Maldistribution factor (MF) has 

been found minimum with modified arrangement and increases with volumetric flow rate 

as shown in fig.4. Thermal resistance has minimum value with modified arrangement and 

decreases with increases in volumetric flow rate as shown in fig.5.   

5. CONCLUSIONS 

Numerical investigation was performed to obtain hydraulic and thermal performance of modified 

mini-channel heat sink using full domain simulation in this study. It has been found that flow 

maldistribution can be minimized by making proper inlet/outlet arrangements. Flow maldistribution 

factor (MF) has lower value (0.076) with modified arrangement as compared to conventional 

arrangement (0.1123) at 0.5 LPM. Maldistribution factor increases with flow rate. Thermal 

resistance has lower   value (0.0833 K/W) with modified arrangement as compared to conventional 

arrangement (0.0853 K/W) at 0.5 LPM. It has been found that thermal resistance decreases with 

increase in flow rate. The optimum position of inlet and outlet is under investigation to minimize 

flow maldistribution.  
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ABSTRACT 

This paper describes the optimization of process parameters governing to the heat transfer during 

nanofluid spray impingement cooling of hot strips. The data of each parameter were collected from 

the experiments conducted with various air-TiO2 water based nanofluid pressure combinations and 

three distinct nozzle to plate distance (120 mm, 180 mm and 240 mm). The parametric optimization 

was carried out by using Response Surface Method (RSM) in Design Expert 8 software 

environments. The results show that for 0.05 wt% particle concentration and higher fluid pressure 

has ability of higher heat transfer rate. The ultra-fast cooling by nanofluid was found an efficient 

alternative cooling technique over the conventional water impingement cooling to achieve the 

optimal and high cooling rate. 

Key Words: Optimization, Controlling Parameters, Nanofluid, Ultra Fast Cooling. 

1. INTRODUCTION 

Spray cooling plays an important role in many industrial including material processing, agricultural, 

electronics and microelectronics, medical, laser, aviation, steel quenching in the hot rolling mills 

etc. In these applications, the development of an effective thermal management system depends on 

issues like controlled, fast and efficient cooling performance. Aamir et al. [1] developed artificial 

neural network (ANN) models to predict spray cooling heat flux of free propane sprays. Li et al. [2] 

used response surface method for optimization of the heat transfer coefficient during gas quenching 

in order to obtain minimum distortion with stress. Chakraborty et al. [3] have investigated the 

performance of water based TiO2 nano fluids jets impinging on the hot steel surface under laminar 

flow regime and found a significant improvement in cooling rate with the nano fluids having lower 

surface tension as compared with water. The use of nanofluids as a coolant in large thermal system 

and micro devices reduces the entropy generation rate with very little increase in the required 

pumping power [4]. The adsorption for nano particles is highly dependent on the size of the 

nanoparticle and is linearly correlated with the enhancement of the thermal conductivity [5]. Mitra 

et al. [6] used water -TiO2 and water-MWCNT nano fluids for cooling of hot steel plate by laminar 

jet to study the boiling heat transfer aspects and found only marginal variation of CHF in case of 

nano fluids as compared to water. Several convective heat transfer studies indicates that the 

improvement of HTC is only due to the migration of nano particle [7].  

2. OPTIMIZATION METHODOLOGY 

Design of Experiments 

The Box-Behnken design of response surface method (RSM) is used as it performs non- 

sequential experiments having fewer design points to get the experimental design matrix. 

Nanofluid pressure, air pressure and nozzle height are the input parameters and surface heat 

flux is the response. In the current investigation, the response is the surface heat flux which can be 
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computed by using the Equation 1 at various operating conditions. The magnitude of the outcome at 

different set of controlling parameters was represented in Table 1. 

CRtpCqfluxHeat       (1)      where  C/Seco 

12

21

 









TTT
CRRateCooling  

Run Factor 1 Factor 2 Factor 3 Factor 4 Response 

Air Pressure 

(Pa)bar 

Nanofluid 

Pressure(Pnf)bar 

Concentration, 

%wt 

Nozzle Height 

(H) mm 

Heat Flux 

(q), kW/m
2
 

1 1 2 0.03 240 2217 

2 3 2 0.05 180 3947 

3 1 3 0.03 180 3045 

4 3 2 0.03 240 2178 

5 2 2 0.03 180 3276 

6 2 2 0.05 240 3075 

7 2 2 0.01 240 1865 

8 1 2 0.05 180 3421 

9 2 2 0.03 180 3104 

10 3 3 0.03 180 3153 

11 2 1 0.05 180 2658 

12 2 2 0.03 180 3104 

13 3 2 0.01 180 2669 

14 1 2 0.01 180 2386 

15 2 1 0.03 120 2104 

16 2 3 0.05 180 4347 

17 2 3 0.01 180 2822 

18 2 1 0.03 240 2089 

19 2 2 0.01 120 1987 

20 2 2 0.05 120 2763 

21 1 1 0.03 180 2456 

22 2 3 0.03 240 3526 

23 1 2 0.03 120 2375 

24 3 2 0.03 120 2562 

25 2 3 0.03 120 2851 

26 2 1 0.01 180 1852 

27 3 1 0.03 180 2358 

TABLE 1. Box Behnken RSM based coded experimental design matrix 

3. RESULTS 

Empirical Model Development Using Response Surface Method 

The Regression analysis was carried out and the quadratic model developed for heat flux from the 

experimental data is presented in Equation 2. 

q = -3350 + 779 Pa + 105 Pnf - 4787 C + 51.6 H - 181 Pa*Pa - 119 Pnf*Pnf - 131875 C*C 

    - 0.1605 H*H + 52 Pa*Pnf + 3037 Pa*C - 0.94 Pa*H + 8987 Pnf*C + 2.87 Pnf*H + 90 C*H   (2) 
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Response Surface Analysis 

The response surface analysis of the experimental results was carried out by Design Expert 8 

software.  Figure 1 (a) shows the variation of heat flux with respect to air pressure and nanofluid 

pressure. It is observed that nanofluid pressure has more significant effect on the heat flux in 

comparison to air pressure. The maximum value of heat flux was achieved at high level of fluid 

pressure and low level of air pressure because the atomization of fluid particles is more effective at 

higher air pressure enables maximum blown up of the tiny nanofluid particles and reduces the heat 

transfer from the plate surface. Figure 1 (b) shows the variation of heat flux with respect to 

nanofluid pressure and nozzle height. It is observed that with increase in both the factors there is an 

increase in heat flux and vice-versa. As the height increases, the momentum of the fluid particle 

decreased due to the decreased in impact energy of the fluid particle which reduces the heat transfer 

from the plate surface  

  

(a) (b) 

 

(c) 

FIGURE 1. Variation of heat flux with respect to nanofluid pressure and (a) air pressure, (b) nozzle 

height and (c) particle concentration. 

Figure 1 (c) shows the variation of heat flux with respect to nanofluid pressure and particle 

concentration. High particle concentration nanofluids are inadequate for spray cooling applications 

as they are easily accumulated on the hot surface of the specimen, as a result slow down the 

convective heat transfer process by reducing the number of nucleation points. 

The thermal performance of spray cooling technique was enhanced with low particle concentration 

since most of the nano particles ricochet or washed away by afterward impinging droplets and 

decreased the thermal resistance at the fluid interface without formation of nano-sorption film. As 

the particle concentration increases, then the dynamic viscosity of the nano fluids also increases, as 

a result slow down the fluid flow rate. At the same time some nano particle stick to the heated 

surface and offers resistance to heat flow, as a consequence reduced the heat transfer rate.  

Page 720 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

Santosh Ku. Nayak, Purna Ch. Mishra and Radha Kanta Sarangi 

 

 

From the analysis of variance, it is concluded that, the model F-value of 8.72 implies the model is 

significant with probability ( P) of 0.000312. The lack of fit of 0.104 implies not significant which 

is good for the model to fit. 

Response Surface Optimization 

The response surface optimization was performed to predict the optimal condition in which the 

maximum heat flux was obtained. It is being done at the Minitab 17 software interface with the help 

of response surface optimiser tool and the predicted outcome was given in Table 2.  

Solution Pnf Pa Con. H q-Fit Composite Desirability 

1 3 2.49495 0.05 193.939 4325.32 0.991312 

TABLE 2.  Optimized response prediction 

Experimental Validation 

Test was carried out at the predicted optimal parametric conditions, i.e. for Pnf = 3 bar, Pa = 2.4949 

bar, concentration = 0.05wt% and nozzle height = 193.939 mm and the heat flux was found to be 

4324.69 kW.  

4. CONCLUSIONS 

 The use of nanofluids as coolant found more effective than the conventional water for 

cooling applications. 

 The cooling rates and surface heat flux were optimized for different parametric conditions.  

 The surface-cooling rate decreased with an increased in concentration of water quenchant.   

 The improvement of thermal performance only due to migration of nano particles. 

 The deterioration of thermal performance was because of instability of nanofluids due to 

sedimentation which can produce large amount of clusters. 
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ABSTRACT 

Feed water break pipeline which is a design basis accident has been analysed using Thermal 

Hydraulic computer code RELAP-5/MOD 3.2 for Kudankulam Nuclear Power Plant (KKNPP). 

KKNPP has two operating VVER-1000 Reactors. VVER-1000 is a Pressurized Water Reactor 

incorporating advanced safety features including passive ones. The RELAP5/MOD3.2 computer 

code was developed at the Idaho National Engineering and Environmental Laboratory (INEEL) for 

use in analyzing transients in light water reactors. It can be used for simulating a wide variety of 

system transients of interest in reactor safety. The core, primary system, secondary system, 

feedwater train, and system controls can be simulated. RELAP5/MOD3.2 uses a one-dimensional, 

two fluid, nonequilibrium, six equation hydrodynamic model with a simplified capability to treat 

multi-dimensional flows. This model provides continuity, momentum, and energy equations for 

both the liquid and the vapor phases within a control volume. The energy equation contains source 

terms which couple the hydrodynamic model to the heat structure conduction model by a 

convective heat transfer formulation. The code contains special process models for critical flow, 

abrupt area changes, branching, crossflow junctions, pumps, accumulators, valves, core neutronics, 

and control systems. A counercurrent flow limitation model can also be applied at vertical 

junctions. Instantaneous break of pipeline before the emergency steam generator with two-side 

coolant outflowing both from the emergency steam generator and from the feed water collector has 

been considered as an initiating event. The accident results in drying of the steam generator and loss 

of feed water supply to the other operating steam generators and which affect the heat removal of 

the core.  

The objective of this study is to evaluate the thermal hydraulic behavior of the core and check the 

capability of safety systems for event mitigation. The thermal hydraulic parameters are checked 

against the applicable acceptance criterion for the event.   

Key Words: Pipeline break, Thermal-hydraulic analysis, Nucleate boiling, Natural Circulation. 

1. INTRODUCTION 

 Kudankulam Nuclear Power Plant (KKNPP 1& 2) are 1000 MWe VVER-1000 Reactors. In order 

to investigate the variations in different parameters of the power plant under condition of decrease 

in heat removal through secondary side, steam generator feed water pipeline break was analysed. It 

is a Design Basis Accident (DBA) which can demonstrate the capability of safety systems to cope 

with such accidents. Break of steam generator feed water pipe break with coolant outflowing both 

from the emergency steam generator and from the feed water collector has been considered as an 

initiating event  
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The analysis has been done using system thermal hydraulics code RELAP5/MOD3.2. The RELAP5 

code has been developed for transient simulations of Light Water Reactor (LWR) coolant systems 

during postulated accidents.  

 

2.  RELAP-5 MODELLING OF KKNPP-1&2 REACTORS 

 

2.1 Brief Description of KKNPP-1&2 Reactors 

In KKNPP-1&2 Reactors, enriched uranium (3.92% U235) in oxide form is used as fuel with light 

water as moderator and coolant. KKNPP is a two circuit system namely primary and secondary 

circuit. Simple schematic of KKNPP-1&2 Reactor primary circuit is shown in Figure-1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1. Simple schematic of KKNPP-1&2 Reactor primary circuit 

 

The secondary circuit is a non-radioactive circuit. It consists of steam generators, main steam lines, 

turbine, auxiliary equipment and associated systems of de-aeration, reheating and feed water supply 

to the steam generators.  

 

2.2.  RELAP-5 Model of KKNPP-1&2   

To analyze system thermal-hydraulic behavior under various accidents and transients conditions a 

detailed nodalization was developed for the reactor. Reactor point kinetics was also incorporated in 

the model with coolant temperature and fuel temperature feedback effects. Decay heat data is used 

from the 1979 standard data (American National Standard for Decay Heat Power in Light Water 

Reactors) for U-235 in light water reactors2. Selected enveloped cases were analysed with the 

developed RELAP model and the result were validated with the results of Final Safety Analysis 

Report for KKNPP-1. 
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3. RESULTS 

Instantaneous break of pipeline of one steam generator with two-side coolant outflowing both from 

the emergency steam generator and from the feed water collector has been considered as an 

initiating event (Figure.2). The turbine trip occurs by the factor of drop of live steam pressure below 

5.1 MPa in emergency SG (Figure.3). The subsequent process is accompanied with rise of the 

primary (Figure.4) and secondary parameters as a result of which reactor scram set point of DNBR 

decrease on fuel rod surface is reached (Figure.5). Loss of Nuclear power plant a.c. power is 

assumed 1.9 s before reactor trip conservatively resulting in trip of Reactor coolant pump (RCP). 

Upon completion of RCP sets coast down, coolant natural circulation is settled in primary circuit. 

Reduction in heat removal causes rise of the primary parameters. Failures of Steam Generator 

cooldown (SGECD) safety system in two loops are further assumed resulting in cooldown of only 

one SG in pressure maintenance mode. This leads to pressurization of the two SG’s (except the 

emergency SG and SG with cooldown) leading to periodic actuation of these SG PSD . 

 

 

 

 

 

 

 

 

 

 

 

 

 FIGURE 2. Steam-Water flowrate through leak                     FIGURE 3. Steam Generator Pressure 

 

            FIGURE 4. Primary Pressure                            FIGURE 5. DNBR by Gidropress Correlation 
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4. CONCLUSIONS 

The maximum pressure of the primary and secondary circuit reached is 18.6 MPa and 8.27 MPa 

respectively during the whole transient (Figure.4 & Figure.3) which is within acceptable limits 

based on brittle failure resistance of the reactor vessel and other components of the reactor coolant 

system. 

 The primary reactor coolant system was maintained in cooling down state during short-term and 

long-term periods of time by settling a stable coolant flow rate in the primary circuit due to natural 

circulation.  Absence of DNB for all fuel rods with probability of 95% at confidence level of 95% 

was observed as minimum DNBR reached during the whole transient is 1.2 (Figure.5).  

Maximum fuel rod claddings temperature reached is 362.0 оС (Figure.6) which indicate absence of 

any fuel clad damage. Temperature of the fuel (Figure.7) did not exceed significantly during the 

transient thereby avoiding any local fuel melting and fuel damage. Analysis of the conditions was 

performed with disregard for operator’s actions and showed that safety systems with taking 

principle of single failure into consideration are capable to overcome the accident consequences. 

 

 

FIGURE. 6. Fuel Rod Cladding temperature            FIGURE. 7. Maximum Fuel temperature 
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ABSTRACT 

This paper presents a finite-difference based numerical investigation of heat transfer in Alumina-water and 

Titania-water nanofluids flow between parallel plates subjected to constant equal/unequal heat fluxes, based on 

homogeneous and heterogeneous flow models.  Stream function-Vorticity approach has been used to solve the 

problem.  It is found that the nanofluids give rise to larger enhancement factor (the ratio of local heat transfer 

coefficient in nanofluid to that in base fluid) when both base fluid and nanofluid flows have equal Reynolds 

number.  On the other hand, the enhancement factor is very small or even less than one when both base fluid and 

nanofluid flows have equal inlet velocity.  Brownian diffusion and Thermophoresis are found to have negligible 

effects on the temperature profiles.  On the whole, Alumina-Water nanofluid gives rise to greater enhancement in 

heat transfer coefficient as compared to Titania-Water nanofluid.          

Keywords: Nanofluid, Parallel Plate Flow, Homogeneous Model, Buongiorno Model, Particle Migration, 

Brownian Diffusion, Thermophoresis 

1. INTRODUCTION 

     Nanofluids are engineered colloids in which nanoparticles of 1-100 nm diameter are stably dispersed in a base 

fluid.  They have abnormally high thermal conductivity and viscosity with respect to the base fluid.  Three 

nanofluids models that are widely found in literature are: (i) Homogeneous Flow Model [1], (ii) Dispersion Model 

[2], and (iii) Non-homogeneous Flow Model [3]. The homogeneous flow model assumes that the mass, 

momentum and energy equations are directly applicable for the nanofluid with the thermophysical properties 

based on bulk weighted volume fraction of nanoparticles with no slip between base fluid and nanoparticles. The 

dispersion model says that the enhancement of heat transfer is achieved due to higher thermal conductivity and 

energy carried by the dispersion of nanoparticles. The Non-homogeneous flow model proposed by Buongiorno [3] 

considers slip between base fluid and nanoparticles mainly due to the two slip mechanisms such as Brownian 

diffusion and thermophoresis.  

     Although several works on heat transfer in the tube flow of nanofluids [4-6] have been found in literature, the 

same for parallel plates are scanty.  Recently, Rossi di Schio et al. [7] used the Buongiorno model to investigate 

by the finite element method steady, laminar heat transfer in parallel plate flow of nanofluids with wall 

temperature varying linearly and periodically.  The authors found that in the case of linearly varying wall 

temperature nanoparticle concentration influenced the temperature distribution very little.  On the contrary, the 

periodically varying wall temperature gave rise to non-homogeneities in the nanoparticle concentration, and 

hence, the use of homogeneous model would not be appropriate.   

2. OBJECTIVES 

The objectives of the present work are: (a) to see the variation of enhancement factor (the ratio of heat transfer 

coefficient in nanofluid to that in base fluid) along the length of the channel based on the heterogeneous flow 

model of Buongiorno [3] in which temperature dependent viscosity and thermal conductivity are considered as 
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well as the homogeneous flow model of Choi [1] in which the aforesaid properties are taken as independent of 

temperature; and (b) to carry out a detailed parametric study with nanoparticle concentration as the variable 

keeping same Re (Re is based on the spacing between the walls) and same inlet velocity for both nanofluid and 

base fluid.     

3. PROBLEM FORMULATION AND SOLUTION METHODOLOGY 

Figure 1 shows the physical problem and the coordinate system.  The velocity, temperature and nanoparticle 

concentration are uniform at the inlet.  The flow is laminar, steady and 2D.  Stream function-Vorticity approach 

has been used since the problem is two-dimensional and pressure calculation is not required in this study.  The 

False Transient Method using pure implicit finite-difference scheme has been applied to solve the coupled 

governing eqs. (1) - (4) simultaneously.  Constant heat flux boundary condition has been used for the energy 

equation. Walls are considered to be impermeable with no mass flux across the boundaries. The flow, heat and 

mass transfer are considered to be fully developed at the exit. While the length of the domain is taken as 1 m the 

gap between plates is 3 mm (0.003 m).  Four different wall heat flux ratios //

1

//

2 ww qq such as 1.0, 1.5, 0.5 and 0 

have been used ( 5000//

1 wq
 
W/m

2
).  The diameter of the nanoparticles is considered to be 15 nm. Thermal 

conductivity and viscosity are calculated based on the correlations of Buongiorno [3] developed from Pak and 

Cho [6].  Alumina-Water and Titania-Water nanofluids with volume fractions ranging from 1% to 5%, are 

investigated in this study.  The non-dimensional parameters and the governing equations are given below.  

 

    Fig.1   The physical problem and the coordinate system 

 Non-dimensional parameters are defined as follows:
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 Stream function equation 
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Vorticity transport equation  
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Nanoparticle continuity equation 
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Energy equation
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4. RESULTS AND DISCUSSION 

 

Figure 2 shows the comparison of non-dimensional analytical and numerical temperature distributions at the 

channel exit for the wall heat flux ratio of 1.5 and inlet Re = 500, for pure fluid.  Note that 

   *

1 1w w mT T T T T    , where mT  is the mean fluid temperature.  The slight difference between analytical 

and the present solution may be attributed to the consideration of temperature dependence of the thermophysical 

properties in the latter.  Figure 3 reveals that far downstream heat transfer coefficient in alumina-water nanofluid 

can fall below that in base fluid thus giving rise to enhancement factors less than 1.  It is also noted that 

Buongiorno model predicts lower enhancement in the fully developed region as compared to homogeneous 

model. A similar trend is also seen for titania-water nanofluid.  Figure 4 demonstrates that the same nanofluid 

which gives rise to higher enhancement for the case of same Re (Re =1000) in both base and nanofluids flow, 

produces lower enhancement in the case of equal inlet velocity (0.3 m/s) in both base and nanofluids flow. This is 

due to the fact that if nanofluid and base fluid have to flow at the same Re, then due to higher viscosity of 

nanofluid it has to flow at much higher inlet velocity to achieve the same Re. For the same inlet velocity, Re for 

alumina-water is 268 and for titania-water it is 756. However, alumina-water always produces higher 

enhancement in heat transfer coefficient as compared to titania-water.   
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                                                                                                                                                  Fig. 2    Validation of the numerical (present) with 

the analytical solution for pure fluid at Re=500 and 

wall heat flux ratio=1.5 

Fig. 3 Comparison of enhancement factors for alumina-water 
nanofluid at Re = 100 and wall heat flux ratio = 1, based on 

homogeneous and Buongiorno models                                                                                      
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     Figure 5 clearly depicts the effects of thermophoresis. At the wall heat flux ratio of 0.5, since the heat flux at 

the upper wall is half of that at the lower wall, the nanoparticles migrate towards the upper wall causing higher 

viscosity near the upper wall, which result in slower motion of the alumina-water nanofluid there and subsequent 

reduction in heat transfer coefficient, and consequently, less percent enhancement as compared to that at the 

lower wall.  The opposite is true for the case of wall heat flux ratio of 1.5.      
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4. CONCLUSIONS 

It can be concluded from the present numerical study that the difference between the enhancement factors based 

on the homogeneous and heterogeneous models is marginal, enhancement in heat transfer coefficient computed 

from the homogeneous model being slightly higher. The nanoparticle migration effect due to Brownian diffusion 

and thermophoresis on the heat transfer is visible, but not significant. A nanofluid which gives higher 

enhancement in heat transfer coefficient for equal inlet Reynolds number for both base and nanofluids, produces 

much lower enhancement for the case of equal inlet velocity for both base and nanofluids.  
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ABSTRACT

In this paper, modeling studies on two-phase forced convection in microchannels using water as the
fluid medium have been reported. Model, results have been shown for homogeneous flow boiling.
The governing equations have been solved to predict the boiling front, pressure drop and thermal
resistance as functions of exit pressure and heat input. The model has been specially used to study
the effects of non-uniform heat input along the flow direction. The results show that the nonuniform
power map can have a very strong effect on the overall fluid dynamics and heat transfer.

Key Words: Flow boiling, Heat transfer, Homogeneous flow model, Pressure drop, Two phase
flow

1. INTRODUCTION

A range of MEMS devices, such as VLSI coolers, micro-rockets, chemical reactors utilize heat
transfer phenomena of liquid-gas phase change, in microchannels. The benefits of high heat transfer
coefficients and high heat carrying capacity through latent heat transport come at a penalty of high
pressure drop. The boiling front needs to be determined first, for predicting the pressure drop and
heat transfer coefficient in flow boiling through microchannel. There is always a degree of wall
super heat for boiling to start. In the present modeling, wall super heat is not considered and it is
assumed that boiling starts instantly.

Pressure drop characteristics of microchannels have been investigated by various researchers.
According to them, there is an early transition and magnitude of pressure drop is higher than the
pressure drop predicted by Poiseuille law. In the present model, Reynolds number falls in the range
of 100 hence, laminar flow is assumed and traditional Poiseuille law is used for calculating the
pressure drop. Due to the presence of laminar boundary layer and perhaps a vastly bubble
generation mechanism within a microchannel, its flow boiling characteristics is different Watel [1].
In the present model, considering laminar flow, heat transfer coefficient in single phase flow is
calculated by constant Nusselt number relation for constant heat flux boundary condition and in two
phase flow, it is calculated by correlations. The effect of non-uniform heat flux in microchannel has
been investigated experimentally by Rirchey et al. [2] and Alam et al. [3]. They concluded that, in
non uniform heat flux input pressure drop and heat transfer characteristics are different from
uniform heat flux input. In the research work of Sarangi et al. [4], boiling front, wall temperature
and film temperature have been investigated for homogeneous flow model in uniform heat flux
input. This paper investigates, boiling heat transfer in microchannels for non-uniform heat flux in
case of, homogeneous flow.

2. PRESSURE DROP AND HEAT TRANSFER CALCULATIONS

As the mass flow rate is small and tube hydraulic diameter is also very small, Reynolds number is
always less than 100 and flow is laminar. So, pressure drop in single phase is determined by
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Haygen-Poiseuille law. Two phase pressure drop is determined by following equation in
homogeneous flow like Sarangi et al. [4].
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where f2Ф is the two-phase friction factor, m” is the mass flux, ACH is the channel cross sectional
area and dhe denotes the hydraulic diameter of the channel. Due to very high pressure drops across
the microchannel, the thermo-physical properties like μ and hfg of the fluid undergo appreciable
changes. Hence, these properties need to be included in Eq. (1) as functions of pressure. The
Cicchitti relation (Eq. 2) is used for evaluating the average viscosity of the liquid vapor mixture.

fg xx   )1(2  …(2)

where x is the quality of the liquid vapor mixture and the subscripts f and g denote the liquid and
vapor phases respectively. Using water as the working fluid, simple curve fitting regression exercise
can be conducted to obtain relations that can be used to determine these properties as functions of
pressure and/or saturation temperature. This, however, complicates the equation, which no longer
remains amenable to analytical solutions and has to be solved numerically using the finite
difference method.
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Equation (3) gives the pressure profile in the two-phase flow region. Here pn denotes the pressure at
location zn (nth node) while w, d, l and dhe are the width, depth, length and hydraulic diameter of
the microchannel respectively. If the exit quality (xe) is less than 1, the entire region corresponds to
saturation condition. Hence the Clausius-Clapeyron equation can be used to determine the fluid
temperature profile. The intersection point of this profile with that for the single phase region gives
the boiling front (zc) which can then be used for calculating the total pressure drop across the
channel. The above exercise also gives the temperature variation of the fluid along the channel,
which, in turn is used for calculating the wall temperatures as described below.

The second part of the analysis involves the determination of heat transfer and hence wall
temperature profile along the channel during flow through these microchannels. The energy
equations can be written as

0
)(

)( " 
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0)(  fwconv
f TTph
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m 
…(5)

where Tw and Tf denote the wall and fluid temperatures respectively, Aw is the base area, q” is the
heat flux, η is the microchannel fin efficiency and hf is the fluid enthalpy. The first term in the LHS
of Eq. (4), which captures the effects of spreading in the base of the microchannel, is neglected in
our analysis. For the convective heat transfer coefficient (hconv), the correlation of Kandlikar [5]
for homogenous flow boiling through a tube is used.

 kC
le

C
conv FBoCFrCoChh C452

311 )25(  …(6)
Here hl is the heat transfer coefficient for single phase flow given by and constants C1 – C5 can be
found from standard look-up tables for water. The constant Fk is a fluid dependent parameter and is
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equal to 1 for water. Co, Bo and Fr are convective, boiling and Froude number respectively. The
wall temperature can be found out easily using

)2( dlwlh
qTT

conv
fw 


…(7)

3. RESULT AND DISCUSSION

The model is extended to study the effects of non-uniform heat input along the flow direction. The
heat flux was made to vary spatially along z. The results show that a nonuniform power map can
have a very strong effect on the overall fluid dynamics and heat transfer. The thermal resistance for
non-uniform heating can be higher or lower than the uniform heating case depending on the
location of the hot spot and the boiling front. For analyzing the non uniform heat flux channels four
case studies are considered. The representative plots are shown in the following figures(Fig. 2 to
Fig.5) where the channel cross-section is taken as 300μm x 300μm while its length is 10 mm. The
flow rate of water was 0.31ml/min and the outlet pressure was held at 1.0132 bar for all these cases.
The inlet temperature of water was maintained at 70ºC. The total heat input given to the channel
was 2.5 W, which was distributed non-uniformly along the length. It was assumed that 90% of the
heat (2.25W) is concentrated along one third of the channel (3.33mm) while the remaining 10%
(0.25W) was distributed over 6.67 mm in various combinations.

Fig. 2: Wall and film temperature variation (Uniform heating case)

Fig. 3: Wall and film temperature variation (Hot spot towards downstream)

The maximum wall temperatures are 205.5ºC and 200.4ºC. Fig. 5 shows that the maximum wall
temperature is 199oC. Here it is important to note that even the liquid enters high heat flux region,
there is no appreciable temperature rise compared to the cases of Fig.3 and Fig.4. This is because in
Fig.5, the boiling starts much earlier than that of Fig.3 and Fig. 4. Also uniform heat flux case is
considered in Fig.2. In Fig. 3 and Fig.4 the hot spot is located in the downstream section. Thus, the
liquid enters in the low heat flux region and is already in the two-phase domain before it reaches the
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hot spot. Since the heat transfer coefficient in two-phase flow is orders of magnitude higher than in
single phase, the wall temperature remains within allowable limits.

Fig. 4: Wall and film temperature variation (Hot spot at central location)

Fig. 5: Wall and film temperature variation (Hot spot towards upstream side)

6. CONCLUSIONS

Boiling fronts have been predicted for non uniform heat flux channels by homogeneous flow model.
The results show that, the boiling front, pressure drop, wall temperature and film temperature are
strong functions of heat flux distribution, mass flow rate and channel dimension. The model can be
used for optimum design of channels for effective heat transfer and minimum pressure drop. Hot
spots can be located by analyzing the wall temperature variations along the channel. The present
numerical model can be refined for more accurate results.
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ABSTRACT 

In this paper, effects of inlet free-stream turbulence (fst) are described to highlight the physics of 
transition and heat transfer due to a laminar separation bubble (LSB) through Large-eddy 
simulations (LES). Two kinds of inlet perturbations are imposed: one with a deterministic 
frequency and other being a band of frequencies to manifest the fst. The LES resolves the instability 
of the shear layer and its breakdown forming large- and energetic small-scale structures, which 
retain their appearance far downstream. When compared with the literature, it suggests that the 
excitation of boundary layer (BL) and thus, history of transition are sensitive to the imposed 
perturbations, although time-averaged flow features are similar. 

Key Words: Laminar Separation Bubble, LES, Transition, Heat Transfer. 

1. INTRODUCTION 

A laminar BL over a solid surface occasionally separates under the influence of an adverse pressure 
gradient or sudden change of curvature, undergoes transition due to amplification of fst, becomes 
turbulent and finally reattaches to form a LSB. Typically associated with low to moderate Reynolds 
number (Re), LSB may be observed near the leading edge of an aerofoil, on a high-lift gas turbine 
blade, small-scale wind turbines and on wings of small unmanned aerial vehicles. Further, LSB 
dictates the evolution of downstream BL adversely affecting the stall characteristics of an aerofoil. 
Thus, studies of such flows are of immense importance due to practical applications apart from 
academic interests. 

Figure 1 shows the schematic of a LSB formed near the leading edge following the work of Horton 
(1968). First half of the bubble, referred as ‘Dead-air’ region, contains almost stationary fluid and is 
associated with an almost constant pressure distribution. Near the reattachment, the bubble contains 
a region of strong re-circulating flow, attributing to the ‘Reverse flow vortex' and a strong pressure 
gradient. A number of studies [1-6] have been conducted to illustrate the transition of a LSB. Most 
of the studies elucidate that transition of a separated BL occurs in a similar fashion of free shear 
layer with high receptivity to perturbations. Amplification of certain selective frequencies of 
background disturbances is observed leading to the formation of Kelvin-Helmholtz (K-H) rolls and 
shedding of large-scale vortices in the vicinity of reattachment. 

There are evidences that transition of a laminar separated BL occurred via oblique modes and Λ-
vortex induced breakdown resulting in turbulent reattachment [7]. A secondary instability was seen 
in the second-half of the bubble with a considerable growth of three-dimensional motions and 
evolution of hairpins attributing to breakdown [8].  Recently, Samson and Sarkar [9] investigated 
the transition of separated BL over a modelled aerofoil for different Re and fst. Anand and Sarkar 
[10] studied effects of angle of attack (α). The shear layer was unstable through K-H instability for 
low fst, whereas, the primary K-H instability was bypassed for high fst and larger α. 
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In spite of several studies made on the excitation of a LSB, there are uncertainties in understanding 
transition under different flow conditions. In reality, transition mechanism includes the following 
features, i.e. receptivity, linear growth of disturbance and then non-linear effects followed by 
breakdown. Here, flow past a thick flat plate with a semi-circular leading-edge is considered, where 
Re based on inlet velocity and leading edge diameter (D) is 3450. The objective of the paper is to 
demonstrate the transition, growth of three-dimensional motions and unsteady heat-transfer for 
different fst manifested by two different kinds of imposed inlet perturbations: One with a 
deterministic frequency (referred by S) and other being a band of frequencies (denoted by R). 

  

 

 

 

 

 

 

Figure 1. Mean flow structure of a laminar 
separation bubble. 

Figure 2. Schematic of the computational 
domain and the boundary conditions imposed. 

2. COMPUTAIONAL DETAILS 

The three-dimensional (3D) unsteady Navier-Stokes equations along with energy equation are 
solved for Newtonian incompressible flow in Cartesian coordinate system. A dynamic subgrid-scale 
(SGS) model proposed by Germano et al. [11] and modified by Lilly [12] is used to model the stress 
tensor and temperature flux, which represent the effect of subgrid motion on the resolved field of 
LES. The solver used in the present simulation has been extensively validated for variety of 
transitional and turbulent flows [5, 13, 14]. 

The schematic of the computational domain is illustrated in Fig. 2, where, the z-span used in the 
simulation is 2.0D following previous experience and the literature [8]. The length and velocity 
scales are normalized with respect to leading edge diameter D and inlet velocity U0. Similarly, the 
temperature T is scaled by inlet temperature T0 and surface temperature Tb to obtain the non-dimensional 
temperature as (T - T0)/(Tb - T0). The energy equation is solved by taking a Prandtl number of 0.7. To 
resolve the leading edge in Cartesian geometry, the Immersed Boundary (IB) method is used here to 
apply the boundary conditions, where the geometry is non-conformal to the grid [15]. The velocity 
and temperature field near the boundary of the body is modified at each step such that the no-slip 
and isothermal wall boundary conditions are satisfied. At the inlet, a uniform streamwise velocity 
profile is specified, while a convective boundary condition is imposed at the exit. The spanwise 
direction is taken to be periodic. Free-stream boundary condition is imposed at the top and bottom 
boundary of the computational domain.  

The grid in z-direction is uniform, while non-uniform grid distributions are used in x and y 
directions with finer resolution in the vicinity of body to resolve the BL. A mesh of 364 × 300 × 64 
in the streamwise, wall normal and spanwise directions was chosen after grid refinement test. The 
near wall resolution at x/l =2, where the flow has relaxed sufficiently to a turbulent BL is Δx+ ≈ 16, 
Δy+ ≈ 1 and Δz+ ≈ 9. Based on previous work [5, 13, 14], the mesh appears sufficient to resolve the 
transitional flow. 

It is known that a separated layer is highly receptive to fst changing the flow characteristics and thus 
the bubble length. In an experiment, different levels of fst may be produced by placing turbulence 
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grids upstream of the test piece in a wind tunnel. To mimic this effect, perturbations are imposed to 
the wall-normal velocity on a plane at a distance 1.0D upstream of the leading edge. The 
perturbations are applied at discrete locations, which are 0.5D apart in y-direction following 
Gaussian distribution over a streamwise distance. The perturbations are varied in both time and 
space, where the frequency and the spanwise wavenumber are chosen to be in the unstable range for 
both Blasius BL and separated shear layer.  

3. RESULTS AND DISCUSSION 

Figure 3 shows the variation of time-averaged bubble length (l) evaluated from surface friction 
coefficient for different levels of turbulence (Tu) from the present LES. Tu was calculated at a 
point, where it becomes maximum along the wall normal direction at the point of separation. As 
expected l reduces with increase of Tu. But, l predicted with random perturbations for the same 
value of Tu is lower than that of a sinusoidal perturbations, the trend being the same. The l 
decreases from 3.9D to 1.6D for random perturbations, while it decreases from 3.9D to 1.8D for 
sinusoidal perturbations as Tu increases from 0.07% to 2.7% indicating some dependence on the 
nature of inlet perturbations. Following the experiment [16], the bubble length was around 2.75D 
with Tu  0.2%. The present LES predict a bubble length of 2.98D for Tu = 0.34% with defined 
imposed frequency (S2), whereas, the bubble length is 2.77D for Tu = 0.15% with R2. Now the 
discussion are limited to the LES results with R2 and S2. 

 

   

 

 

 

 

Figure 3. Variation of time averaged bubble-length 
(l) with Turbulence Intensity (Tu): NP denotes no 
imposed perturbations; S1 to S5 refer to the 
sinusoidal perturbations with defined frequency 
and R1 to R6 refer to random perturbations. 

Figure 4. Profiles of Um (dotted line) and u’rms 
(solid line) superimposed over mean 
streamlines, indicating the development of 
three-dimensional motion over the separation 
region. 

To qualitatively present the growth of 3D motion over the separation region, scaled profiles of Um 
and urms are superimposed over contours of Um and presented in Fig. 4. The profiles are presented 
for the locations x/l = 0.1 to 1.3 at intervals of 0.1. It is seen that the growth of urms  occurs in the 
latter half of the bubble along the outer shear layer, while it is negligibly small at the very 
beginning. For both R2 and S2, the maximum urms occurs near the reattachment location, however 
there are some minor differences in urms fluctuations. A double peak feature in urms is seen with R2, 
while a single peak prevails with S2. Further downstream, the near wall turbulence slowly develops, 
while that in the outer shear layer is reduced. Thus, the differences in urms are appreciable only in 
the first half of the bubble, while after reattachment the trends are similar. When  compared with the 
experimental data of Coupland and Brierley [16], the agreement in both Um and urms was good (not 
shown because of limited space). To illustrate the evolution of heat transfer in the separated BL, the 
distribution of Stanton numbers (Sn) is superimposed on the Cf distribution (Fig. 5). A factor of 2Pr(2/3) 

given by Colburn [17] is used for flow and heat transfer analogy, where Pr denotes Prandtl number. The 
Stanton number becomes maximum at the point where the Cf is minimum, which corresponds to the 
breakdown of shear layer. As downstream is approached 2SnPr(2/3) slowly drops down and approaches 
the value of Cf  illustrating an equilibrium BL. 
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Figure 5. Streamwise variation of time-averaged 
skin friction coefficient (Cf) and Stanton number 
(Sn). 

Figure 6. Details of flow structures as 
illustrated by the contours of instantaneous 
temperature for case R2 (Tu = 0:15%). 

Figure 6 shows the instantaneous temperature contours in the side view (x-y plane) at mid-span and 
in the top view (x-z plane) at y = 0.04D from top wall under R2. The contours of instantaneous 
temperature illustrate the internal growth mechanism of shear layer and formation of 3D flow 
structures. The temperature contours in the x-y plane, illustrates that the instability of the separated 
shear layer is attributed to the enhanced receptivity to perturbations forming K-H rolls that break 
down near reattachment. 3D motions sets in downstream of x/l = 0.3, followed by appearance of 
longitudinal streaks, which are the characteristics of transition. These streaks undergo elongation 
and breakdown near the reattachment forming small-scale eddies. Both the perturbations have 
resulted in similar effect evolving shedding of large-scale vortices that retain their identity far 
downstream.  

 

 

 

 

 

 

Figure 7. Contours of turbulent heat flux v T   for case S2 and R2. 

The contours of turbulent heat flux are presented in Fig. 7 for the two kinds of imposed 
perturbations. The flow field was allowed to evolve for fifteen primary vortex-shedding cycles and 
then the data were collected for statistics over the next twenty cycles. Few representative mean 
streamlines are shown to give an indication of the time-averaged bubble structure. The turbulence 
statistics on the top and bottom surfaces are symmetric and hence results are presented only for the 
top half. The turbulent heat flux and Reynolds stress are concentrated along the shear layer and 
becomes maximum in the near reattachment region. Downstream of reattachment, the peak shifts 
towards the wall indicating the approach to an equilibrium layer. The contours reveal the double 
peak nature of the turbulent heat, where the outer peak corresponds to growth in the shear layer and 
the inner peak refers to wall turbulence.  

4. CONCLUSIONS 

The LES resolves the instability of separation bubble and its breakdown via K-H mode resulting in 
large and small-scale energetic structures. It is interesting to note that the non-linear growth of 

 
2 /32 (Pr)Sn
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perturbations during the succession of transition is strongly influenced by the imposed inlet 
perturbations and its frequency. A considerable difference in first half of the bubble indicates that 
the transition and vortex shedding depend on the inlet disturbances. The transition and breakdown 
of LSB here appear more realistic with the imposed perturbations containing a band of frequencies. 
However, after breakdown, the time-averaged turbulence characteristics such as stresses, heat flux 
tensor and also integral parameters are almost indistinguishable. Further, there is a minute 
difference in the span-wise spacing of transition streaks in the shear layer with different inlet 
perturbations. Thus, transition of a LSB depends on proper inlet conditions, but after breakdown the 
time-averaged characteristics are not sensitive to the nature of imposed perturbations. 
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ABSTRACT 

Present study investigates the thermal behaviour of Ladle Furnace (LF) electrode used commonly in 

a liquid steel refining. To reduce the LF electrode consumption, a cooling apparatus is provided to 

cool the surface of the electrode by air-water spray cooling. In a finite element based frame work, 

combined thermal convection, radiation simulation has been performed for complete side-surface 

cooling. Increased water flow rate and increased cooling time shows that the electrode will achieve 

temperature below minimum oxidation temperature after spray cooling period. This ensures no-

oxidation loss and better electrode life. 

Key Words: Heat Transfer, Finite Elements, Convection. 

1. INTRODUCTION 

Ladle refining of liquid steel is a proven technology to produce high quality steel. A ladle refining 

furnace is used to raise the temperature and adjust the chemical composition of molten 

metal. Conventionally, in a ladle furnace, arc heating by using a graphite electrode is used.Usually 

40% electrode consumption is due to arcing, 5% by falling down of the tip due to thermal shock, 

50% by oxidization of side surfaces and rest 5% is by other causes [1]. Therefore, it is clear from 

the consumption figure that significant electrode is consumed by oxidation of side surfaces. The 

oxidation of the surface depends upon the surface temperature provided it is exposed to ambient. 

The oxidation behavior for different surface temperature is shown in Figure 1. Hence oxidation of 

the side surface can be reduced by bringing down the side surface temperature. Aiming to that a 

cooling apparatus is provided to cool down the upper surface of the LF electrode. In the current 

practice, after arcing, the LF electrode is cooled by air-water spray cooling for few mins using water 

flow rate of maximum 20 lpm [2-4]. Thereafter, it is exposed to only air cooling for next 15-30 

mins. The present study investigates the variation of temperature profile with time and water flow 

rate. Additional implications are studied to ensure reduction in electrode loss during successive time 

instances of complete operation. 

 

 

 

 

 

 

 

 

 

FIGURE 1. oxidation behavior of LF electrode for different surface temperature. 
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2. METHODOLOGY 

Computational domain: 

The electrode temperature profile is assumed to be axi-symmetric. Therefore the computational 

domain is taken as a rectangular section as shown in the Figure 2 below: 

 

 

 

 

                 (a)                  (b)            (c) 

FIGURE 2. Computational domain of for (a) step 1; (b) step 2; (c) step 3. 

Governing equation: The steady state heat transport inside the electrode is governed by purely 

conduction equation: ( ) 0. = Tk  

Boundary condition:step 1: Along AB fixed temperature is specified: CT o2000= ; Along BC 

radiation loss is specified
 

( )44

−= TTq  ; Along CD and AD insulation boundary condition is 

specified: 0T n  = , where n the direction normal to the surface.  

Step 2: In the second step, the electrode having a temperature profile achieved in step 1 is being 

cooled by air-water spray cooling as well as radiation loss. This unsteady cooling has been done for 

300s.  

Governing equation: The unsteady heat transport inside the electrode is given by: 

( )Tk
t

T
C p =




.

 

Boundary condition: Along AB and BC radiation loss is specified
 

( )44

−= TTq  ; Along CD 

convective heat loss is specified ( )−= TThq  where ( ) 5.1
3 A

Qh =  W/m2K. Q = water flow rate in 

lpm. A= the area (m2) upon which spay is impinging. Along DE and EA insulation boundary 

condition is specified: 0T n  = , where n the direction normal to the surface. 

Step 3: 

In this step, the electrode having a temperature profile achieved in step 2 after 300s is further cooled 

through ambient cooling. The cooling has been done for 30 mins. 

Governing equation: The unsteady heat transport inside the electrode is governed by following 

equation. ( )Tk
t

T
C p =




.

 

Boundary condition: Along AB and BC radiation loss is specified
 

( )44

−= TTq  ; Along CD 

convective heat loss is specified ( )−= TThq  where heat transfer coefficient is taken as 20=h  
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W/m2K. Along DE and EA insulation boundary condition is specified: 0T n  = , where n the 

direction normal to the surface. 

3. RESULTS 

The temperature profile along the surface is shown below (Figure 3). Water flow rate Q is 10 lpm in 

this case. The results show that before spray cooling, temperature profile indicates an exponential 

decay having maximum temperature (2000 oC) at the bottom. However, due to spray cooling the 

temperature of the top region of electrode get cooled with time. The temperature of bottom portion 

of the electrode is getting lowered by radiation loss. After 5 mins of air-water spray cooling, the 

maximum temperature of the electrode becomes ~1050 oC. 

 

FIGURE 3. Temperature profile along the surface for different steps and time. 

 

FIGURE 4: temperature profile along the surface after 5 mins of water spray cooling for different 

water flow rate. 

Figure 4 shows the temperature profile of LF electrode surface after 5 mins of air-water spray 

cooling. The effect of water flow rate in cooling the bottom portion of electrode is insignificant as 

obtained from the numerical study. As the consumption of electrode due to oxidation is occurring 

for temperature > 500 (see Fig. 1), the effect of water flow rate is not at all influencing the electrode 

consumption. Figure 5 shows the temperature profile of electrode surface 5 mins after the closing of 

air-water spray. Here also we can observe that the increase in water flow rate can only influence the 

top region of the electrode where the temperature is below 500oC (where oxidation loss is 

minimum). 
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FIGURE 5: Temperature profile along the surface 5 mins after closing of water spray. 

For the purpose of extending the study to the condition of both radiation loss and spray cooling 

from the complete side surface, a set of case-study is considered. Figure 6 shows the temperature 

profile for such case. As the overall cooling effect is high for this combined effect, the temperature 

profile shows lower values as compared to the condition specified in modeling section. 

 

 

 

 

 

 

 

FIGURE 6: LF electrode surface temperature profile considering radiation loss and spray cooling. 

4. CONCLUSIONS 

The present numerical studies show temperature profile of LF electrode for different types of spray 

cooling. Although the temperature will be reduced at the top of the electrode, temperature of the 

oxidation prone area will not be reduced by increasing the water flow rate. The oxidation prone 

area i.e. the lower part of the electrode is not getting affected by spray cooling provided at the top 

where temperature is much less than minimum oxidation temperature. 
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ABSTRACT 

Optimal energy utilisation in a reheating furnace to achieve desired thermal quality of billets 

inevitably needs the help of mathematical formulation and computational modelling. In view of this 

desired goal, a pusher type reheating furnace with axial burners injecting air-coal mixture, is 

simulated with the help of a computationally efficient numerical model. The effect of varying air 

flow velocity, coal types and geometric dimensions of the furnace on the thermal efficiency and 

productivity are studied along with physical reasoning. An optimal value of 37.5 m/s is identified 

for the flow velocity which maximises thermal efficiency and furnace productivity. Further, Steel 

Grade coal is found to be the better choice of coal out of the available types. A preliminary study on 

changing the geometric dimensions of the furnace is also carried out and a few important 

observations are made. 

Key Words: Pusher-type reheating furnace, Coal combustion, Energy optimization. 

1. INTRODUCTION 

The reheating furnace in steel industry is used to uniformly heat the steel billets above 

recrystallization temperature using energy from fuel combustion. Since there is a huge investment 

of fuel resource utilization in reheating furnaces, which are exhaustible and sources of 

environmental pollution as well, there is a growing need to optimise fuel consumption, quality and 

productivity of steel billets. Investigation of the complex physical phenomena inside the furnace is 

more easily affordable with the help of numerical models because of the involvement of extremely 

high temperature inside the furnace which renders experimental investigation to very limited 

accessibility. In the past few decades, a fairly large number of numerical models have been 

established for different types of reheating furnaces using different types of fuel. Essentially there is 

thermal energy generation inside the furnace from fuel combustion, which is used to heat the 

moving billets to a temperature close to 1473 K before getting discharged from the furnace. The 

modelling of the combustion process in a turbulent flow field and the resultant heat transfer to the 

moving billets through radiation and convection at the surface and conduction within the billets 

makes the numerical model computationally very challenging and time consuming. Therefore 

efforts have been made to develop models of different degrees of simplicity, which are primarily 

oriented towards the required level of computational accuracy. Recently, the authors have 

developed a computationally efficient numerical model for such pusher type reheating furnace [1]. 

 Although several numerical models have been developed till date, very little effort has been 

made to directly use these models in optimising the operational efficiency of the reheating furnace. 

As a first level of effort, one can optimise the flow parameters like air and fuel flow rates or the rate 

of discharge of billets, which is directly related to the productivity of the furnace. Han et al. [2] 

performed a study to determine the optimal residence time of slabs in a single location within a 

walking beam type furnace which satisfied two requirements of target temperature and uniformity 

of temperature distribution in the discharged slabs. A more involved analysis can be to optimise the 

geometric configuration of the furnace itself, which to the author’s knowledge, has not yet been 

carried out. This is a very broad scope of study and in this work, only a few important geometrical 

aspects have been studied. In view of the goal described above, an effort has been made to reveal 
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the effects of varying different flow and geometric parameters on the thermal characteristics of the 

furnace which will help to determine the optimal values of the parameters for the furnace under 

consideration. Additionally, the study is also aimed at providing useful understanding to the thermal 

characteristics of other similar furnaces to help in their efficient design. 

2. MODEL DESCRIPTION AND COMPUTATIONAL METHODOLOGY 

The furnace geometry and mesh is constructed using the commercial software ANSYS ICEM CFD. 

The geometry of the pusher type reheating furnace, as shown in Figure 1, is complicated due to the 

shape of furnace wall, insertion of billets and an array of three axial circular burners through which 

the coal-air mixture enters into the furnace. Flue gases exit through two outlets at the bottom of the 

furnace towards the back end as shown in Figure 1. The billets are inserted from the back end to 

move in the direction opposite to the flow of hot combustion gases. The billets are carried forward 

through rollers intermittently and instantaneously with a residence time of 337.5s in each position, 

to the extreme left where they are finally pushed out of the furnace through a small discharge door 

in the side wall. The discharge door and the rollers are excluded from the modelling in order to keep 

simplicity without much loss of accuracy of the numerical modelling. The grid for the furnace is 

generated using multi-block structured mesh with hexahedral volume elements and quadrilateral 

surface elements. For the circular burners, O-grid has been created inside the blocks containing the 

circular surface as shown in Figure 2. The mesh consists of a total of 10,85,562 hexahedral cells, 

excluding the billets. 

 

 

FIGURE 1: Furnace Geometry FIGURE 2: Enlarged front view of mesh 

The reactive flow field in the furnace is simulated in ANSYS Fluent 15.0 and the thermal diffusion 

in the billets is simulated using an in-house code programmed in MATLAB R2014b. The 

combustion in the furnace is modelled as a 3-D steady state process with appropriate governing 

equations for all the different phenomena taking place simultaneously. The flow and the thermal 

fields are governed by the continuity, momentum and energy equations which are not mentioned 

here for the sake of simplicity. The turbulence is modelled using the realizable k-ɛ model with the 

standard values of model constants and Discrete Ordinates model is used for modelling radiation. 

The coal combustion inside the furnace is modelled using the species transport model in Fluent with 

a two-step global reaction mechanism for the volatile reactions in the homogeneous gaseous phase 

and a single step heterogeneous reaction for the char. The coal particles mixed with air are modelled 

using Euler-Lagrangian approach, where air is treated as continuous media in which coal particles 

Page 744 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

are dispersed. This is done using the Discrete Phase Model (DPM) in Fluent where all the details 

regarding the injection properties are provided. The heat transfer within the billet is only by 

conduction. While the billets move through the furnace, their temperature continuously change as 

they are exposed to variable flux conditions, which are different at different locations of the 

furnace. The problem is therefore, transient in nature with a time dependent flux boundary 

condition. The entire model is run iteratively by a two-way coupling of the results of the furnace 

simulation in Fluent and the simulation of the billets in MATLAB, as described in detail in the 

previous work [1]. 

3. RESULTS AND DISCUSSION 

The results of the simulation with convergence criterion as per the previous work [1], are discussed 

in this section. The validation of combustion model and grid and ray independency studies, having 

been already carried out and shown previously [1], is skipped here. The primary goal of a furnace 

designer is to maximise the thermal efficiency, either by proper geometric construction of the 

furnace, or by controlling the flow parameters to their optimal values. Both of these are very 

challenging tasks because of the interplay of various physical phenomena which influence the 

thermal characteristics of the furnace in different ways. In an attempt to enhance the operational 

efficiency of the furnace, two important parameters relevant to this furnace are identified, viz., the 

air flow velocity through the axial burners and the type of coal used. Apart from these, the effect of 

changing height and zone lengths of the furnace is also studied. 

The air flow velocity through the burners is varied from 30 m/s to 55 m/s, and the resultant effect on 

the thermal efficiency is as shown in Figure 3, revealing that the highest thermal efficiency is 

achieved at an injection velocity of 37.5 m/s. This is governed by the interplay of fuel 

stoichiometric requirement and the furnace design. 

 

FIGURE 3. Variation of thermal efficiency with air inlet velocity 

Four different types of coal are available for operating the furnace and in such situation it is always 

beneficial to know the most suitable fuel. The comparison of thermal efficiency for these four cases 

is shown in Figure 4. The Steel Grade coal is seen to clearly outperform the efficiency of 

Indonesian and Mixed coals which have much lesser calorific values. It also gives higher efficiency 

than the US coal, inspite of having slightly lower calorific value. Since high calorific value coal also 

requires less feed rate into the furnace, therefore the Steel Grade coal also has this additional 

advantage. Of course, such coals are costlier than the Indonesian and Mixed coal which have low 

calorific values, and to determine the best choice of fuel, a complete cost analysis can be carried out 

with the cost of coals, profit from billet production and the data generated from this simulation. The 

productivity, defined here as the potential rate of discharge of billets at a temperature of 1473 K, 

and specific energy consumption (SEC) of the furnace are shown in Figure 5. The highest 
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productivity and the lowest SEC is also obtained for the Steel Grade coal and this is also verified by 

trial runs in the operational industry. 

 
 

FIGURE 4. Variation of thermal efficiency with 

coal types 

FIGURE 5. Variation of productivity and SEC 

with coal types 

The effect of changing the height and lengths of soaking and heating zone of the furnace was 

studied because they are the most crucial design parameters. Interestingly, it is observed that a 

higher furnace efficiency is obtained by decreasing the height of the furnace as well as by 

decreasing the soaking zone length as shown in Figure 6. Although an optimising study will be 

most suitable, but for the time being this study gives some preliminary exposure to the effect of 

these parameters on furnace efficiency. 

 

FIGURE 6. Variation of thermal efficiency for different furnace geometries 

4. CONCLUSIONS 

A pusher type reheating furnace is simulated with the help of a computationally efficient numerical 

method, developed in a previous work [1]. Optimal value of air flow velocity and better choice of 

coal type are determined. A preliminary effect on geometric design of furnace is also realized. 
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ABSTRACT 

Concentrating solar power system consists of an optical concentrator, receiver and power block. Solar 

air receiver converts concentrated solar radiation from the optical concentrator to heat and acts as a high 

temperature source for the power block. Presence of porous medium in the flow domain increases 

convective heat transfer to the fluid by providing large surface area. This study models coupled optical 

and thermal analysis of receiver with ceramic and steel foam/mesh as porous absorber. Ray tracing 

analysis of the concentrator provides energy input to the cavity receiver. Porous medium is modelled 

using LTNE model as temperatures of working fluid and hot solid matrix can be different. The ceramic 

and steel foam act as participating medium in the flow domain. Radiation transport in the flow domain 

is modelled using P1 approximation. The study also compares results for Local Thermal Equilibrium 

(LTE) and Local Thermal Non-Equilibrium (LTNE) models for the porous medium, which is assumed 

to be homogeneous and isotropic. 

Keywords: Solar receiver, optical concentrator, porous medium, LTNE, LTE. 

1. INTRODUCTION 

Electricity generation from solar thermal power plants is expensive compared to conventional methods 

[1]. The primary reason for higher cost is the low conversion efficiency of the power block resulting 

from low source temperature. Currently, researchers are focussing on more efficient conversion using 

Brayton cycle with high temperature pressurized air or supercritical-CO2 , which can result in 

significantly higher efficiency compared to that with conventional steam turbine based cycle [2]. Such 

operations require high source temperatures provided by appropriately designed solar receivers. Direct 

heating of supercritical-CO2 poses challenge due to sharp variations in thermophysical properties. 

However, indirect heating is possible using air receiver. This study deals with the numerical analysis of 

cavity air receiver for indirect heating of supercritical-CO2  

2. CAVITY RECEIVER MODELLING APPROACH 

Cavity receiver is considered for the current study, shown in figure 1. Porous absorber of the receiver 

is concentrically bounded by cylindrical cavity with one-end open while the other dome closed. 

Modelling the energy input to the receiver is carried out using optical analysis of the concentrator. 

Optical analysis of the concentrator involves ray tracing since the wavelength of solar radiation is much 

smaller compared to the size of the receiver. The flux map on the cavity surface obtained from the ray 

tracing study is used as boundary condition for the thermal analysis of the receiver. Loss modelling of 

the receiver accounts for radiative loss and natural convection loss from the cavity surface. Thus, 

coupled optical and thermal analysis would accurately model the receiver. Porous medium is modelled 

using a volume averaging approach. 
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2.1. RECEIVER GEOMETRY 

 

2.2. NUMERICAL MODELLING 

Optical modelling 

Optical modelling of the concentrator is performed using Ray Optics module of COMSOL 5.3a. The 

geometric optics interface is used to model electromagnetic wave propagation when the wavelength of 

the radiation is much smaller than the smallest geometric entity in the model. Geometric optics interface 

computes ray trajectories for each ray by solving a set of two first order differential equations for each 

component of position and wave vector of the ray. 

𝑑𝒌

𝑑𝑡
= − 

𝜕𝜔

𝜕𝑞
 

𝑑𝒒

𝑑𝑡
 = 

𝜕𝜔

𝜕𝑘
 

where k is wave vector, q is position vector and 𝜔 is angular frequency. 

The initial ray direction is specified based on solar radiation using the time and location on the Earth’s 

surface. The rays falling on the cavity surface is used as heat flux boundary condition for the thermal 

analysis.   

Flow modelling 

Compressed air flow through the porous medium assumes a steady state problem with negligible 

viscous dissipation. Volume averaging of the porous medium provides macroscopic quantities like 

velocity field inside the domain that are of relevance instead of pore-scale velocities. It also helps to 

avoid the description of complicated internal morphology of the porous medium. Brinkman flow model 

is used to obtain the velocity and pressure fields since it extends the Darcy model to capture the viscous 

Concentrated solar 

radiation 

Annular air 

inlet 

Hot air outlet Porous absorber 

FIGURE 1. Schematic of cavity solar air receiver 
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dissipation of the kinetic energy by viscous shear. Geometric properties of the porous medium like 

permeability, specific surface area and porosity values were taken from [4]. 

∇. 𝐮 = 𝟎 

∇. [−𝑝𝐈 +  
𝜇

𝜖𝑝

(∇𝐮 + (∇𝐮)𝑇)] − (
𝜇

𝑘
𝒖) = 𝟎  

Where u is velocity vector, p is pressure, 𝜇 is dynamic viscosity, 𝜖𝑝 is porosity, 𝑘 is thermal 

conductivity. 

Heat transfer and radiation modelling 

Conservation of energy inside the porous medium is carried out by assuming both LTE and LTNE 

models. LTE model assumes infinite heat transfer coefficient between the fluid and the solid matrix 

which is not practical. However, LTNE model assumes a finite heat transfer coefficient thus providing 

more realistic air temperature distribution in the domain. The interfacial heat transfer coefficient in the 

porous medium is obtained using a Nusselt number correlation from [3]. Solid matrix of the porous 

foam gets heated by conduction from the stainless-steel cavity surface. Hot solid matrix then emits 

radiation acting as a participating medium. Radiative modelling in the porous medium assumes P1 

approximation for solving the radiative transfer equation with absorption coefficient, 𝜅 = 220 𝑚−1 [5]. 

The energy conservation equation for solid matrix and air is given below: 

      Solid phase: ∇. (𝜃𝑝𝑘𝒔𝛁T𝒔) +  ℎsf(Tf − Ts) =  𝛁. 𝒒𝒓 

Where 𝜃𝑝is 1- 𝜖𝑝, 𝑘𝒔 is solid thermal conductivity, ℎsf is interstitial heat transfer coefficient, T𝒔 is solid 

temperature distribution, Tf is fluid temperature distribution and  𝒒𝒓 is radiative heat flux. 

       Fluid phase: (1 −  𝜃𝐩)𝜌𝑐𝑝𝒖f. ∇Tf  +  ∇. 𝐪 =  ∇. ((1 − 𝜃𝑝)𝑘f𝛁Tf) +  ℎsf(T𝒔 −  Tf) 

Where 𝜌 is fluid density, 𝑐𝑝 is fluid heat capacity at constant pressure,  𝐪 is conductive heat flux. 

       Closure equation:    𝑄𝑠 =  
𝑞𝑠𝑓

𝜃𝑝
( Tf − T𝑆 )  ; 𝑄f =  

𝑞𝑠𝑓

1−𝜃𝑝
( Ts − Tf ); 𝑞𝑠𝑓 = hsf ∗ asf 

Radiation equation: 𝑞𝑟 =  𝜅(G − 4πI𝑏);  𝑞𝑟 obtained by solving:  ∇. (Dp1∇G) +  𝜅(G − 4πI𝑏) = 0 

where Dp1 = P1 diffusion coefficient, G = incident radiation and I𝑏 = blackbody radiative intensity. 

3. RESULTS 

1. Ray Tracing analysis provided accurate flux distribution corresponding to a location and time of the 

sun during the day.  Ray trajectories from the Scheffler concentrator to the cavity surface is shown in 

figure 2. Flux map (figure 3) obtained shows a peak flux value of 780 kW/𝑚2 for an equivalent direct 

normal irradiance of 430 W/𝑚2. 

2. The average air temperature obtained at the outlet is 393 K for flow rate of 0.02 kg/s. The simulation 

solves for local thermal non-equilibrium thermal model for porous medium air flow coupled to radiation 

transfer in the medium shown in figure 4. 
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FIGURE 2. Ray tracing analysis of the Scheffler dish and the receiver 

 

 
FIGURE 3. Flux map obtained on the curved cavity surface 
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FIGURE 4. Air temperature distribution for ṁ = 0.02 kg/s with ceramic porous medium (porosity 0.8) 

4. CONCLUSIONS 

The primary concentrator used for the study, namely Scheffler dish was geometrically modelled for ray 

tracing analysis. Ray tracing analysis captures non-uniform flux distribution on the receiver surface as 

opposed to a constant flux value being used as boundary condition in the thermal analysis. LTNE 

modelling of the porous medium accurately captures the convective heat transfer within the porous 

domain compared to LTE modelling. Enhancement of convective heat transfer within the porous 

domain can directly affect the performance of the receiver. For a range of flow rates, the air temperature 

distribution was observed for a given porosity. Loss modelling of the receiver includes natural 

convection loss and radiative loss from the cavity surface.  
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ABSTRACT 

Loop Heat Pipe is a two phase passive heat transfer device. This paper is about in depth study to 
have modelling of LHP at varying heat loads by applying fundamentals of HMT, FM and 
Thermodynamics. Through figures how the fluid flow occurs within the loop has been explained. 
Energy Balance has been done at each section. Descriptive method to find out the SSOT (Steady 
State Operating Temperature) has been explained. SSC (Steady State Convergence) scheme is 
developed using Dev C++ and descriptive algorithm has been generated. To best of the author’s 
knowledge hardly any detail is available in open literature about how temperature distribution along 
the loop is to be evaluated. Results for Ammonia based Loop Heat Pipe is obtained and compared 
with open literature and error is found within 5%. Parametric Study has been done to see the effect 
of different parameters on pressure drop and SSOT(Steady State Operating Temperature) at varying 
heat loads. 
Key Words: Loop Heat Pipe, Mathematical modelling, Operating Principle 

1. INTRODUCTION 
2D diagram is explained with each section of Loop Heat Pipe in figure 1. The main benefit of 
having LHP over conventional heat pipe is higher heat load carrying capacity and long distance 
covered between evaporator and condenser section. The main advantage of having secondary wick 
and compensation chamber is to have primary wick completely saturated all the time to have it 
functioning for higher heat loads. Vapour formation and distribution from source to sink and back 
to C.C. has been shown in figure 1 via bubbles and liquid. 

          
                   Figure 1 : Functioning of LHP   Figure 2 : 3D view of vapour grooves and primary wick 
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2. MAIN BODY 
SSC scheme to find SSOT of LHP is explained in depth. Thermophysical properties of ammonia 
has been curved fitted to fifth order polynomial [8]. In SSC (Steady State Convergence) scheme 
equations at each section are developed and convergence is obtained by having energy balance at 
C.C. Descriptive algorithm has been generated for SSC (Steady State Convergence Scheme). 

Table 1 : Input Dimesnions 
 
 
 
 
 
 
 
 Assumptions : 
 Vapour line is considered to be completely insulated. 
 As value of superheat is very small so it is being neglected. 
 As diameter of liquid and vapour line is very small compared to length of pipe, fluid is 

considered to be fully developed in liquid and vapour line. 
 Heat transfer through wick occurs only in radial direction. 
 Minor loses like effect of bends, fittings and valve are neglected in liquid and vapour line 

3. RESULTS 
Result for water based LHP with SSC scheme has been compared with [4] and result is found 
within 5%. Temperatures at each sections of LHP are obtained applying Clausius-Clapeyron 
Equation. Developed model is compared with available in open literature and is shown in fig. 3. 
Further parametric study has been done to see the effects of different parameters on pressure drop. 
Effect of sink temperature and ambient have also been studied. Fig. 3 is standard operating 
characteristic curve of LHP. Initially condenser works as Variable Conductance mode which leads 
to reduction in SSOT temperature but once condenser reaches to its fixed conductance mode, there 
will be rise in temperature as condenser will be working at its full load. Fig.  4 indicates Condenser 
outlet temperature rise with increase in heat loads. As heat load keeps on increasing it leads to 
increase in condenser outlet temperature depending on sink temperature and mass flow rate. Here 
we have used e-NTU method to find condense outlet temperature based on sink temperature which 
is at 6 oC.  
Ambient temperature and Sink temperature plays important role on SSOT condition of LHP. Fig. 5 
is study of ambient temperature on SSOT. Higher the ambient temperature higher will be heat 
gained by liquid from condenser outlet to C.C. inlet which will lead to increase in SSOT 
temperature. Vice versa for reduction in ambient temperature as it will lead to reduced C.C. inlet 
temperature which will reduce SSOT temperature of Loop. 

Working Fluid Ammonia - 
Components Dimensions (OD x ID x Length) Unit 
Evaporator Φ 24.1/19.1 x 610 mm Compensation Chamber Φ 69.3/68.3 x 160 mm 
Vapour Line  Φ 6.4/5.3 x 740 mm 
Vapour Line  Φ 6.4/5.3 x 970 mm 
Condenser Φ 6.4/4.6 x 4650 mm Wick Φ 19.1/9.5 x 610 mm 
Wick Porosity 60% - 
Pore radius 1.6 ϻm 
Wick Material Conductivity 93 W/mK 
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FIGURE 3. SSOT-Q for ammonia based LHP            FIGURE 4. SSOT-Q for ammonia based LHP            

                                       
          FIGURE 5. T-Q  (Ambient Effect)                 FIGURE 6. ΔPwick-Lvl at varying Q(W) 
Fig. 6 is study of pressure drop across wick with Change in length of Vapour line at varying heat 
loads. Curve trend is inclined line. As the head load keeps on increasing the angle of inclined line 
keeps increasing and at higher heat load angle increases significantly as compared to lower heat 
loads. Figure 7 indicates effect of wick porosity on SSOT temperature of LHP. Higher the porosity 
higher will be heat leak from Evaporator to C.C. which will lead to higher SSOT temperature. 
Figure 8 is combined effect of Sink and ambient temperature. When sink temperature is below 
ambient, condenser can work at variable conductance and we do get standard characteristic curve. 
When sink temperature is below ambient temperature than it is not possible to have condenser at 
variable conductance and we will get inclined line with increase in temperature with heat Load. 
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FIGURE 7. T-Q(W) at varying Wick Porosity                FIGURE 8. T-Q (Ambient & Sink combined Effect) 

4. CONCLUSIONS 
Functioning and fluid flow within LHP has been briefly explained. Temperature at each 
section of Loop has been obtained by applying SSC scheme. Standard operating curve of 
LHP is shown in fig. 3. Depending on condenser effectiveness condenser outlet value 
varies which is shown in fig. 4. Length and Diameter of vapour line plays significant role 
in overall pressure drop of LHP depending on which functioning of LHP is considered. 
Increase in wick porosity leads to increase in heat leak and that leads to increase in SSOT 
temperature. If sink is below ambient temperature than it will give standard characteristic 
curve but only inclined increase for vice versa condition.  
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Abstract 

The problem focused in this paper can be described as numerical solution of a heat 

transfer to MHD flow of a micro polar fluid from a stretching sheet with suction and 

blowing through a porous medium.  The solution is obtained with the help of implicit finite 

difference method known as Keller Box method. A similarity solution to governing 

momentum, angular momentum and energy equations is derived. The velocity and 

temperature profiles are studies for the effects of Prandtl number, porous medium, magnetic 

field and surface mass transfer. Obtained numerical results depict the increased velocity 

and angular velocity with higher permeability parameter and vice versa with magnetic field. 

Temperature is affected with permeability parameter and magnetic field. An observation is 

made that the higher values of the permeability parameter leads to decreased temperature. 

Alternatively, temperature increases with magnetic field. 

Keywords: MHD flow, Heat transfer,Micropolar fluid, Stretching sheet,Keller box, Porous 

medium. 

Introduction 

The purpose of this work is to explore and obtain a numerical model for the heat 

transfer characteristics of a magneto-micropolar fluid which is incompressible, steady and 

is flowing past a stretching sheet with suction and blowing through a porous medium 

utilising Keller Box method. Micropolar fluids are micro structured fluids with non-

symmetrical stress tensor.  Such fluids are also termed as polar fluids. Physically, these 

fluids represent randomly oriented particles suspended in a viscous medium. Continuum 

Mechanics classical theories tend to be inadequate to elucidate microscopic manifestations 

of microscopic events thereby giving rise to a new stage in the evolution of fluid dynamics. 

ElArabawy [1] analyzed the problem of the effect of suction/injection on the flow of a 

micropolar fluid past a continuously moving plate in the presence of radiation.Odda and 

Farhan [2] studied the effects of variable viscosity and variable thermal conductivity on 

heat transfer to a micro-polar fluid from a non-isothermal stretching sheet with suction and 

blowing.Nadeem Ahmad Sheikh [3] et.al describes MHD Flow of Micropolar Fluid over an 

Oscillating Vertical Plate Embedded in Porous Media with Constant Temperature and 

Concentration.E. M. Abo-Eldahab and A. F. Ghonaim,[4]  investigated Radiation effect on 

heat transfer of a micropolar fluid through a porous medium. Heat and mass transfer in 

MHD micropolar flow over a vertical moving porous plate in a porous medium was studied 

by Y. J. Kim[5]. MHD stagnation flow of a micropolar fluid through a porous medium is 

presented by S. Nadeem [6] et.al. T.Hayat[7] et.al analized Analytic solution for MHD 

transient rotating flow of a second grade fluid in a porous space. B.I. Olajuwon and, J.I. 
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Oahimire[8] studied Unsteady free convection heat and mass transfer in an MHD 

micropolar fluid in the presence of thermo diffusion and thermal radiation. 

The current problem under investigation has applications in large scale. They 

include MHD generators with neutral fluid seeding in the form of rigid micro inclusions, 

unclear fluids in industrial processes where fluids are a working medium. Practical 

engineering applications of porous media heat transfer problems are extensive in crude oil 

extraction, geothermal systems and ground water pollution. Hassanien [10] investigated 

boundary layer flow and heat transfer on continuous accelerated sheet extruded in 

anbambient micropolar fluid. M.A. Seddeek[11] analyzed Flow of a magneto-micropolar 

fluid past a continuously moving plate. P.G. Siddheshwar , U.S. Mahabaleshwar [12] 

analyzed an analytical solution to the MHD flow of micropolar fluid over a linear stretching 

sheet. 

The purpose of this work is to explore and obtain a numerical model for the heat 

transfer characteristics of a magneto-micropolar fluid which is incompressible, steady and 

is flowing past a stretching sheet with suction and blowing through a porous medium 

utilising Keller- box method. 

Problem formulation 

Here, magneto-micropolar fluid which is incompressible and steady, flowing past a 

horizontal stretching sheet through a porous medium and issues from a thin slit as found on 

polymer processing applications is taken into consideration. An assumption is made that 

velocity at any point on the sheet is directly proportional to its distance from the slit. Hence, 

we may arrive at the governing equations within boundary layer approximation. 

Equation of mass: 0
u u

x y

¶ ¶
+ =

¶ ¶
                            --- (1) 

Momentum equation:
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          --- (2) 

Angular momentum equation: 
2

1 2
2

N u
G N

y y

¶ ¶
= +

¶ ¶
            --- (3) 

Energy equation:
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The corresponding boundary conditions are: 

, , 0, , 0

0, 0

s w wu U Bx v V N T T at y

u N T T as y¥

ü= = = - = = = ïï
ý
ï® ® ® ® ¥ ïþ

                     --- (5)  

where 𝑢 and 𝑣 are the velocity components in the 𝑥 and 𝑦 directions and also 𝑁 and 𝑇 are 

also microrotation  and temperature component in the same direction, 𝜐, 𝜌, 𝜎, 𝑐𝑝, 𝐵0, 𝜇, 𝐾 

and 𝐺1  are kinetic viscosity , fluid density , electric conductivity , specific heat constant , 

magnetic field, dynamic viscosity, vertex viscosity and microrotation constant.  𝑘∗, 𝑇𝑤, 𝑇∞ 

and  𝑈𝑠are the permeability and electric conductivity , specific heat constant at the plate and 

free stream temperature, surface velocity and also 𝐵 and 𝑉𝑤 are constants. 
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The Eqs.(2)-(5) are transform into the ordinary differential equations by using the following 

similarity transformations and dimensionless variables 

3

, ( ), ( ), , ( ).
w

T TB B
y u Bxf Bv f N xg

v T T v
h h n h q h¥

¥

-
¢= = = - = =

-
            --- (6) 

Substituting the Eq.(6) into Eqs. (1)- (5). We get the following ordinary differential 

equations are  
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¢¢ ¢ ¢                           --- (7) 
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2
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And the boundary conditions: 
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          --- (10) 

Using equation (6)   shear stress at the wall is given 𝜏𝑤 = ((𝜇 + 𝐾)𝐵𝑥√
𝐵

𝑣
𝑓 ′′(0)). 

The local heat transfer coefficient is given by  𝑁𝑢𝑥 = √
𝐵

𝑣
𝜃′(0). 

Where " ′ " denote the diff. w. r. to 𝜂, and 𝑁 =  
𝑘

𝜌𝑣
, the magnetic parameter 𝑀 =

𝜎𝐵0
2

𝐵𝜌
, 

permeability parameter 𝐾𝑝 =
𝜌𝐾∗𝐵

𝜇
, microrotation parameter 𝐺 =

𝐺1𝐵

𝑣
, Prandtl number 𝑃𝑟 =

𝜌𝑐𝑝𝑣

𝑘𝑓
, Eckert number 𝐸𝑐 =

𝑈𝑠
2

𝐶𝑝(𝑇𝑤−𝑇∞)
, and mass transfer parameter which is for +ve for 

injection and +ve for injection and –ve for –ve for surjection i.e 𝑓𝑤 =
𝑣𝑤

√𝐵𝑣
. 

Method of solution: 

The flow equations (7) – (9) represent non – linear homogeneous differential 

equations for which closed form solutions can’t be obtained. Hence the equations (7)-(9) 

subject to the conditions (10) are solved numerically by using Keller- box implicit finite 

difference method. This method gives the accurate outcomes for the boundary layer 

equations. Since the physical phenomenon of the underlying problem and bounded, the 

computational domain is chosen sufficiently large in order to meet the infinite boundary 

condition. In the present case the transverse distance is fixed to 10 (i.e. η→∞). In this 

method the non linear differential equations are transformed into simultaneous first order 

equations as follows: 

So the desired equation can be written as  

𝑓 ′ = 𝑝,                         --- (11) 

𝑝′ = 𝑞,               --- (12) 

𝑔′ = 𝑡,               --- (13) 
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𝜃 ′ = ℎ,                        --- (14) 

𝑞′ + 𝑓𝑞 + 𝑝2 + 𝑁𝑡 − 𝐾1𝑝 = 0 , where   𝐾1 = (𝑀 +
1

𝐾𝑝
)        --- (15) 

𝐺𝑡′ − (2𝑔 + 𝑞) = 0,             --- (16) 

𝑛′ + 𝑃𝑟𝑓𝑛 + 𝐴1(𝑞)2 = 0 , Where 𝐴1 = 𝑃𝑟 𝐸𝑐          --- (17) 

Results and Discussion 

The behaviour of the velocity, angular velocity and temperature profiles are studied 

by drawing curves for varied parametric values governing the flow. The obtained results for 

velocity, angular velocity, temperature are illustrated by figures 1-3. It is clear from the 

figures that increased velocity is achieved with higher dimensionless porous medium 

parameter 𝑘𝑝. Additionally, by increasing the values of the porous parameter 𝑘𝑝, the 

location of peak micro rotation is driven away from the surface. 

The behaviour of temperature is observed in Fig.3 that higher 𝑘𝑝 values reduce the 

temperature. To sum up, it can be stated that higher values of 𝑘𝑝 reduce the effects of 

𝑘𝑝.The effect of surface mass transfer on the dimensionless velocity, angular velocity and 

temperature distributions are studied from figs. 4-6. In order to make the temperature 

distribution and velocity move uniformly within the boundary layer, suction is introduced.  

Angular velocity is affected in an equivalent manner with permeability and suction 

parameter [9]. The temperature distribution for Prandtl numbers with no surface mass 

transfer is shown in Fig.7. On increasing values of Prandtl number, the surface heat transfer 

rate increases. Also, as 𝑃𝑟 increases the thermal boundary layer decreases. 

Figs. 8-10 describe the effect of magnetic field on the velocity, angular velocity and 

temperature distribution respectively. As magnetic parameter 𝑀 increases, angular velocity, 

velocity decreases while temperature increases. From Fig. 10, it is observed that there is a 

weak effect of magnetic field on temperature distribution. 

The effect of permeability parameter 𝑘𝑝 on the heat flux at the surface and shear stress is 

depicted in Table 1. Here it is observed that −𝜃′(0)tends to increase with higher 𝑘𝑝 values 

while 𝑔′(0)and 𝑓′′(0) decrease. 

The effect of magnetic field on 𝑓′′(0), 𝑔′(0) and 𝑓′′(0)  are described by Table 2. It is 

evident that on increasing M values𝑓′′(0), and  𝑔′(0),  attain higher values while −𝜃′(0) 

reduce.  

Conclusion 

In this paper, a discussion of magneto-micropolar fluid characteristics which is 

incompressible, flowing through a porous medium past a horizontal stretching sheet is 

made. In order to transform the governing partial differential equations into ordinary 

equations, we made use of a similarity transformation.  The obtained equations, using 

implicit finite difference method known as Keller Box method are used to obtain a 

numerical solution. 

Shear stress and Nusselt number are reduced by Suction, the opposite effect. 

Alternatively, the permeability has the opposite magnetic fields effect on Nusselt number 
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and shear stress. Angular velocity and velocity tend to increase proportionally with 

permeability parameter and an opposite behaviour is observed with magnetic field. To 

obtain this result physically, the resistance of the medium must be neglected and can be 

arrived at when the holes of the porous medium are very large. 

 

Fig.1:Effect of porous medium on velocity profiles      Fig.2: Effect of porous medium on angular velocity        

                                                                                                                          profiles 

   

Fig.3: Effect of porous medium on Temperature profiles   Fig.4: Effect of porous medium on velocity profiles  
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Fig.5: Effect of porous medium on angular velocity profiles   Fig.5: Effect of porous medium on Temperature  

profiles 

 
Fig.7: Effect of porous medium on Temperature profiles   Fig.8 Effect of porous medium on velocity profiles  

 
Fig.9: Effect of porous medium on angular velocity profiles  Fig.10: Effect of porous medium on temperature  

profiles 

Table 1 

Values of −𝑓"(0), 𝑔′(0) − 𝜃′(0) taking the   Table 2: Values  of−𝑓"(0), 𝑔′(0) and − 𝜃′(0) 

values parameter  𝑁 = 0.0, 𝐺 = 2, 𝑓𝑤 = −0.7,   taking the values parameter 𝑁 = 0.0, 𝐺 = 2, 

𝑀 = 1, 𝑃𝑟 = 0.7, 𝐸𝑐 = 0.02.                                 𝑓𝑤 = −0.7, 𝐾𝑝 = 5, 𝑃𝑟 = 0.7, 𝐸𝑐 = 0.02. 

             
     

 

 

 

 

 

𝑘𝑝 −𝑓"(0) 𝑔′(0) −𝜃′(0) 

15 1.1298 0.2651 0.1034 

10 1.1408 0.2664 0.1021 

5 1.7397 0.2701 0.0965 

2 1.2694 0.2798 0.0826 

1 1.4171 0.2913 0.0651 

0.5 1.6804 0.3134 0.04215 

𝑀 −𝑓"(0) 𝑔′(0) −𝜃′(0) 

0 0.8001 0.2223 0.1762 

0.5 1.0001 0.2501 0.1.2863 

1.0 1.7398 0.2701 0.09666 

1.5 1.3301 0.2855 0.07849 

Page 761 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

 

REFERENCES: 

1. H. A. M. El-Arabawy, Effect of suction/injection on the flow of a micropolar fluid 

past a continuously moving plate in the presence of radiation, Int. J. Heat Mass 

Tran., 46, pp. 1471–1477, 2003. 

2. S. N. Odda, A. M. Farhan, Chebyshev finite difference method for the effects of 

variable  viscosity and variable thermal conductivity on heat transfer to a micro-

polar fluid from a nonisothermal stretching sheet with suction and blowing, Chaos 

Soliton. Fract., 30, pp. 851–858, 2006. 

3. Nadeem Ahmad Sheikh, Farhad Ali, Ilyas Khan, Muhammad Saqib, and Arshad 

Khan,. “MHD Flow of Micropolar Fluid over an Oscillating Vertical Plate 

Embedded in Porous Media with Constant Temperature and Concentration”, 

Mathematical Problems in Engineering, Volume 2017, Article ID 9402964, pp.1-

20, 2017. 

4. E. M. Abo-Eldahab and A. F. Ghonaim, “Radiation effect on heat transfer of a 

micropolar fluid through a porous medium,” Applied Mathematics and 

Computation, 169(1), pp. 500–510, 2005. 

5. Y. J. Kim, “Heat and mass transfer in MHD micropolar flow over a vertical moving 

porous plate in a porous medium,” Transport in Porous Media, 56(1), pp. 17–37, 

2004. 

6. S. Nadeem, M. Hussain, and M. Naz, “MHD stagnation flow of a micropolar fluid 

through a porous medium,” Meccanica, 45(6), pp. 869–880, 2010. 

7. T.Hayat, C. Fetecau, and M. Sajid, “Analytic solution for MHD transient rotating 

flow of a second grade fluid in a porous space,” Nonlinear Analysis: Real World 

Applications, 9(4), pp. 1619–1627, 2008. 

8. B.I. Olajuwon and, J.I. Oahimire, “ Unsteady free convection heat and mass transfer 

in an MHD micropolar fluid in the presence of thermo diffusion and thermal 

radiation”, Int. J. of Pure and Applied Mathematics, 84 (2), pp.15-37, 2013. 

9. I.A. Hassanien, R.S.R. Gorla, “Heat transfer to a micropolar fluid from a non-

isothermal stretching sheet with suction and blowing”, Acta Mech. 84,pp.191-199, 

1990. 

10. I.A. Hassanien, “Boundary layer flow and heat transfer on continuous accelerated 

sheet extruded in an ambient micropolar fluid”, Int. Comm. Heat Mass Transfer 25 

pp.571–583,1998. 

11. M.A. Seddeek, “Flow of a magneto-micropolar fluid past a continuously moving 

plate”, Phys.Lett. A 306 (2003) 255–257. 

12. P.G. Siddheshwar , U.S. Mahabaleshwar , “Analytical solution to the MHD flow of 

micropolar fluid over a linear stretching sheet”, Int. J. of Applied Mechanics and 

Engineering, 20(2), pp.397-406, 2015. 
 

Page 762 of 943



Analytical and Experimental Thermal Behavior of an AC-DC Convertor with Natural 

Convection. 

Santosh Joteppaa, Sharath BKb*
, Venkatesha KAc

, Vinod Chippalkattid 

santoshj@centumelectronics.com, sharathbk@centumelectronics.com, venkateshaka@centumelectronics.com, 
vinod@centumelectronics.com 

a-d Design and Engineering, Centum Electronics Limited, Bangalore, Karnataka, India

ABSTRACT: 

Thermal design and development of highly integrated and denser power supply module, which can convert AC input voltage into multi output DC 

voltage is very challenging. The design will be even more challenging when the heat need to be transferred from components mounted on the PCB 

to the chassis under natural convection cooling.  The components used for electrical design have different shape, size, and made of many different 

materials and finding the thermal properties of such components is next to impossible. These components again will have their own operating 

temperature limits and also will start degrading themselves when the components reaches their limited temperature and operated for longer 

duration and this will affect reliability. Hence it is necessary to verify the thermal design to identify the components temperature to limit below 

their operating temperatures in the design phase itself to avoid the repetitive manufacturing and testing.  

This paper explains the methods of Thermal design, analysis and testing of an AC-DC converter with 205W output power and having multiple 

outputs. Thermal design verification has been carried out using computational fluid dynamics technique by considering heat dissipation of 37.92W 

and under natural convection. The analysis has been carried out by thermally modeling all the power dissipating components and components 

constructed with dissimilar materials. The design has been validated by thermally testing the AC-DC convertor in rapid temperature chamber by 

maintaining the ambient temperature at 65 Deg C.   The results have been compared with that of the results obtained from computational fluid 

dynamics which gave robust and efficient thermal analysis results. This analysis result also leads to reduction of repetitive manufacturing of the 

product and running numerous lab experiment and time taken for redesigning. 

Keyword: Thermal analysis, electronics cooling, Computational fluid dynamics, Heat transfer, AC-DC convertor, Natural convection. 

NOMENCLATURE 

Ts Heat sink surface temperature, (0C) T Temperature (°C) 

T∞ Ambient  temperature,( 0C) t Thickness (mm) 

Tav

g 
Average of surface and ambient temperature, (0C) Q Total heat dissipation in the converter, (W) 

GrL Grashof number  u Velocity in direction of x 

β volume expansion coefficient, (1/k) v Velocity in direction of y 

l Length of the heat sink, (m) w Velocity in direction of y 

ν kinematic viscosity of the fluid, (m2/s) 𝜏 Shear stress 

Pr Prandtl numbers ℎ0 Enthalpy 

Ral Rayleigh number 𝐾𝑒𝑓𝑓 Effective thermal conductivity 

Nul Nusselt Number 𝑓𝑖 Body force in i direction  

h Heat transfer coefficient, (w/m2k) 𝜂 Efficiency  

𝛥t Temperature difference surface and ambient Subscripts 

Qh Heat Dissipation on heatsink, (W) jc Junction to case 

ρ Density (gm/cc) j Junction 

k Thermal conductivity (W/mk) c Case 

Cp Specific heat (J/kg-°K) h Heatsink 

P Pressure (N/m2) l Length of the fin 

1 INTRODUCTION 

The trend in electronics packaging continues to be towards greater packaging density with high performance and higher power 

dissipation in both chip packages and printed circuit boards. As a result of this the working temperature of the package will increase 

and hot spots will cause high junction temperature of the devices. Generally, temperature increase in the assembly will decrease the 

reliability of the product so it is necessary to control the temperature of the assembly with in the limit. The most common approach 

of cooling is natural convection, it is a most commonly used technique for thermal management to have higher reliability. 

AC-DC convertor, converts AC input voltage to DC output voltage. Alternating current is fed as input in the form of single phase 

or three phase to give pulsating DC. Rectifier circuits may be classified into two categories, i) half wave rectifiers and ii) full wave 

rectifier again this are sub-divided two into controlled and uncontrolled rectifiers. Mosfets are extensively used for changing AC to 

DC. In this paper AC-DC convertor has been designed for single phase AC input to convert into DC voltage, and then same DC 

voltage is divided to get a nine output of DC [1]. The converter consists of mainly Magnetics, transformer, diode, resistors and all 

these electronics components will be placed on printed circuit board (PCB).  

In this paper, thermal design verification and validation of AC-DC convertor is discussed in detail. The paper also elaborates on 

thermal modeling of the components used in the design. The Thermal analysis is carried using computational fluid dynamics (CFD) 

technique for analyzing the problems involving fluid flow and heat transfer. These CFD tools will help in i) optimization of the 

design ii) reduce time and cost iii) many design configurations can be studied in a short time. 
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2 MECHANICAL DESIGN  

Mechanical package design is very challenging in electronics systems design. These mechanical parts need to be designed to 

withstand thermal, environmental and vibration loads. Complete mechanical assembled converter is shown in the fig.1 The PCB 

need to be designed to maintain the stiffness and also to keep the PCB temperature within the limit. In this design a separate heat 

sink has been designed in such a way that it will have enough contact with PCB for better heat transfer through conduction and 

outside the fins have been designed to suit for better natural convection which mainly occurs due to buoyancy forces[2]. Determining 

optimal plate fin spacing of a natural convection, small-form-factor heat sink is an effective way to improve heatsink performance. 

The Fins spacing have been optimized to allow airflow between fins to stream as freely as possible from the heatsink base to the 

outer edge of heatsink fins. 

 

 

 

Figure 1. AC DC convertor assembly Figure 2. Exploded view of the AC DC convertor 

The materials used for the mechanical parts design are of aluminum alloy having good thermal conductivity and light weight. PCB 

is designed with glass epoxy and components like transformer, inductor, capacitor, diode and resistor are placed on it and thermal 

vias are provided in the PCB, for better heat transfer from PCB to the heat sink. Some of the components like Mosfets and diode, 

which are dissipating high heat flux are directly placed on the heat sink which is shown in the fig. 2 of exploded view [3],  

3 THERMAL DESIGN AND ANALYSIS: 

3.1 Numerical Approach  

Thermal design of AC-DC convertor is carried out under natural convection with total heat dissipation of 37.92W in that 23.77W is 

handled by the heat sink at ambient temperature of 65Deg C. In natural convection, where the velocity of moving air is unknown, 

no single velocity is analogous to the free stream velocity that can be used to characterize the flow. The Grashof number (Gr) and 

Rayleigh number (Ra) are used to correlate natural convection flows and heat transfer. Grashof number is as computed using air 

properties, which are taken at 𝑇𝑎𝑣𝑔, by assuming the 𝑇𝑠, Grashof number GrL  expressed in following way,  

𝐺𝑟𝑙 =
𝑔𝛽∆𝑡𝑙3

𝜈2
                                                                                                                                                                                                            (1) 

It is customary to correlate Rayleigh number in terms of Grashof and Prandtl numbers. 
𝑅𝑎𝑙 = 𝐺𝑟𝑙 Pr                                                                                                                                                                                                              (2) 

For the calculating the heat transfer coefficient for heat sink, Rayleigh number (Ra) obtained from equation (2) was laminar flow 

(104 ≤ RaL ≥109), then Nusselt number 𝑁𝑢𝑙 is computed by below equation  

𝑁𝑢𝑙 = 0.54𝑅𝑎𝑙
0.25                                                                                                                                                                                                     (3) 

Heat transfer coefficient h can be calculated using following equation   

ℎ̅ =
𝑁𝑢𝑙𝑘

𝑙
                                                                                                                                                                                                                    (4) 

𝑇𝑠 is computed by below equation and area considered for cooling is sum of lateral fins surface and the plane surface. 

∆𝑡 =
𝑄ℎ

ℎ̅𝐴𝑠

                                                                                                                                                                                                                    (5) 

 

𝑇𝑠 = 𝑇∞ + ∆𝑡 

As evident, the estimated values of Ts is inconsistent. To calculate appropriate value of Ts, Equation (𝑖) 𝑡𝑜 (𝑣𝑖𝑖) need be solved in 

an iterative procedure until the value obtained temperature Ts with more consistent [4]. 

In our case, following values are considered for calculation, 𝑇∞ = 650𝐶, As=0.1399 m2, l=0.1578m and Qh=23.77W. The heat 

transfer coefficient obtained during calculation is 5.24 w/m2k and temperature heat sink surface is 97.3Deg C. 
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During the design of heat sink, fin spacing plays critical role in natural convection. Since heat sink with closely spaced fins will 

have superior surface area for the heat transfer but a smaller heat transfer coefficient because of the extra resistance the additional 

fins introduce to fluid flow through the inter fin passages. On the other hand, a heat sink with widely spaced fins, will have a higher 

heat transfer coefficient but a smaller surface area [5]. Therefore, there must be an optimum spacing that maximizes the natural 

convection heat transfer. To compute the Rayleigh number (Ra), equation from (i) to (iii). The following equation is used,  

𝑅𝑎𝑙 = 𝐺𝑟𝑙 Pr                                                                                                                                                                                                              (6) 
Bar-Cohen and Rohsenow given an expression for optimum fin spacing for a vertical heat sink is,  

𝑆𝑜𝑝𝑡 = 2.714
𝑙

𝑅𝑎𝑙
0.25                                                                                                                                                                                                  (7) 

To calculate the number of fin which required for the heatsink for Natural convection by ignoring fins at extreme ends,  

𝑛 =
𝑊

𝑆𝑜𝑝𝑡 + 𝑡
− 1                                                                                                                                                                                                       (8) 

The number of fins for in case is calculated as 21 fins. 

 

3.2 Thermal Modeling   

Simulation was carried out to check that thermal design of convertor is adequate to meet the intended specification. Mechanical 

CAD model was prepared and Thermal analysis is done with finite volume method and all active component like transformer, diode, 

Mosfets and inductors which are critical from thermal point of view are modeled and heat from inactive component and PCB tracks 

loss are added as uniformly distributed load to PCB. It was analyzed under the natural convection, Temperature and flow behavior 

of converter inside the cabinet are studied in detail. 

 

3.2.1 Computational fluid dynamics  

CFD expansively used in the all kind of engineering industries for different applications, which help in creating the new design 

model, understanding the complete behavior of the system, to identifying the design flaws (if any) and predicting advantage of 

optimization or new design of the system. The computational representation of the model is basically taken by the CFD solver and 

which is an iteratively solved for the continuity, momentum and energy [6]. 

The governing equation for the Steady flow (Time-independent flow), incompressible flow of viscous fluid. The equation that 

includes conservation of mass, momentum equation in the direction of x-, y- and z-direction and energy equation.  

Continuity Equation, 
𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
+

𝜕𝑤

𝜕𝑧
= 0                                                                                                                                                                                                   (9) 

Momentum equation in X-direction, 

𝛻(𝜌𝑢𝑉) = −
𝜕𝑝

𝜕𝑥
+  

𝜕𝜏𝑥𝑥

𝜕𝑥
+

𝜕𝜏𝑦𝑥

𝜕𝑦
+

𝜕𝜏𝑧𝑥

𝜕𝑧
+ 𝑓𝑥                                                                                                                                                  (10) 

Momentum equation in Y-direction, 

𝛻(𝜌𝑣𝑉) = −
𝜕𝑝

𝜕𝑦
+ 

𝜕𝜏𝑥𝑦

𝜕𝑥
+

𝜕𝜏𝑦𝑦

𝜕𝑦
+

𝜕𝜏𝑧𝑦

𝜕𝑧
+ 𝑓𝑦                                                                                                                                                 (11) 

Momentum equation in Z-direction, 

𝛻(𝜌𝑤𝑉) = −
𝜕𝑝

𝜕𝑧
+ 

𝜕𝜏𝑥𝑧

𝜕𝑥
+

𝜕𝜏𝑦𝑧

𝜕𝑦
+

𝜕𝜏𝑧𝑧

𝜕𝑧
+ 𝑓𝑧                                                                                                                                                  (12) 

Energy equation, 

𝛻(𝜌ℎ0𝑉) = −𝑃𝛻. 𝑉 +  𝛻. (𝐾𝑒𝑓𝑓𝛻𝑇) + 𝑓ℎ                                                                                                                                                         (13) 

Where, 

In above equation, (u, v, w) are the component of the fluid velocity V in direction of (x, y, z) direction; p is pressure; T is 

temperature, 𝜏 shear stress, ℎ0is total enthalpy and ( 𝑓𝑥, 𝑓𝑦 , 𝑓𝑧) are body force in the direction of (x, y, z) respectively.  

 

3.2.2 Modelling Methodology 
Thermal design has to be done in such a way that the component temperature should be well below operating temperature limit 

specified by manufacturer and also it should meet intended electrical performance while it is operated in harsh thermal 

environmental. To meet this specification, the study of thermal behavior of complete electronic product is very important, so thermal 

modeling has to be constructed in detail to get accurate results.  

 

Component 

The component which are important from the thermal point of view are modelled. For the components which are having thermal 

resistance (𝜃𝑗𝐶), provided by component manufacturer are modelled using 2R network and heat dissipation are applied to particular 

component. [7]. for components like mosfets and diode, which are dissipating high heat flux are directly placed on the heat sink 

with thermal interface as shown in fig 3. 
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Sl. 

No 
Material  

Density   

(kg/m3)X103 

Thermal Conductivity 

K(w/mk) 

Specific heat 

Cp (J/kg-°K) 

1 Al Alloy 6061T6 2.7 167 896 

2 Al Alloy 5052H32 2.68 138 880 

3 Copper 8.96 386 380 

4 Glass Epoxy (FR4) 1.25 0.3 1300 

5 Kovar 8.36 16.3 432 

6 Ferrite 4.85 3.5 1100 
 

Figure 3. Thermal resistance model Table 1. Properties of material used in analysis. 

The component manufacture who does not provide the thermal resistance value, they are modelled by specifying the material 

properties that has been used for the contracting the component, the heat dissipation details are applied to the complete volume. 

Table 1 shows the material properties used for the analysis [8]. 

  

Table 2. Stackup details of PCB Graph 1. Percentage of PCB 

Printed circuit board 

 PCBs are made by sandwich of many layers of copper and dielectric material glass epoxy (FR4). Electrical signal are transferred 

with help of copper traces in each signal layer, power plane is often used in addition to a ground plane in a multilayer circuit board, 

to distribute DC power to the active devices. And thermal layer are provided in the PCB with many thermal and electrical vias for 

better heat flow through in-plane and out-plane direction, which help in transfer of heat from low thermal conductivity PCB to the 

mechanical heat sink [9]. 

The PCB is modelled in Ansys Icepak simulation software which has inbuilt calculator for computing thermal conductivity, density 

in both in plane and out of plane based on geometry, thickness, number of layer and percentage of copper in each layer. PCB stackup 

of the converter provide in table 2 and copper percentage in each layer are mentioned in graph 1 and even software has capable to 

display the traces in 3D and it can show metal fractions or percentage of copper for each trace layer of a PCB. The thermal 

conductivity of PCB is calculated as 26.12W/mk in plane and 0.4739 W/mk out of plane. These values have been used in the 

analysis.  

Power dissipation 
The heat dissipation is detrained based the efficiency of system. Efficiency of the system can be defined as the electrical output to 

the electrical input. 

η =
𝑜𝑢𝑡𝑝𝑢𝑡 𝑃𝑜𝑤𝑒𝑟

𝐼𝑛𝑝𝑢𝑡 𝑝𝑜𝑤𝑒𝑟
           &      𝐻𝑒𝑎𝑡 𝐷𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑖𝑜𝑛 = (

1

𝜂
− 1) 𝑜𝑢𝑡𝑝𝑢𝑡 

All active component are modelled which are critical from thermal point of view and heat dissipation are applied to component. 

Other heat loss are considered as lumped heat which is uniformly distributed in the printed circuit board as given table 3. 
Sl. No Reference Heat Dissipation(W) 

1 AD1(Bridge rectifier) 5.4 

2 AD3(Rectifier) 0.632 

3 CD2 (Rectifier) 1.3 

4 DD2( Rectifier) 1.5 

5 BD2 7.5 

6 FU1 0.5 

7 FQ3 0.3 

8 BTR1 1.655 

9 CTR1 2.168 

10 DTR1 1.561 

11 BU1 0.575 

12 CU1 0.43 

13 DU1 0.56 

14 AL4 1.5 
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Sl. No Reference Heat Dissipation(W) 

15 AM1 7.44 

16 AL1(CMI) 0.36 

17 AL2(CMI) 0.36 

18 AL3(DMI) 0.18 

19 Other losses 4 

Total Power Dissipation (W) 37.92 

Table 3. Heat dissipation of the component used for the analysis. 

Grid Generation 
In this system, Mesher-HD used for creating the mesh since model consists of both CAD and primitive objects. It is very important 

to use the fine mesh for high temperature density region and coarse mesh is used for other region. CFD solution are mainly depend 

on the grid generation, hence it basic criteria for obtaining quality of mesh to obtain accurate CFD solution.  

  
Figure 4. Meshed model of the cabinet with system Figure 5. CFD model along with cabinet 

Fine mesh is used in the high heat density region and coarse mesh is used for outside converter region. The above fig. 4 show the 

meshed region in the cabinet. 

 

Mesh details 

Sl. No. Description Range 

1 No. of nodes 57,48,479 

2 No. of elements 64,19,869 
 

Mesh quality 

Sl. No. Element Quality Range 

1 Face alignment 0.288 to 1 

2 Volume 1e-6 to 2.06e-13 

3 Skewness 0.07 to 1 
 

Table 4. Details of mesh in analysis. Table 5. Mesh quality used in the analysis. 

3.2.3 Boundary condition 

Defining the accurate boundary condition will play vital role in for getting veracious CFD results. Thermal analysis is carried out 

in the computational domain which is approximately equal to physical space where testing and end usage operating requirement. 

Steady state thermal simulation was carried out by considering the natural convection at the 65 deg C ambient temperature, the four 

side of the cabinet are assumed as wall by maintained the temperature at 65 deg C. the gravitational force is assumed negatives Y 

axis direction as shown in the fig. 5, inside the cabinet air properties are assumed. Contact conductance is assumed between the 

Transformer & PCB, PCB & Heat sink. 

  

3.2.4 Analysis Result  

Steady state thermal analysis is carried out using by considering heat dissipation of 37.92W. The temperature distribution plots for 

the assembly are shown below, for natural convection mode of heat transfer.  

  
Figure 6. Isometric view PCB and heat sink with components. Figure 7.Temperature distribution in rear view of whole assembly. 
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The fig. 6 show the temperature distribution in the PCBA, and Heat sink with components, where maximum temperature observed 

in PCB assembly is 130.27 Deg C and maximum temperature observed in Heat sink assembly is 100.3 Deg C and the fig. 7 show 

the temperature distribution in complete mechanical housing which includes mechanical enclosure, Heat sink, PCBA with spacers. 

  
Figure 8. Plane cut view of cabinet at near PCB assembly Figure 9. Particle trace inside the cabinet 

 

The temperature distribution of cut sectional near to the PCB assembly and inside the cabinet ambient is maintained at 65 Deg C, 

temperature of ambient air is getting heated on the top surface of the package. It is noticeable from figure 8 that minimum 

temperature maintained is 65 °C and maximum temperature obtained is 130.27 °C that is observed in the component CTR1 

transformer. In figure 9, shows the plume of hot air rising from the heated surface of the assembly due to the buoyancy force acting 

on the air. The maximum positive Y direction velocity driven by buoyancy is approximately equal to 0.4655m/s which is fairly 

reasonable for natural convection environment [10]. And thermal analysis results are tabulated in table. 8 for some of critical 

temperatures components in the convertor.  

3.3 Assembling Methodology  

Based on the analysis results, the converter has been manufactured and assembled. During thermal design stage, thermal interface 

material was considered to provide blow the transformer which is dissipating more heat so in order to remove the heat and to 

maintain the temperature blow the glass transition, gap pad are introduced in between the transformer and PCB to reduce air 

gap. The figure 10. Show the CAD model and actual assembled module. 

  
Figure 10. TIM considered during design phase Figure 11. Assembling TIM beneath the Transformer 

 

 Gap pad is specifically used, since it is having good thermal conductivity and electrically insulting properties. Critical assembly 

producer from thermal point of view is to maintain the minimum compression ratio of the interface material to reduce the voids and 

air gap between the component and PCB. The above figure show assembling process of gap pad [11].    
  

3.4 Thermal Testing     

When manufacturing and assembly is finished, the converter has been taken for electrical performance test, when electrical 

performance are satisfactory then converter available for the thermal testing. Thermal testing is the one of the comprehensive risk 

mitigation test used during the design qualification stages. Since electronic products used for aerospace application will be exposed 

to repeated, harsh and extensive changes in operating temperature. 

3.4.1 Rapid Temperature chamber 

The Rapid temperature chamber are an enclosure used to examine the effects of specified environmental conditions for electronics 

component and product. A rapid temperature chamber artificially replicates the conditions under which electronic product is exposed 
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in real time. This chamber which helps in determining effect of temperature on electrical performance and reliability of the product. 

Thermal cycling for qualification levels were conducted at more stressing temperature than predicted. If any malfunctioning in 

electrical performance due to thermal effects, which can be resolved during the qualification stage before using in the real time 

situation [12].  

Sl. No Particular Description 

1 Make COMET ENVIRONS 

2 Model 2012 

3 Temperature range -70⁰C to +180⁰ C 

4 Power Dissipation  <19 Kw 

5 Work space 750X750X750mm 

Table 6. Rapid temperature chamber details. 

3.4.2 Testing approach  

Thermal cycling is essential qualification test for electronics product to check the temperature of the component, which can be 

compared with analysis results. Temperature of electronic product will consequence in electrical performance and reliability of the 

product can be estimated, so it is essential to measure the accurate temperature of component. 

 Base on the Thermal analysis result, temperature sensor are attached to the hotspot component and it was ensured perfect contact 

between the temperature sensor and component by applying potting material to sensor. 

  
Figure 12. Thermistor attached to component in PCB and heat sink. Figure 13. Converter inside the rapid temperature cycle chamber. 

 

The figure 12 shows temperature sensor are attached to the PCB assembled component and heat sink mount component, where this 

are hot spot component and which dissipate more heat.  

 The convertor is placed inside the Rapid temperature chamber with the help of L shaped bracket which is having din rail to hold 

the convertor. Chamber ambient temperature is maintained at 65 Deg C and monitored by hanged temperature sensor in the in 

air. 

 Converter is subjected to Thermal cycling test, the following graph is used and the temperatures have been continuously monitored 

along with the electrical functionality test at each temperature extremes. At final positive extreme cycle, the temperature is 

monitored until the unit reaches thermal equilibrium. 

  

Graph 2. Thermal cycling profile. Figure 14. IR image and analysis image comparison 

 

 The result obtained during the analysis are also compared with Infrared Radiation (IR) camera has been used for identifying the 

hotspot in the convertor at room temperature, when converter is operated with full load till the components have attained their 

thermal equilibrium, then plots from IR imaging have been captured. IR image is used to compare with analysis results which 

gives enough confidence in the analysis. 

3.4.3 Test Result  

During the thermal cycling test at positive extreme temperature of last cycle, temperature are monitored from thermistor for every 

five minute until it reaches thermal equilibrium. The maximum temperature obtained during the testing is 131 Deg C which is in 
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CTR1. For some of the important component test results are tabulated in the table 8, the results obtained during the experiment are 

compared with the analysis results, through this deviated of results are may be predicted. Errors can be reduced in some of the 

assumptions made during the analysis are fine-tuned for the future analysis. The maximum percent variation found is 7.4 which was 

on the component. 

Sl. No Reference Analysis Results Experimental results Error % 

1 AD1(Bridge rectifier) 95.91 91 5.12 

2 AD3(Rectifier) 97.17 92 5.32 

3 CD2 (Rectifier) 100.32 93 7.30 

4 BD2 98.41 95 3.47 

5 FU1 97.65 96 1.69 

6 BTR1 111.57 118 5.75 

7 CTR1 130.27 131 0.56 

8 DTR1 115.73 124 7.14 

9 AL4 107.86 106 1.72 

10 AM1 97.24 90 7.45 

11 PCB ( Near The CTR1) 103.31 100 3.19 

12 DD2( Rectifier) 100.20 NA  

13 AL1(CMI) 95.17 NA  

14 AL2(CMI) 94.61 NA  

15 AL3(DMI) 96.35 NA  

Table 9. Analysis and experimental results compression 

4 SUMMARY AND CONCLUSION  

An analytical and experimental investigation on thermal performance of electronics product was carried out, in which the detailed 

thermal design, calculation, modelling methodology for the thermal management of electronics package and thermal testing of 

electronic product are explained.  The study is summarized as, steady state thermal analysis is carried out with power dissipation of 

37.92 W under natural convection and with an ambient temperature of 65 Deg C to identify the hotspots in converter. Based on the 

analysis results, the unit is manufactured and assembled. Thermal testing of converter carried out in rapid temperature chamber and 

thermal sensors are used to measure the temperature on the components which are critical from the thermal point of view. In order 

to have more confidence on thermal testing, convertor hot spots are identified using thermal camera and compared with analysis 

results. The result of experimental are compared with that of analysis results and the maximum error found is 7%. 
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ABSTRACT 

A numerical study of the conjugate heat transfer of an impinging jet with the moving flat plate has 

been carried out using the standard high Reynolds number two equation 𝑘 − 𝜖 eddy viscosity 

model. The plate velocity has been considered in the range of 0 − 0.25 with the interval of 0.05. 

The Reynolds number based on the jet exit conditions and the turbulent intensity at the nozzle exit 

are considered 9,900 and 2% respectively. The nozzle-to plate distance (ℎ
𝑤⁄ ) is fixed at 7.5 for all 

the simulations. The constant wall temperature boundary condition has been considered at the 

bottom face of the moving flat plate. The influence of plate velocity on the flow field and heat 

transfer has been presented using the one-dimensional plot of velocity, pressure, temperature, 

Nusselt number, and skin friction coefficient. It is found the rate of heat transfer gets uniform with 

increase in the plate velocity.  

Key Words: Heat and Fluid flow, Conjugate Heat Transfer, Moving Plate, 𝑘 − 𝜖 model. 

1. INTRODUCTION 

Impinging jets are utilized to enhance the heat transfer in a broad range of engineering applications. 

Applications in engineering fields include fabric drying [1], furnace heating [2], turbine blade 

cooling [3], tempering of glass and metal sheets [4], and many others. This topic is extensively 

researched which has drawn the attention of several scientists. It cannot be denied that conjugate 

heat transfer of impinging jets still stays as one of the dynamic areas of research due to the complex 

nature of fluid flow. B. E. Launder and D. B. Spalding [5], Viskanta [6], and S. A. Frost et al. [7] 

are the few important review work present in the literature, delineating the conjugate heat transfer 

due to the impinging jet flow. A number of experimental [8], [9] and numerical [10], [11], [12] 

studies are found in the literature which deals the heat transfer between the normal impingement of 

jet and the flat surface. The present study concerns with conjugate heat transfer in an impinging 

turbulent slot jet with the moving flat plate of finite thickness. This study is helpful in estimating the 

cooling performance of the moving plate. 

2. COMPUTATIONAL DOMAIN, NUMERICAL SCHEME AND METHOD OF SOLUTION 

A confined single vertical jet of cold fluid is impinging onto a hot moving flat plate of finite 

thickness 𝑡(=  𝑤) is shown in Figure 1. The channel height is considered h. The origin of Cartesian 

coordinate system (0 0) considered at the bottom surface of the moving plate. The size of 

computational is domain is 120 × 8.5. The top, left and right boundary of domain is located at 𝑋 =
 +8.5, 𝑋 =  −60 and 𝑋 =  +60 respectively. The confinement plate has been considered to be 

adiabatic. The width of the nozzle (𝑤) and magnitude of the jet exit velocity (𝑉0) are considered as 

the characteristic length and characteristic velocity respectively. These values have been used to 

non-dimensionalize the different parameters of governing equations.  

𝑈 =
𝑢

𝑉0
,  𝑉 =

𝑣

𝑉0
,  𝑋 =

𝑥

𝑤
,  𝑌 =

𝑦

𝑤
, 
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FIGURE 1. Schematic diagram of a turbulent slot jet impinging on a moving flat plate 

The two-dimensional, steady, incompressible, turbulent jet flow fields have been resolved using the 

standard high Reynolds number two equation 𝑘 − 𝜖 eddy viscosity model. The governing equations 

are discretized using finite volume approach [13]. To achieve the numerical stability, the power-law 

upwinding scheme and central difference scheme are used for the convective and diffusive terms 

respectively. The velocity and pressure equations are coupled using the SIMPLE algorithm [13]. 

The pseudo-transient approach [14] is used to under-relax the momentum and turbulent equations. 

The numerical simulation and post processing has been carried out using OpenFOAM and 

ParaView respectively. All the computations have been conducted in an Intel(R) Xeon(R) E5, 2.20 

GHz machine on Linux platform. 

3. VALIDATION OF NUMERICAL STUDY 

The results of the present numerical study have been compared with the experimental data of Center 

and Solliec [9]. Figure 2 presents the comparison of variation in velocity along the jet centerline. 

The comparison of velocity magnitude 𝑉0 = √(𝑈2 + 𝑉2)  along the horizontal line at the location 

of 𝑌 =  4 has been presented in Figure 3. It is found that, the numerical results are in good 

agreement with the available experimental data. 

 
FIGURE 2. Comparison of vertical velocity along the jet centerline with the experimental data of 

Senter and Solliec [9] for the case 𝑈𝑝 = 0 
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FIGURE 3. Comparison of velocity magnitude profiles at 𝑌 = 4 with the experimental data of 

Senter and Solliec [9] for the case 𝑈𝑝 = 0 

4. RESULTS 

In the present numerical study, the influence of plate motion on the conjugate heat transfer has been 

conducted with varying the plate velocity in the range of 0 − 0.25. The nozzle-to-plate distance 

(ℎ
𝑤⁄ ) is fixed at 7.5 for all the simulations. The Reynolds number and the turbulent intensity at the 

nozzle exit are 9,900 and 2% respectively. The bottom face of impingement plate has been 

maintained at a constant wall temperature higher than the nozzle exit temperature.  

4.1 Flow characteristics  

The velocity profiles over the horizontal line at different 𝑌-locations 1.5, 2.5, 4.5, 6.5 and 8.5 have 

been presented in Figure 4. For the stationary plate impingement 𝑈𝑝 = 0, the velocity profiles at 

different 𝑌-locations are found to be symmetric about the jet axis is shown in Figure 4a. As the jet 

flow approaches to the flat plate from the nozzle exit, the velocity profiles of jet get wider due to the 

penetration of viscous effect from the surrounding stagnant fluid towards the jet. The variation in 

pressure (𝑃) and velocity magnitude (𝑉𝑚𝑎𝑔) along the jet centerline have been presented in Figure 

5.  

   

(a) At 𝑈𝑝 = 0           (b) At 𝑈𝑝 = 0.05           (c) At 𝑈𝑝 = 0.1  

     

(a) At 𝑈𝑝 = 0.15          (b) At 𝑈𝑝 = 0.2                       (c) At 𝑈𝑝 = 0.25  

FIGURE 4. The influence of the plate velocity (𝑈𝑝) over the development of jet 
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FIGURE 5. Pressure (𝑃) and velocity magnitude (𝑉𝑚𝑎𝑔) along the jet centerline 

 

4.2 Local shear stress variation 

The distribution of skin-friction coefficient over the plate surface for the different plate velocities 

have been presented in Figure 6. The profile of skin-friction coefficient is found to be symmetric 

about the jet axis for the case of fixed plate. However, the symmetry vanishes with increase in the 

plate motion. The degree of skewness is increasing with increase in the plate velocity. The locations 

of local minimum skin-friction coefficient are found at 0, 0.15, 0.45, 0.8, 1.0 and 1.15 for the 

different plate velocities of 0, 0.05, 0.1, 0.15, 0.2 and 0.25 respectively. In the stagnation region, the 

relative velocity of the fluid is almost zero, in this region; the skin-friction coefficient shows almost 

zero value. The high pressure in the stagnation zone acts as a driving force, which accelerates the 

fluid beside of the stagnation zone. Results, the increase in the skin-friction coefficient has been 

observed. Further, the fluid deaccelerate due to shear force and consequently the skin-friction 

coefficient reduces. 

 
FIGURE 6. Skin-friction coefficient (𝐶𝑓,𝑥) over the plate surface for different plate velocities 

4.3 Temperature variation 

The variation in temperature profiles near to the impingement surface over the horizontal line at 

different 𝑌-locations have been presented in Figure 7. The minimum interface temperature is found 

at the stagnation point. The interface temperature is minimum at the start of the thermal boundary 

layer and it indicates the high heat transfer rate at that location. The variation in temperature profiles 

gets uniform with increase in the plate speed. 

     

FIGURE 7. Temperature variation at Y -location for the different plate velocities 
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4.4 Local Nusselt number and local heat flux variation 

The local Nusselt number and local heat flux distribution at solid-fluid interface for the different 

plate velocities have been presented in Figure 8. The peak value of the local Nusselt number is 

found at the location of minimum interface temperature. The variation in local Nusselt number is 

found symmetry about the jet axis for the case of 𝑈𝑝 = 0, and the symmetricity vanishes with 

increasing the plate velocity.  

    
FIGURE 8. Distribution of local Nusselt number (𝑁𝑢𝑥) and local heat flux (𝑞𝑥) 

4. CONCLUSIONS 

The numerical study of conjugate heat transfer between the flat plate and jet for the different values 

of the plate velocities has been conducted using the standard high Reynolds number two equation 

𝑘 − 𝜖 eddy viscosity model. In this study, the influence of plate motion on the conjugate heat 

transfer has been presented with varying the plate velocity in the range of 0 − 0.25 . The constant 

wall temperature boundary condition has been considered at the bottom surface of the flat plate. The 

effects of jet impingement over the fixed plate controls the fluid flow and conjugate heat transfer 

behavior. When the impingement plate is subjected to motion, the shear driven flow takes the 

dominating role in controlling the flow and thermal fields. As the impingement plate speed 

increases, the difference between the average temperatures in the right part and the left part of the 

domain gets increases. Thereby, increasing the magnitude of the skewness in the thermal field. The 

distribution of the solid-fluid interface temperature, local Nusselt number and local heat flux get 

more uniform with increase in the plate velocity. 
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ABSTRACT 

Flat plate with ellipsoidal and spherical dimple subjected to external flow is investigated in this 

numerical study. The present investigation is focused on two different geometries of dimple 

surfaces (spherical and ellipsoidal).Five different types of dimple arrangements and dimple intervals 

are investigated. Constant heat flux is applied at the bottom surface of plate and air is flown over 

the top surface of the plate. The velocity of air is varied from 1m/s to 5m/s. The heat transfer 

coefficient is determined and compared with the result of the flat plate. For staggered arrangement, 

the ellipsoidal dimple pitch of SL=11.25mm and ST=12.5 yields the highest heat transfer coefficient 

value which is about 9.81% better than the flat plate and the spherical dimple pitch of  SL=11.25mm 

and ST=18.75mm yields the highest heat transfer coefficient value which is about 10.25% better 

than the flat plate.    

Keywords: Flat Plate, Dimple Plate, Numerical analysis, Forced Convection, ANSYS fluent. 

1. INTRODUCTION 

In industrial process, internal heat generation may cause overheating and sometimes system failure. 

So, effective means of heat removing is often required. One method to increase the convective heat 

transfer is to manage the growth of thermal boundary layer, which can be made thinner or partially 

broken by flow disturbance. As the boundary layer is reduced by interruption or by patterned 

extended surfaces convective heat transfer can be increased. Pin fin, protruding ribs, slit fins, and 

vortex generators are typical methods. Heat transfer augmentation using these methods always 

results in pressure drop penalties that adversely affect the aerodynamics and overall efficiencies. In 

case of cooling of turbine blades, surface protrusions induce excessive pressure losses, thus 

increasing compressor loads. The separated flow field over ribs or pin fins can make a significant 

non-uniform cooling, which leads to thermal stress. The dimple is an effective solution to these 

problems. This is a method of improving heat transfer rates without significant pressure drop. 

Normally the dimple produces vortex flow within the hole and this augments the heat transfer. 

Dimples accomplish this by not protruding into the flow region and therefore not generating form 

drag. Because of easiness of manufacturing, dimples are also attractive as a method of heat transfer 

augmentation. 

 Afansayev [1] studied the inclusive heat transfer and pressure drop for turbulent flow with a 

staggered array of spherical dimples on a flat surface. Notable 30%-40% increase in heat transfer 

without substantial pressure losses is recorded. Lin [2] investigated the computational heat transfer 

in a channel with rows of a staggered hemispherical cavity. Results show that vortical structure 

emerges from each hole in two ways. One way is by combining and then busting from the 

downstream part of the cavity centre as one stream tube and in another way instead of combining, 

streamlines from each vertical structure flows zig-zags from cavity to cavity. Doseo Park [3] 

studied the Heat transfer enhancement of spherical and elliptical dimple. Results showed that heat 

transfer enhancement up to 6% relative to the flat plate were observed for a Reynolds number in the 

range of 500-1650. Katkhaw [4] studied the Heat transfer enhancement of flat plate having 45° 
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ellipsoidal dimpled surfaces. The result showed that for inline arrangement heat transfer coefficient 

increases to 21.7% as compared to smooth surfaces whereas for the staggered arrangement it is 

about 15.8%. 

2. MAIN BODY 

a) Geometry 

 

 

 

 

 

 

 

 

In this work 100×100×5mm aluminum plate is taken with dimples formed on the surface in the 

staggered formation. We studied two geometries i.e. spherical and elliptical as shown in fig.1 and 2. 

In both the cases, depth is kept the same as 3mm. In the case of elliptical dimples, the major axis is 

inclined at an angle of 45 degrees. The diameter of the spherical dimple is kept constant at 6mm 

whereas the major and minor axes of the ellipse are kept constant at 10mm and 6mm respectively. 

For each case, the distances ST and SL are varied as shown in table 1. 

b.) Numerical Analysis 

  Mathematical model 

Fluid flow and heat transfer in a channel can be described mathematically by using three 

fundamental laws 1.The Principle of Mass Conservation 2.The Principle of Momentum 

Conservation 3.The Principle of Energy Conservation. 

  Continuity Equation 
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      Y-Momentum  

Case 

no ST SL ST/SL 

1 12.5 10 1.25 

2 12.5 11.25 1.11 

3 12.5 12.5 1.00 

4 15 11.25 1.33 

5 18.75 11.25 1.67 

FIGURE 2. Staggered elliptical FIGURE 1. Staggered Spherical                                                               
TABLE 1. Geometric 

Dimensions of dimpled surface 
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Z-Momentum 
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Energy Equation 
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3. RESULTS  

There are five cases in staggered formation. For cases 1-3 we have constant ST and varied SL. For 

cases 2, 4, 5 SL is constant and ST is varied. Velocities are changed from 1m/s to 5m/s. Fig.3 and 4, 

shows the temperature distribution along the ellipsoidal and spherical dimple surface. Plain surface 

is at a lower temperature than dimple area as seen from the contour. The lower temperature is 

located at the right side and gradually increases as we move from right to left this is mainly due to 

the air stream flowing over the spherical and ellipsoidal dimple surfaces. Dimple creates the vortex 

flow and hence heat transfer enhancement occurs. 

Fig.5 and 6 show the variation of heat transfer coefficient vs. velocity in case of flat surfaces, 

staggered ellipsoidal and spherical surfaces. As the velocity increases heat transfer coefficient also 

increases. For ellipsoidal dimple, case 2 yields the highest heat transfer coefficient than other 

geometry and a flat surface. And for spherical dimple surface case 5 gives the highest heat transfer 

coefficient than any other case and a flat surface. 
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FIGURE 3. Temperature distribution 

of Geometry No.2 at velocity of 

5m/s 

 

FIGURE 4. Temperature distribution 

of Geometry No.5 at velocity of 

5m/s 

 

FIGURE 5. Variation of Heat Transfer 

Coefficient vs. Velocity for Staggered 

Elliptical Surface at 5m/s 
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Nomenclature 

 

µ=dynamic viscosity [Nsm-2] 

k=thermal conductivity [Wm-1K-1] 

T=temperature [K] 

 

 

 

 

 

 

 

 

 

 

 

 

ρ=density [kgm-3] 

ST=Span wise pitch [mm] 

SL=Stream wise pitch [mm] 

h=heat transfer coefficient [Wm-2K-1] 

 

4. CONCLUSIONS 

The present numerical work reports the heat transfer of external air flow over the spherical and 

ellipsoidal dimple surface. The dimple arrangement and dimple interval are examined. For 

staggered arrangement, the ellipsoidal dimple pitch of SL=11.25mm and ST=12.5mm yields the 

highest heat transfer coefficient value which is about 9.81% better than the flat plate. For staggered 

arrangement, the spherical dimple pitch of SL=11.25mm and ST=18.75mm yields the highest heat 

transfer coefficient value which is about 10.25% better than the flat plate. 
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ABSTRACT 

Present numerical work focuses on investigation of natural convection heat transfer from a 

heated horizontal cylinder in a copper based nano-fluid for volumetric concentration ranging 

from ∅ = 0 𝑡𝑜 0.06 and for Rayleigh number range of 100 to104. Numerical model was first 

validated by comparing it with the results of various experimental studies and a good agreement 

was found between the present study and data available in literature. Variation of local and 

average heat transfer coefficient over the cylinder periphery is also presented. Results shows an 

enhancement in the heat transfer coefficient due to addition of copper oxide nanoparticle into 

water, which is found to be in proportional with the concentration of nano-particles in the fluid. 

Maximum enhancement in average heat transfer coefficient was found to be 14.49% for nano-

fluid volumetric concentration of 0.06 by volume and Ra = 10000.  

Key Words: Natural Convection, Rayleigh number, SIMPLE scheme. 

1. INTRODUCTION 

Convective heat transfer from heated horizontal cylinders have been in keen interest among 

researchers and engineers, as it has numerous engineering applications such as  evacuated tube 

type solar collectors, condenser of domestic refrigerator, heated cylinders in paper and textile 

industries, fire tube boilers and many more.  Natural convection from single cylinder has been 

studied extensively from last half century and various correlations have been formulated for 

determination of average Nusselt number by different researchers. V.T. Morgan [1] in 1975, 

reviewed large number of numerical and experimental studies and proposed a general 

correlation for determining the average Nusselt number with different value of Rayleigh 

number. Bejan et al  [2] proposed a numerical model for an array of horizontal cylinders in 

staggered formation, with a very small computational domain without affecting the accuracy of 

the solution and similar modified numerical methodology has been used in the present work. 

Most of the reported works were focused on either air or water as working fluid medium. With 

the concept of nano-fluids as a possible method of enhancement of heat transfer from the fluid 

medium , a shift of focus of research towards nano-fluid medium has been seen in last decade. 

Most of studies are focused on forced convection heat transfer from the cylinder. Jalan and 

Shirivastav [3] used digital interferometry to study the convective heat transfer from a heated 

horizontal cylinder and addition of 𝐴𝑙203  nano-particles into the fluid medium was found to 

increase the heat transfer coefficient and reduction in average Nusselt number. 

Most of the works were carried using air and water as a fluid medium and very less studies were 

focused on the heat transfer characteristics of nano-fluid. Moreover condradiction in the results  

i.e. enhancement as well as reduction in heat transfer characteristics was reported by the 

different authors with the use of nano-fluid, indicating a large gap in research in this field. The 

present numerical study focuses on heat transfer characteristics of the horizontal cylinder with 

copper based nano fluid as fluid medium. Three different concentration of copper oxide based 
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nano-fluids (i.e. ∅ = 2%, 4%, 6% 𝑏𝑦 𝑣𝑜𝑙𝑢𝑚𝑒) were investigated at different  Rayleigh numbers 

from 100 to 104. Validation of present numerical model is provided by comparing present 

results with available literatures[1], [4] . ANSYS 16.0 was used for otained the solution in the 

present numerical problem.  

2. MAIN BODY 

Continuity equation, momentum equation and energy equation were modified by using 

Boussinesq approximation for two dimensional flow and the modified form of these equations 

can be mathematically represented as  

Continuity equation:     
𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
= 0      (1) 

Momentum equation:  x direction  𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
= −

1

  𝜌𝑛𝑓 
.

𝜕𝑝

𝜕𝑥
+ 𝜗𝑛𝑓∇2𝑢   (2) 

y direction  𝑢
𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦
= −

1

  𝜌𝑛𝑓 
.

𝜕𝑝

𝜕𝑦
+ 𝜗𝑛𝑓∇2𝑣 + 𝑔𝛽(𝑇 − 𝑇∞)    (3) 

Energy equation:    𝑢
𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
= 𝛼𝑛𝑓∇2𝑇    (4) 

Considering the practical aspects, fluid mediums taken in present study is two phase medium, 

which requires complicated method for analysis of problem. The problems has been simplified    

by assuming it to be a single phase medium having properties equivalent to that of actual 

medium by using following mathematical expressions: 

Effective density (𝜌𝑛𝑓):    𝜌𝑛𝑓 = (1 − ∅)𝜌𝑓 + ∅𝜌𝑛𝑝    (5) 

Effective heat capacity (𝐶𝑛𝑓)  𝐶𝑛𝑓 =
(1−∅)𝜌𝑓𝐶𝑓+∅𝜌𝑛𝑝𝐶𝑛𝑝

𝜌𝑛𝑓
  (6)  

Effective dynamic viscosity (𝜇𝑛𝑓)  𝜇𝑛𝑓 =
𝜇𝑓

(1−∅)2.5    (7)  [5]

  

Effective expansion coefficient (𝛽𝑛𝑓)  𝛽𝑛𝑓 = (1 − ∅)𝛽𝑓𝑙𝑢𝑖𝑑 + ∅𝛽𝑠𝑝  (8) 

Effective thermal conductivity (𝐾𝑛𝑓)  
𝐾𝑛𝑓

𝐾𝑓
=

𝐾𝑛𝑝+2𝐾𝑓−2∅(𝐾𝑓−𝐾𝑛𝑝)

𝐾𝑛𝑝+2𝐾𝑓−2∅(𝐾𝑓−𝐾𝑛𝑝)
 (9) [6] 

Cylinder surface is modelled as stationary wall with no slip condition over it and having 

uniform surface temperature (𝑇𝑠). Since the flow around the cylinder surface is found to be 

symmetric about the vertical axis, symmetric boundary condition is provided on the vertical axis 

as shown in fig.1. In addition to that, another symmetric boundary condition is also provided at 

the right wall of computational domain, basically reduce the size of computational domain [2]. 

As the velocity of incoming fluid is not known as prior in buoyancy driven flows, pressure inlet 

boundary condition [7] is defined at the bottom of computational domain. An additional inlet  

was  provided at the top of right wall to avoid the chimney effect in the domain [2].An exit to 

the flow is provided at the top of the domain on which pressure outlet boundary condition [7] is 

employed. Computational domain is divided into three sub-regions fig.1(b) namely as region-A, 

region-B and region – C. Region-A and Region-B are set to have  triangular elements because 

they are surrounding the cylindrical surface and better conformity will be there for triangular 

element as compared to rectangular  elements, whereas rectangular elements are chosen for 

Region – C . It has to be noted that maximum element density exist in the region –A (having 

element size ratio  𝛿/𝐷 =  0.003 ), while region-B which is less refined to region-A is having  

𝛿/𝐷 =  0.02 , region-C is kept to be a bit coarse as less gradients in velocity and temperature 

are expected in this region. Semi-Implicit Scheme for Pressure Linked Equation (SIMPLE) 

scheme is used for velocity and pressure coupling and first order upwind scheme was used for 
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handling of convective terms in the governing equation. Convergence criteria for the residuals 

of continuity, momentum and energy equation is kept equal to10−6 , which is good enough to 

have a solution accuracy desired in present computational study. In addition to this, plotting of 

values of local drag coefficient as well as local surface heat fluxes is also done so as to verify 

the convergence of solution and average value of these two parameters is calculated in order to 

find the indifference in results of two grids while doing grid independence studies. During grid 

independence studies grid (G1) with 325876 elements was chosen as where difference in 

monitors falls below 0.2% when compared with a grid having 288420 elements (G2). 

   

(a)                                   (b)    (c) 

FIGURE1 (a) computational domain (b) computational grid   (c) results of validation study with 

available data in literature. 

3. RESULTS 

Fig.1 (b) shows the results of validation studies for present model and available literature with 

air as fluid medium. Good agreement was found for present work as maximum difference in 

average Nusselt number values was found to be less than 5% for air as fluid medium. Variation 

of local heat transfer coefficient along the cylinder surface at different Rayleigh number and 

nano-fluid concentration is shown in fig.2. Here 𝜃 represents the angle along the surface of 

cylinder with respect to the bottom. At lower Rayleigh number the thermal boundary layer 

around the cylinder surface is thicker, while it reduces for higher values of Rayleigh number.  

Lower thickness of thermal boundary layer indicates high temperature gradients around the 

cylinder surface and hence a higher potential exist for the transfer of heat from the surface of 

cylinder. For a given concentration of nano-fluid at higher Rayleigh number the value of heat 

transfer coefficient increases and vice – versa. It can also be observed that for a particular value 

of Rayleigh number maximum heat transfer coefficient exist at the bottom of cylinder and 

minimum value occur at the top of the cylinder where formation of buoyant plume occurs and 

thickness of thermal boundary layer is very high thus reducing the potential for heat transfer. 

The effect of addition of nano-particles in the base fluid can be easily seen with increasing value 

of heat transfer coefficient as shown in figure (2). Addition of nano-particles in the fluid 

medium  results in increase in effective thermal conductivity of the whole fluid medium as per 

the Eq.[6].  This increase in conductivity of fluid medium will cause more conduction of the 

heat from the cylinder surface to the ambient fluid medium, hence will result in increasing the 

value of heat transfer coefficient of the fluid. The increase in heat transfer coefficient is 

proportional to the concentration of nanoparticles in fluid medium.  The minimum value of heat 

transfer coefficient occurs at ∅ = 0 and maximum value occurs at the highest concentration 

(6%), in the present work for a particular value of Rayleigh number.  This enhancement in heat 

transfer coefficient can be seen collectively in fig.2, which represents the variation of average 

heat transfer coefficient for different concentrations of nano-fluid and for different Rayleigh 
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numbers. Maximum enhancement of 14.49% for average heat transfer coefficient was found for 

nano-fluid concentration of 0.06 and Rayleigh number value of 10000. Thus addition of nano-

fluid was found to be effective in increasing the heat transfer coefficient of fluid medium. 

                                     
FIGURE 2. Variation of local and average heat transfer coefficient over the cylinder surface at 

different Rayleigh number and fluid concentrations. 

4. CONCLUSIONS 

Numerical study on natural convection heat transfer from heated horizontal cylinder for Copper 

based nano-fluids was studied for different concentration nano-particles ranging from (0 to 6%) 

and for different Rayleigh number (100 to 10000). The validation study of the present works 

shows good agreement with the data available in the literature. Addition of nano-particles into 

the fluid medium increases the convective heat transfer coefficient of fluid. Heat transfer 

coefficient was found to be increase with increase in Rayleigh number due to decrease in 

thermal boundary layer thickness. Variation of local heat transfer coefficient over the periphery 

of cylinder shows that maximum value of heat transfer coefficient occurs at lower stagnation 

point, while minimum value of heat transfer coefficient exist at upper stagnation point at top of 

cylinder for corresponding Rayleigh number values .A maximum of 14.49% of enhancement in 

average heat transfer coefficient value was found for the case ∅ = 0.06 and Ra = 10000 when 

compared with the values of base fluid. 
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ABSTRACT 

An attempt is made to estimate the flow and heat transfer over a controlled-diffusion (C-D) 
compressor stator blade following the experiment of Hobson et al. [1] at low Reynolds number (Re) 
condition through Large-Eddy Simulation (LES). At low Re, the boundary layer on the suction 
surface of the blade remains laminar up to the mid-chord, where it separates, undergoes a rapid 
transition due to high receptivity to free-stream disturbances and then reattaches as a turbulent 
boundary layer. The LES resolves dynamics of vortices, their non-linear interactions and is 
successful to predict transitional flow and thermal field.  

Key Words: Compressor Cascade, Separation Bubble, Nusselt number, LES. 

1. INTRODUCTION 

Efforts towards reduction in cost and weight of the engine have led to the development of C-D 
blades that provide more lift than the conventional blade. This allows the use of lesser number of 
blades. However, the reduction in the number of blades comes up against the problem of boundary 
layer separation in the aft region on the suction surface. It has been observed that the flow remains 
laminar over a large percentage of the blade chord till it separates from the surface at a high altitude 
and low flight speed. The transition of the separated boundary layer is inevitable being 
unconditionally unstable and the flow reattaches to the surface as a turbulent boundary layer. 

In the present work, LES with dynamic subgrid-scale (SGS) model is used to predict the flow field 
over a C-D compressor blade at Re of 52.1 10  (based on the chord and the inlet velocity). Flow 
features and vortex dynamics have also been analysed at a very low Re of 50.5 10 . The objective is 
to resolve the transitional flow due to the separation bubble on a compressor blade. Certainly RANS 
calculations will not provide the answer. LES can resolve the dynamics of vortices, their non-linear 
interactions and the flow instability.  

2. NUMERICAL METHODS AND COMPUTAIONAL DETAILS 

The filtered incompressible covariant Navier-Stokes and energy equations have been solved for the 
flow past a compressor cascade on a staggered mesh using a symmetry-preserving central difference 
scheme. A dynamic SGS model proposed by Germano et al. [2] and modified by Lilly [3] is used to 
model the SGS stress tensor, where the model coefficient is dynamically calculated instead of input 
a priori. The momentum equations are advanced in time explicitly following the second-order 
Adam-Bashforth scheme, except for the pressure term, which is solved by a standard projection 
method. The pressure equation is discrete Fourier transformed in the spanwise direction to obtain a 
set of decoupled equations that are solved by a multigrid technique. The solver used in the present 
simulation has been extensively validated for variety of transitional and turbulent flows [4-7]. A H-
grid within the blade passage is developed by applying the power law to the control functions 
appearing in the elliptic grid-generation scheme [8], which confirms the near-wall orthogonality 
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along the boundaries. A mesh of 400×200×64 points is used here. The computation domain and 
boundary conditions are shown in Fig. 1.  

 

 

 

 

 

 

 

 

 
Figure 1. Computational domain and C-D   
compressor blade in cascade. 

Figure 2. Mean Cp distribution for different Re, 
( 1 2

2
( ) /p ref refC p p W  ,   refers to chordwise distance, 

C chord, p pressure and W inlet velocity) 

3. RESULTS AND DISCUSSION  

Fig. 2 indicates the distribution of time-averaged surface pressure coefficient along the compressor 
blade and compares with that of the experiment [1] at Re = 2.1×105. According to the experiment, 
the distribution of Cp on the suction surface with a plateau in the mid-chord region implies the 
occurrence of a separation bubble. The computed Cp variations agree moderately well with the 
experiment, however it fails to capture the extended bubble on the suction surface. With decrease in 
Re, the pressure plateau increases depicting enhancement of bubble length.  

 

 

 

 

             Figure 3.  Flow angle at exit plane    Figure 4. Turbulence level (%) at exit plane 

The variations of time-averaged flow angle and turbulence intensity along the blade pitch at exit 
from LES data have been shown in Fig. 3 and 4 respectively, which compares well with the 
experiment for Re = 2.1×105. The exit plane is taken at the downstream distance of 20% chord 
length from trailing edge. Further, the velocity profiles and turbulence level at different stations 
along the suction surface are presented in Fig 5. LES resolves the boundary layer growth fairly well 
on the suction surface, although discrepancies exist. The predicted turbulence level compares 
reasonably well with the experiment and illustrates the generation of turbulence in the separation 
region. Towards the trailing-edge the level of turbulence is higher in outer layer, which is 
characteristic of a separated boundary layer. 

The flow on the suction surface of the C-D compressor blade undergoes a significant change with 
further decrease of Re to 50.5 10 . A big separation bubble forms in the second half of the blade and 
begins to shed large-scale vortices. Time-averaged skin friction coefficients (Cf) for both Re are 
shown in Fig 6. The separation and reattachment points are located by zero crossing of Cf plot. It is 
evident from Cf plot that the onset of separation remain almost invariant with Re as found in earlier 
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study [9]. However, for low Re the reattachment point moves downward and the bubble length 
increases by 57%. 

 

 

 

 

 

 

 

 

Figure 5. Velocity profile (top) and turbulence distribution (bottom) at different station (A-E) on 
suction surface: solid line represents the LES and symbols for the experiment [1]. 

 
 
 
 
 

 

Figure 6. Time-averaged skin friction coefficient over the suction surface for different Re 

The evolution of Nusselt number (Nu, based on chord) on the suction surface from LES data are  
presented in Fig 7 as Re decreases. Correlations for laminar (NuL) and turbulent (NuT) flows are also 
superimposed. Upstream of separation point for both Re, Nu matches with the laminar correlation 
justifying that the flow is laminar till it separates. Within the separation region, Nu increases rapidly 
for both cases. At high Re, Nu becomes almost close to turbulent correlation after breakdown, 
whereas it neither follows the laminar nor turbulent correlation at low Re, illustrating that flow has 
not attained turbulent equilibrium after reattachment. 

 

 

 

 

Figure 7. Time-averaged Nusselt number distribution over suction surface 

Instantaneous contours of temperature are superimposed with spanwise component of vorticity for a 
vortex passing time tp and presented in Fig. 8 for both Re. These snapshots illustrate that the flow 
and thermal fields are in good concurrence. Development of both boundary and thermal layers are 
evident. The boundary layer separates near 45% of the chord length (ζ) and then rolls up forming large-scale 
coherent vortices. This effect is enhanced at low Re resulting in a highly unsteady flow. 
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Figure 8. Instantaneous temperature (flood) and z (line) for a vortex shedding cycle at different Re. 

4. CONCLUSIONS 

LES is used to investigate the laminar separated boundary layer and its thermal behaviour over a  
C-D compressor blade as Re decreases. At Re = 2.1×105, LES resolves the flow field with 
reasonable accuracy, however few discrepancies exist. Significant changes occur as Re is  decreased 
to 0.5×105. The flow becomes highly unsteady with occurrence of larger separation bubble and shedding 
of large-scale vortices on the suction surface. The instantaneous temperature contours closely 
follow the vorticity field, illustrating a strong correlation between species and momentum transport. 
Distributions of Nu upstream of separation accords with laminar correlation for both the Re. At high 
Re, the variation of Nu after flow reattachment matches well with turbulent correlation, whereas it 
neither follows the laminar nor turbulent correlation at low Re.  

REFERENCES 

[1] Hobson, G. V., Hansen, D. J., Schnorenberg, D. G. and Grove, D. V., 2001, “Effect of Reynolds 
Number on Separation Bubbles on Compressor Blades in Cascade”, Journal of Propulsion and 
Power, 17 (1), pp. 154-162. 

[2] Germano, M., Piomelli, U., Moin, P., and Cabot, W. H., 1991, “A dynamic subgrid-scale eddy 
viscosity model”, Phys Fluids , A3 (7), pp. 1760-1765.  

[3] Lilly, D. K., 1992, “A proposed modification of the Germano subgrid-scale closure method”, Phys 
Fluids A, 4 (3), pp. 633-635. 

[4] Sarkar, S. and Voke, P. R., 2006, “Large Eddy Simulation of Unsteady Surface Pressure over a Low-
Pressure Turbine Blade due to Interactions of Passing Wakes and Inflectional Boundary Layer”, J. 
Turbomachinery, 128, pp. 221-231.  

[5]  Sarkar, S., 2007, "The effects of passing wakes on a separating boundary layer along a low-pressure 
turbine blade through large-eddy simulation," Proc. Inst. Mech. Eng., Part A, 221, pp. 551-564. 

[6] Sarkar, S., 2008,"Identification of flow structures on a LP turbine blade due to periodic passing 
wakes," ASME J. Fluids Eng., 130, 061103. 

[7] Sarkar, S., 2009, "Influence of wake structure on unsteady flow in an LP turbine blade passage," 
ASME J. Turbomachinery, 131, 041016. 

[8] Hsu, K. and Lee, S. L., 1991, “A Numerical Technique for Two-Dimensional Grid Generation with 
Grid Control at All of the Boundaries” Journal of computational physics, 96, pp. 451-469.  

[9] Samson, A. and Sarkar, S., 2016, "An Experimental Investigation of a Laminar Separation Bubble 
on the Leading-Edge of a modelled aerofoil for different Reynolds Numbers" Proc IMechE Part C: 
J Mechanical Engineering Science, 230(13), pp. 2208-2224. 

 

Page 788 of 943



Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

CONJUGATE HEAT TRANSFER ANALYSIS OF A 

RADIAL HEAT SINK USING OpenFOAM 

Shubham Dalvi* 

shubhamdalvi74@gmail.com 

Dr. V. R. Kalamkar* 

Associate Professor,vilas.kalamkar@gmail.com  

*Department of Mechanical Engineering, Visvesvaraya National Institute of Technology, Nagpur  

ABSTRACT 

Numerical simulations were carried out to study the natural convective heat transfer in a radial heat sink 

which can be used for heat dissipations in circular LED's. The analysis is conducted for different values 

of constant heat flux which is implemented at the base of a heat sink. The effect is studied by comparing 

the thermal performance in each case. The conjugate heat transfer method is applied for executing the 

evaluation using OpenFOAM. 

Key Words: Radial Heat Sink, Natural Convection, Conjugate Heat Transfer, OpenFOAM. 

1. INTRODUCTION 

Due to the enhancements in the technology related to the luminous efficiency of a LED, their market 

demand has increased significantly. Nevertheless, it is estimated that about 70% of the total energy 

consumed by an LED light is emitted as heat, creating a thermal problem. Thus, to improve the 

performance of LED lights, along with the lifespan of its components many researchers have suggested 

different geometrical configurations [1-4]. Seung et al. [1] have carried out parametric studies to 

compare the effects of the number of fins, long fin length, middle fin length and heat flux on the thermal 

resistance and average heat transfer coefficient. Furthermore, Bin Li et al. [2] investigated natural 

convection heat transfer in a radial heat sink with the perforated ring. And it is concluded, that the 

thermal resistance of the radial heat sink with optimized perforated ring reduces by 17%, additionally 

reducing the mass of ring by up to 37%. In this study, a radial heat sink with square fins is analysed for 

the case of natural convection. Moreover, a conjugate method is used for examining heat transfer 

interaction between the fluid and solid domain simultaneously. 

2. MATHEMATICAL MODELLING & NUMERICAL FORMULATION 

 

The schematic diagram of geometry is shown in Figure 1 where radial heat sink is depicted with 

protruded square fins. The vertical fins are radially distributed with regular interval on the horizontal 

heat sink. The heat sink is made of aluminum whose properties are given in Table 1 accompanied by 

the properties of air. The height of each fin is H = 0.0213 m where the solid base has a thickness of 

0.002 m. To capture all the flow physics, the height of fluid domain is kept five times the height of the 

solid fin. Owing to the complex geometry, the non-uniformly distributed unstructured mesh is created 

in ICEM software. Firstly, a surface mesh has been generated with proper refinements near the wall 

(depicted in Figure 1) which is then extruded along the perpendicular direction to make volume mesh. 

The mesh consists of 321180 no of elements with average non- orthogonality of 5.85 and maximum 

skewness of 0.397. The average mesh quality was 0.936 with a minimum of 0.52 for only 0.072 % 

elements. 

Material Cp μ K ρ 

Air 1005 1.834e-5 2.643e-5 Ideal Gas Law 

Heat Sink 891 - 202.4 2719 

TABLE 1. Properties of Air and Heat Sink 
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FIGURE 1. Schematic diagram of a section of Radial Heat Sink & Mesh distribution. 

 

To simplify our analysis, following assumptions were made for completing the numerical 

simulations while keeping the flow physics undisturbed. 

(1) The 3-Dimensional analysis is carried out presuming flow to be steady and laminar in nature. 

(2) All the fluid properties except for density are considered to be independent of temperature. 

(3) The density of air is calculated from the ideal gas law and the Boussinesq approximation is used to 

cater for its variation with respect to temperature. 

(4) As the maximum temperature reached in the domain is considerably small, all the heat transfer by 

means of radiation is neglected. 

In response to the repetitive nature of the geometry, periodic boundary conditions were imposed. A 

derived type of boundary condition “solidWallMixedTemperatureCoupled” is implemented at the fluid-

solid interface for satisfying the conjugate approach. To reduce the computational time and the number 

of grids, only a quarter of the radial sink is simulated. The validation shown in Figure 2 is in good 

agreement with the experiments carried out by Seung et al [1] and hence our computational results can 

be accepted with more certainty.  

 

 
FIGURE 2. Comparison between Computational and Experimental results. 

 
The incompressible based steady-state solver with Boussinesq approximation for performing 

conjugate heat transfer analysis is developed using OpenFOAM. For this, the inbuilt 

chtMultiRegionFoam solver has modified accordingly [3]. Being steady-state analysis, SIMPLE 

algorithm was used for pressure-velocity coupling.  
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3. RESULTS 

The constant heat flux which is supplied at the base of heat sink gets transferred to 

the protruded fins via conduction, and at the air solid interface, the convection takes 

the charge to dissipate the heat to the surrounding. To have a better understanding 

of thermal behaviour, temperature contours are displayed in Figure 3 where a slice 

is cut in XY plane at distance of Z = 0.020 m in the Z direction. As it can be clearly 

seen from the Figure 4 that, as we go on increasing the amount of heat flux provided 

at the base of heat sink, the average temperature difference for both the fluid domain 

and solid domain gets increased. But the rate of increment for the solid domain is 

much larger as compared to that of fluid domain. This can be attributed to the high 

thermal conductivity of aluminium heat sink. It clearly implies that solid fins are 

capable of higher heat transfer rate as compared to the surrounding air for the same 

difference of the heat flux provided. 

q = 200 W/m2 q = 400 W/m2 

  
q = 600 W/m2 q = 800 W/m2 

  
FIGURE 3 Temperature Distribution along XY plane at Z = 0.020 m for different heat flux. 
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FIGURE 4. Variation of the Temperature difference with respect to the heat flux. (T∞ = 303K) 

 
In addition to that, Figure 3 illustrates the influence of increasing heat flux on the temperature 

distribution of the fluid domain. As the outer periphery of the heat sink is enclosed by ambient air which 

is at surrounding temperature of 303K. The fins which are located at the farthest distance from the 

center of radial sink will have a better heat dissipation. Because of the density variation due to 

temperature, the hotter fluid will escape out to the upward direction which is replaced by the cold air 

coming from the surrounding. But as fluid flows towards the center, the heat dissipation reduces 

significantly. This is mainly because of the constrictions that are created by the closely spaced solid 

fins. Finally, it also supports the fact that, as we elevate the value of heat flux supplied, the surface 

temperature of the solid fins gets increased accordingly. 

4. CONCLUSIONS 

This study deals with CFD analysis of constant heat flux provided at the base of a radial heat sink trying 

to simulate the phenomenon similar to that of circular LED’s. Four different values were used to analyse 

the effective thermal dissipation from a heat sink with radially distributed square fins. The numerical 

model is initially validated before carrying out the further investigation. It is found that as we go on 

increasing the heat flux, it leads to more non-uniform distribution of temperature primarily because of 

the uneven distribution of solid fins. This eventually leads to the formation of localised hot spot near to 

the centre of the heat sink.  
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ABSTRACT 

Q-switched lasers are effective in the treatment of Ota’ Nevus, but complications can arise after 
laser treatment due to high residual temperature. In this study, a four-layer skin model for Ota’s 
Nevus was established and a local thermodynamic non-equilibrium two-temperature model was 
proposed to obtain skin temperature after treatment. Skin cooling was introduced to protect the skin 
from thermal damage. The effects of different cooling procedures were investigated. The results 
show that 1064nm laser has better performance than 755nm laser for deep-buried melanosomes. 
Cryogen Spray Cooling (CSC) is effective only in cooling the epidermis, while continuous cold air 
cooling can cause a larger drop in dermal temperature, which can effectively protect the dermis. For 
755nm laser, -10oC cold air cooling for 15s combining 100ms CSC can effectively protect both the 
epidermis and the dermis. For 1064nm laser, 100ms CSC is necessary.  

Key Words: Laser Dermatology, Nevus of Ota, Skin Cooling, Two-temperature Model. 

1. INTRODUCTION 

Nevus of Ota is a pigmentary disorder consisting of blue-black or grey-brown patchy lesions that 
occur in areas along the first and second branches of the trigeminal nerve (FIGURE 1). It is 
common in Asians and Africans but rare in Caucasians. Possible etiology of this dermal pigmentary 
disorder is failure of melanocytes migration from the neural crest to the epidermis during foetal 
stage. So far, the use of 755nm Q-switched laser has been proven effective in the treatment of Ota’ 
Nevus, but adverse reactions and complications such as bleeding during treatment, hyper- 
pigmentation and hypopigmentation can still arise from laser treatment, especially for Asians with 
high epidermal melanin concentration. External skin cooling including cryogen spray cooling (CSC) 
and cold air cooling, has been used in laser dermatology to protect the skin from unwanted thermal 
damage, but has not been introduced to the laser treatment of Ota’s Nevus. The objective of this 
study is to investigate the effect of different cooling procedures on laser treatment of Ota’s Nevus 
and propose an approach for skin protection from thermal damage. 

 

FIGURE 1. Nevus of Ota [1] 

                                                            
 This work was financially supported by National Nature Science Foundation of China (51727811) 
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2. MATHEMETIC MODEL AND ALGORITHM 

In this paper, a four-layer Nevus of Ota skin model was established that consists of a skin tissue 
matrix and melanosomes superposed on the matrix (FIGURE 2). The four parallel planar layers are 
the 60-μm thick epidermal layer and three dermal layers with thicknesses of 440μm, 1500μm and 
1000μm, respectively. The dermal melanosomes are contained in the second dermal layer. Melanin 

content in the epidermal layer and the 2nd dermal layer is 15% and 35%, respectively. 

 

FIGURE 2. Schematic of the skin model for Nevus of Ota 

The epidermal layer and the dermal melanin layer are mixtures of skin matrix and spherical 
melanosomes, which can be respectively treated as matrix and discrete small heat sources that fill in 
the voids of porous medium. Representative element volume (REV) in porous media is the smallest 
volume over which a measurement can be made that will yield a value representative of the whole. 
In FIGURE 2 it is the repeating unit cells composed of normal tissue and several melanosomes. In 
this case, two energy equations, one for each phase, are used to describe the heat transfer between 
the two phases. The metabolic and blood perfusion terms can be neglected, due to the short duration 
of laser pulse. Then the reduced energy equations for the description of melanosome temperature Tm 
and tissue temperature Tt are given as follows, 

   ,
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                                                                                              (1) 
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where ε is the volumetric fraction of the melanosome, ρ is density, cp is specific heat, k is thermal 
conductivity, h is heat transfer coefficient, and a is the specific interfacial area. The Subscripts m 
and t represent melanin and skin tissue, respectively. Qm and Qt are energy absorbed by the 
melanosome and the skin tissue, which only exist during the laser pulse duration. 

3. RESULTS 

We investigated the temperature distributions of the skin matrix and melanosomes after laser 
radiation without cooling, with CSC and with cold air cooling, respectively. FIGURE 3. (a) shows 
the skin temperature distribution along the depth at the beam center immediately after 60ns of 755-
nm laser irradiation. The laser irradiation energy density is 5J/cm2. The threshold disruption 
temperatures are 70oC for skin tissue and 112oC for melanosomes [2] [3], respectively. As shown in 
FIGURE 3. (a), the temperature of epidermal melanosome reaches 128oC, and both the epidermal 
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and the dermal temperature exceed 70oC, which may cause unwanted thermal damage to the skin. 
The highest temperature of dermal melanosome is 156oC, which is enough for melanosome 
disruption. However, the disruption can only reach a depth of 40μm. Temperature of dermal 
melanosome buried deeper than 1200μm remains unchanged. Therefore, when treatment is 
performed without cooling procedure, the skin is vulnerable to laser irradiation.  

The temperature distributions of the skin tissue and melanosomes immediately after 1064nm 
Nd:YAG laser irradiation are plotted in FIGURE 3. (b), with pulse duration of 6ns and energy 
density of 8J/cm2. Laser at wavelength of 1064nm with short pulse duration of 6ns introduces less 
thermal diffusion between the melanosomes and the skin tissue, resulting in lower tissue 
temperature than those in FIGURE 3. (a), thus higher energy density is required to achieve good 
clearance. Melanosome temperature reaches 120oC in epidermis and 145oC for dermis, both 
exceeds the threshold. The tissue temperatures remain below 41oC, which is safe for the normal skin 
tissue. It is clear that the melanosomes buried at depth of 500-2000μm have higher temperature 
rises compared with those in FIGURE 3. (a), which indicates that 1064nm-laser has better 
performance when dealing with melanosomes buried deeper in the dermis.  
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    (a) 755nm                                                    (b)1064nm 

FIGURE 3. Temperature distribution of the skin immediately after laser irradiation without cooling  

Cryogen Spray Cooling (CSC) is effective in chilling down the epidermis. On the other hand, 
continuous cold air cooling can cause a larger drop in dermal temperature, which can effectively 
protect the dermis. When cold air at temperature of -10oC is applied for 15s, followed by 100ms of 
R134a (boiling point: -26.1oC) spray cooling, the temperature distribution immediately after laser 
irradiation within the skin is shown in FIGURE 4. (a). The wavelength of the laser is 755nm, with 
pulse duration of 60ns and energy density of 5J/cm2.  Compared to the result in FIGURE 3. (a), the 
highest temperature of the epidermal melanosomes and tissue are 77oC and 27oC, respectively. The 
dermal tissue temperature is below the threshold as well. In summary, CSC combining cold air 
cooling is an effective and promising way for skin protection from thermal damage in 755-nm laser 
treatment of Ota’s Nevus.  

Skin temperature distribution after 1064-nm laser irradiation with pulse duration of 6ns, energy 
density of 8J/cm2 and R134a precooling of 100ms is plotted in FIGURE 4. (b). The highest 
temperature of epidermal melanosomes is 88oC, which has achieved an ideal cooling effect. Unlike 
755-nm laser, 1064-nm laser does not cause a large temperature rise in the dermis, thus dermal 
protection is not necessary. CSC is effective to protect the skin for Nd:YAG laser. 
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(b) 755nm with CSC combining cold air cooling       (b) 1064nm with 100ms CSC 

FIGURE 4. Temperature distribution of the skin immediately after laser irradiation  

4. CONCLUSIONS 

Laser treatment has become the effective therapy for Nevus of Ota, but adverse reactions and 
complications can arise from high residual temperature. Unfortunately, external skin cooling 
including cryogen spray cooling (CSC) and cold air cooling has not been introduced to the laser 
treatment of Ota’s Nevus. In order to obtain skin temperature after laser irradiation, a four-layer 
Nevus of Ota skin model is established in this work. The temperature of the skin after laser 
treatment can be obtained with the local thermodynamic non-equilibrium two-temperature model.  

We investigated the temperature distributions of the skin after 755-nm and 1064-nm laser radiation 
without cooling, with CSC and cold air cooling, respectively. When simulation is performed using 
laser beam at a wavelength of 755nm and energy density of 5J/cm2, the temperatures of the tissue 
and epidermal melanosomes exceed their temperature thresholds without cooling procedure, which 
causes damage to the skin. The results show that 1064 nm-laser has better performance than 755-nm 
laser when dealing with melanosomes buried deeper in the dermis. CSC is effective but can only 
chill down the epidermis and the superficial layer of dermis. It is sufficient for skin protection in 
1064-nm laser treatment. In comparison, continuous cold air cooling can cause a larger drop in 
dermal temperature, which can effectively protect the dermis. When 100ms of CSC combining 15s 
of -10oC cold air cooling is implemented, temperatures of the tissue and epidermal melanosomes are 
below their temperature threshold. In summary, CSC combining cold air cooling is the best way for 
skin protection from thermal damage in 755-nm laser treatment of Ota’s Nevus. 
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ABSTRACT 

When a liquid drop impacts onto a solid surface, thin air film is generally entrapped between the 

droplet and the substrate at the central portion which eventually evolves into a spherical air bubble 

due to minimization of surface energy. This interetsing phenomenon during impact of molten metal 

droplet in thermal spray deposition, also involving freezing of the droplet, is not clearly understood 

due to opaque nature of the metal droplet. This study for the first time numerically report the air 

entrapment dynamics during impact of high velocity micron size molten metal droplet onto a solid 

substrate by considering fluid flow, heat transfer, solidification phase change, ambient air and free 

surface deformation. Earlier models have not considered heat transfer and phase change and focused 

on hydrodynamics and free surfce deformation only. The volume of fluid surface tracking method 

(VOF) coupled with the solidification heat transfer model within a one-domain continuum 

formulation is utilized. Results shows that initially a thin circular film of air was entrapped in the 

droplet which grew into an  air bubble and  eventually detached through the upper surface of the 

droplet creating a hole in the central portion of the droplet. It is also found that wettability of the solid 

surface affects the detachment of the air bubble, suggesting a method for bubble elimination in many 

drop-impact applications.  

Key Words: Metal droplet, High-speed impact, Entrapped air dynamics, Solidification, Free 

surface, Wettability. 

1. INTRODUCTION 

A thermally sprayed coating is built up by impact of molten droplets onto a solid substrate. The 

individual droplet forms a splat through the processes of  flattening, rapid solidification and cooling 

of the impacting droplet. Then, the splats are piled up layer by layer, forming the coating deposition. 

The quality of the coating is closely linked with the way the individual splatis formed. Such droplet 

impingement onto the substrate with a small diameter (~μm), high temperatures (~3000 K), and high 

velocities (~100 m/s) involves complex phenomena, such as free surface deformation, fluid dynamics,  

solidification, air entrapment and heat transfer. Among these the air entrapment is of great interest 

because of its key role in controlling the quality of droplet-substrate adhesion during the deposition 

process. Moreover, the air entrapment also influences the layered microstructure and bonding 

between the splat-substrate and splat-splat interface. Air entrapment in the droplet during its impact 

onto a solid subsrate has been widely reported experimentally and numerically for transparent 

droplets at  room temperature (a review is reported in refrence [1]). Howevere, there are only a few 

studies  for opaque molten metal droplets [2–4]. For the molten droplet case air entrapment and its 

dynamics is very difficult to visualize experimentally due to opaque nature of the droplet. Therefore, 

in this case numerical simulation becomes an effective tool for performing the investigation. Mehdi-

Nejad et al. [2] modelled the motion of molten nickel droplet on a flat surface. They observed the air 

entrapment in the droplet and suggested the formation of central pore causesd by the air entrapment 

dynamics. In their simulation only hydrodynamics of droplet impact was considered, howevere, heat 

transfer between the splat and substrate and freezing of the droplet were ignored. It must be noted 
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that due to these assumptions the state-of-the-art numerical investigations of air entrapment and its 

dynamics are severely incomplete, and hence there is a great need to study the air entrpament 

dynamics by considering heat transfer and solidification in order to represent the actual conditions of 

the thermal spray deposition process. The current study numerically investigates the air entrapment 

and its dynamics during impact of a high-speed molten metal droplet onto a solid substrate by 

considering heat transfer and solidification. This study also seeks  to observe the effect of surface 

wettability on the behaviour of entrapped air.  

2. MODEL  

The problem considered is shown schematically in Fig. 1. A molten molybdenum droplet with a diameter 

of 40 µm at an initial uniform temperature of 3083 K is impacting on a flat aluminum substrate with a 

velocity of 140 m/s. The thermophysical property data used in the simulations have been taken from 

reference [5].The model used in the current study has been discussed in detail elsewhere [3], therefore, 

here only the specific features of the model are mentioned. The governing equations are shown in 

Table 1. In the droplet impingement model transient fluid flow during the droplet impact, its 

subsequent spreading, heat transfer and solidification are considered using the volume of fluid surface 

tracking method (VOF) coupled with a solidification model within a one-domain continuum approach 

based on the classical mixture theory [3,6]. For computational cells which are undergoing the phase 

change (solidification), the solid-liquid interaction in the momentum conservation (Eq. 4) is 

considered using the Darcy source term Su [6]. Momentum conservation equation accounts for 

surface tension effects at the free surface using 𝐹𝑣𝑜𝑙 source term which is considered by a continuum 

surface force model [3]. The momentum and the energy conservation equations (Eqs. 4 and 5) are 

coupled. The source term Sh (in Eq. 5), for handling the solidification phase change, is active only for 

the computational cells filled with a molten droplet (F = 1). In the substrate, only the conduction heat 

transfer is solved (Eq. 6). A thermal contact resistance value of 1.010-8 m2 K W-1 is used for 

considering the droplet-substrate imperfect contact.  

 

Figure 1: Computational domain   

VOF equation 
𝜕𝐹

𝜕𝑡
+ ∇. �⃗� 𝐹 = 0       (1) 

Definition of mixture 

quantities for a cell 

in the mushy state 

𝑓𝑠 + 𝑓𝑙 = 1,  𝑐𝑒𝑓𝑓 = 𝐹 𝑐𝑑 + (1 − 𝐹)𝑐𝑎𝑖𝑟 , 𝜌 = 𝐹𝜌𝑑 + (1 − 𝐹)𝜌𝑎𝑖𝑟  

𝑘𝑒𝑓𝑓 = 𝐹 𝑘𝑑 + (1 − 𝐹)𝑘𝑎𝑖𝑟 , 𝑘𝑑 = 𝑓𝑙𝑘𝑙 + (1 − 𝑓𝑙)𝑘𝑠, 𝜇 = 𝐹 𝜇𝑑 + (1 − 𝐹)𝜇𝑎𝑖𝑟 
(2) 

Continuity equation 
𝜕𝜌

𝜕𝑡
+ ∇. (𝜌�⃗� ) = 0 (3) 

Momentum conservation 

equation 

𝜕

𝜕𝑡
(𝜌�⃗� ) + ∇. (𝜌�⃗� �⃗� ) = −∇𝑝 + ∇. [𝜇(∇�⃗� + ∇�⃗� 𝑇)] + ρ𝑔 + 𝐹𝑣𝑜𝑙 − S�⃗�  

𝑆�⃗� = {[𝐶
(1 − 𝑓𝑙)

2

𝑓𝑙
3 + 𝑒

] �⃗�            𝐹 = 1

        0                          𝐹 < 1

 

(4) 
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Energy conservation 

equation 

𝜕

𝜕𝑡
(𝜌𝑐𝑒𝑓𝑓𝑇) + ∇ ∙ (𝜌�⃗� 𝑐𝑒𝑓𝑓𝑇) = ∇ ∙ (𝑘𝑒𝑓𝑓∇𝑇) + 𝑆ℎ 

𝑆ℎ = {−𝐿 [
𝜕

𝜕𝑡
(𝜌𝑓𝑙) + ∇. (𝜌�⃗� 𝑓𝑙)]          𝐹 = 1

                          0                             𝐹 < 1

 

𝑓𝑙 = 0         𝑖𝑓 𝑇 ≤ 𝑇𝑠𝑜𝑙𝑖𝑑𝑢𝑠,  
𝑓𝑙 = 1           𝑖𝑓 𝑇 ≥ 𝑇𝑙𝑖𝑞𝑢𝑖𝑑𝑢𝑠 

𝑓𝑙 =
𝑇 − 𝑇𝑠𝑜𝑙𝑖𝑑𝑢𝑠

𝑇 − 𝑇𝑙𝑖𝑞𝑢𝑖𝑑𝑢𝑠

             𝑖𝑓 𝑇𝑠𝑜𝑙𝑖𝑑𝑢𝑠 < 𝑇 < 𝑇𝑙𝑖𝑞𝑢𝑖𝑑𝑢𝑠  

(5) 

Substrate: Conduction 

heat transfer equation 

𝜕

𝜕𝑡
(𝜌𝑠𝑢𝑏𝑠𝑐𝑠𝑢𝑏𝑠𝑇) = ∇ ∙ (𝑘𝑠𝑢𝑏𝑠∇𝑇) 

(6) 

 

Symbols: 

c        Specific heat capacity 

C      Constant related to Darcy source term  

f         Weight fraction  

F       Volume of fluid function  

Fvol    Continuum surface tension force 

𝑔        Acceleration due to gravity vector 

k        Thermal conductivity 

L       Latent heat of fusion 

t        Time 

T       Temperature 

�⃗�        Continuum velocity vector  

Greek symbols 

µ      Dynamic viscosity 

ρ        Density 

Subscripts  

d Droplet  

subs       Substrate 

air Air  

eff Effective 

l             Liquid  

s             Solid 

Table 1: Governing equations 

3. RESULTS AND DISCUSSIONS 

Figure 2 shows the pressure map near the imapct zone at different time while the droplet is 

approaching towards the substrate. Here negative time shows the time before the impact. As the 

droplet approaches towards the substrate, pressure rises in the air region between the droplet and 

substrate  which can be seen from the  pressure contour. The cause of the air presure rise is due to the 

effect of  air viscosity which hindered the air escape from the thin region. Due to this pressure rise, 

bottom surface of the droplet gets flattened which can be clearly seen in the Fig. 5 (t = -0.0087 µs). 

As the droplet impacts on the substrate, its pressure rises upto 6000 MPa in a short duration of  time 

(0.028 µs, Fig. 3). After this droplet started to deform in the radial direction and pressure started to 

decrease.  

 

   
t = -0.0018 µs t = 0 µs t = 0.0034 µs 

Figure 2: Pressure maps 

After the initial contact is made, air is entrapped as a thin circular film under flattened droplet bottom 

surafce and the substrate (Fig.5, t = 0.0013 µs) which is eventually evolved to an air bubble (t = 

1.6107 µs)  and reside at the centre, and it remained there during the subsequent  flattening of the 

droplet. After the time t = 2.3071 µs air bubble gets detached from the substrate and formed the central 

hole which is often seen in the actual coating deposit. Figure 5 shows the sequential images of the 

evolution of an entrapped air film into a  buble and its detachment. It can be observed that once the 

entrapped air film formed, it retract very rapidly (0.0013 µs - 0.1113 µs) to minimize the surface 

energy. Further, the air volume contracts into a toroidal bubble at time, t = 0.2913 µs. 
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Figure 3: History of pressure variation 

 
Figure 4: Temperature history at different 

heights from substrate 

At later time, pinch-off of the liquid part that had been confined within the core of the toroidal bubble  

and generates a tiny secondary (daughter) droplet on the substrate (Fig. 5, t = 0.3413 µs). After this 

time air bubble stay in this position untill the liquid thickness decreases due to droplet flattening  and  

then air bubble detachment occurs. The effect of  entrapped air dynamics is also reflected in the 

temperature-time profile at the bottom point of the droplet (Fig. 4) and at the top substrate point. It 

can be seen in the Fig. 4 that, as the droplet impact on the substrate, droplet bottom temperature shoots 

up to point A. More air gets collected gradually at the centre due to entrapped air dynamics and the 

temperature decreases to point B, this happens due to the fact that the air temperature is very low due 

to lower value of thermal conductivity. Consequently, small air bubbles which are approaching 

towards the central portion collide with each other and some part of the heated droplet comes near 

the considered point and hence, the temperature shoots up to point C. The accumulated bigger volume 

of air rests in the same state. During this period the temperature is almost constant (from point C to 

D) during this period the droplet layer becomes thinner and thinner due to spreading. Then afterward 

the accumulated air escapes into the atmosphere, as the liquid layer becomes very thin. The effect of 

this entrapped air dynamics is also reflected in the substrate temperature profile (Fig. 4). Effect of 

contact angle is also seen in the simulations with contact angle of 90º and 30 º. From  Fig. 6 it can be 

seen that entrapped air shape is very different in both the cases (Fig. 6). For high contact angle 

(hydrophobic surface) the air resides at the substrate surface and gets detached as the air- droplets 

interface aprroaches the air bubble and droplet become thinner. For lower contact angle (hydrophilic 

surface) the air bubble rises upward direction in the droplet (Fig. 6, t = 0.1813 µs) and detached from 

the liquid-air interface (t = 1.7313 µs). It can be concluded that air bubble can be detached from the 

droplet material for the  hydrophilic surfaces and it can enhance droplet-substrate adhesion quality.  

It can also be seen that time of air bubble detachment is very less in case of lower contact angle 

(hydrophilic surface) compared to high contact angle (hydrophobic surface).  

   
t = -0.0087 µs t = 0.1813 µs t = 0.3913 µs 

   
t = 0 µs t = 0.2113 µs t = 1.6107 µs 

Droplet Air 

Substrate 
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t = 0.0013 µs t = 0.2913 µs t = 2.0821 µs 

   
t = 0.0113 µs t = 0.3213 µs t = 2.2571 µs 

   
t = 0.1113 µs t = 0.3413 µs t = 2.3071 µs 

 

Figure 5: Evolution of shape of the entrapped air 

Contact angle 
 

90º 

  
 t = 0.1813 µs t = 2.3071 µs 

30º 

  
 t = 0.1813 µs t = 1.7313 µs 

Figure 6: Effect of contact angle on entrapped air bubble 

4. CONCLUSIONS 

The presented model captures air entrapement at the central portion of the droplet during the high-

speed impact of a molten metal droplet onto a substrate. It is found that initially a thin circular film 

of air was entrapped in the droplet which grew into an air bubble and eventually detached through the 

upper surface of the droplet creating a hole in the central portion of the droplet. The central hole is 

usually seen in the splat formed in thermal spray deposition. The current model can further provide 

deeper insight of the air entrapment in thermal spray coating by overcoming the technical constraints 

in performing the real-time experiments of high-speed imapct and freezing of opqaue molten metal 

droplets. For higher contact angle the air bubble tend to remain adhered to the substrate surface, 

whereas for lower contact angle the entrapped air bubble is not adhered to the substrate instead it rises 

in the droplet. This indicates that good wettability is beneficial for air bubble detachment and suggests 

a method for bubble elimination in many drop-impact applications. 

Retraction of air film Pinching of liquid  

metal 

Moving bubble  

Stationary bubble 
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ABSTRACT

A-segregation is amacrosegregation patternwhich emerges due to the flow of solute-rich interdendritic
fluid via thermosolutal convection. This has a detremental effect on steel ingots. Thus modeling of
this phenomenon through numerical simulations is an area of great interest. During modelling, the
description of the mushy zone is a key aspect due to its impact on fluid flow. In the present study, a real
time mushy zone permeability model has been developed using the depedence of its permeability on
the local cooling rate. This model can be further developed to predict the formation and the location
of other phenomena such as negative base segregation, V-segregation etc.

KEYWORDS: Macrosegregation, A-segregation, Solidification Modelling

1 INTRODUCTION

Since 19th century, steel ingots are being produced to serve the ever increasing demand of steel
products worldwide. Understanding of the solidification behavior of such ingots is imperative to create
defect free steel ingots. Time and cost intensive pouring-sectioning experiments were performed to
understand the solidification process. Considerable research work [1, 2, 3] is underway to develop
a numerical model that can simulate the ingot solidification accurately, still a lot of improvement is
needed to achieve the desirable confidence in the results of such models.

Macrosegregation refers to the defect caused due to variation in alloy composition over a length
scale varying from a few millimeters to meters.The undesirable effects on the mechanical properties
due to the compositional inhomogenity make macrosegregation a highly undesirable phenomenon.
Macrosegregation manifests itself in a variety of patterns such as A-segregates,V-segregates,negative
base segregates etc. The A-segregates are the defects which appear in casting of large steel ingots.
They are caused due to the thermo-solutal convection of solute rich liquid arising due to density
difference caused due to segregation of elements such as S,P,C and Si into the liquid.Hence, the
detection and elimination of A-segregates through numerical simulations of steel ingot castings can
be of huge commercial and scientific benefit.

In the present study, an attempt has been made to improve the mixture continuum solidification
model [4, 5] by development of mushy zone permeability model which modifies the value of mushy
zone parameter (Amush) in real time based on the cooling rate of mushy zone. Secondary dendritic
arm spacing-SDAS(λ2) has been used to interlink the mushy zone parameter and the cooling rate.
Further modifications to the permeability model are made to obtain more accurate predictions with
regard to the location of the defect. The developed model successfully demonstrates the A-segregation
phenomenon.

2 NUMERICAL MODEL

For simulation purposes, cylindrical ingot is treated as a 2-D axisymmetric geometry. Multi-
component system in ANSYS Fluent, which implements finite-volume method couples with a contin-
uum solidification model, has been used to solve mass, momentum, energy and species conservation
equations.
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The mushy zone is modeled as a porous medium through enthalpy-porosity technique in ANSYS
Fluent. Mushy zone porosity appears as a sink term(S) in the momentum conservation equation.

S =
(1 − β)2

(β2 + ε )
Amush~v (1)

where β is the liquid fraction, ε is a non-zero term to avoid division by zero and Amush is the
mushy zone parameter which is a measure of permeability in the semi-solid regime.The solidification
module in Ansys Fluent assumes a constant value of Amush throughout the solidification simulation.
This assumption is not valid as the mush permeability is known to vary throughout solidification.
The variation of the permeability constant as a function of viscosityµ and SDAS is given by the
Blake-Kozeny model:

Amush =
180µ

λ22
(2)

Further, from experiments it has been established that SDAS and the cooling rate(Ṫ) are interrelated.
M. El-Bealy et. al. developed an empirical relationship to estimate SDAS for steels containing less
than 0.53 wt pct carbon as a function of the cooling rate[6]:

λ2 = A1Ṫ−n10−6 (3)

where A1 = 148 and n = 0.38. Using the Equations 2, 3, a direct relationship between Amushand Ṫ is
established.

Amush =
180µ1012

(A1Ṫ−n)2
(4)

This variation in Amush is calculated only for cells which were in mushy zone (0 < β < 1).

3 RESULTS

An axisymmetric simulation domain of dimension 20 mm * 50 mm was setup with convection at
the bottom and outer walls (h = 35W/m2K) and ambient temperature(Tw = 350K). The top face
was insulated and no-slip boundary condition was applied at the walls. A mesh of size 0.25mm was
generated. Ansys Fluent Finite-Volume solver was used to run the simulations.The SIMPLE scheme
was used to solve the momentum equation and power law scheme was used to solve the scpecies
and energy equations.Both solutal and thermal buoyancy effects were considered for the simulation.
Scheil based solidification module was used to slove for evolution of solid fraction.The simulation
was performed for medium-carbon steel. The material parameters used for the simulations are given
in Table 1.
Three different cases of modeling are shown in Figure 1 with carbon concentration maps after 12
minutes of simulation. On using a fixed default value of Amush the model is unable to predict
formation of A segregates as shown in Figure 1(a). Further on using a real time calculation of Amush

the model can predict the formation of A-Segregates. However the exact location cannot be identified.
This is shown in Figure 1(b).
On comparison with the experimental observations, it was found that on multiplying the Amush term
by a correction factor(CF ) of magnitude 0.2 the model prediction matches with the experimental
prediction. The result of the modified Amush is shown in fig 1(c). The modified version of mushy
zone permeability model is given by:

Amush = CF

(180µ1012
A1Ṫ−n

)
(5)

With the use of modified mushy zone permeability model for changing Amush in real time during
solidification simulation, the model was successfully able to predict the location of A-segregates in the
steel ingots. The A-segregate formation was successfully simulated for a representative steel However,
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ingot. The comparison of the eperimental and model
predictions is shown in Figure 3.The segregation of
carbon along the centreline obtained by simulating
the complete solidification of the ingot using modi-
fied mushy zone permeability model. This has been
compared with experimental results and is shown in
Figure 2. As the ingot size used for simulation is much
smaller than the experimental ingot, height of both in-
gots has been normalized to get a uniform scale for
comparison. Both the experimental and simulation
results demonstrate negative segregation in the lower
half and positive segregation in the upper half of the
steel ingot. The percentages of segregation also match
reasonably well in the top and bottom region of ingot.

Liquidus Temperature 1808 K
Partition Coefficient 0.324
Thermal Expansion
Coefficient 1.07 x 10−4K−1

Solutal Expansion
Coefficient 1.4164

Viscosity 0.0042 kgm−1s−2

Density 6990 kgm−3

Specific Heat 500 Jkg−1K−1

Thermal Conductivity 39.3 W m−1K−1

Latent Heat 27000 Jkg−1

Table 1: Material Properties used for the
Simulation

(a) (b) (c)

Figure 1: Carbon concentration maps of 50 mm * 20 mm axisymmetric domain with Co = 0.51 wt.
% and 0.25 mm grid size after 12 minutes with (a) default Amush = 105, (b) variable Amush , and (c)
variable CF Amush

the transition from negative to positive segregation happens earlier in the case of simulation while
going from bottom to top. This could be attributed to the different setup conditions, and smaller size
of ingot used for simulation which makes it easier for solute to diffuse to nearby locations.

Rayleigh number criterion for A-Segregation

The Rayleigh number can be used as a criterion to predict the formation of A-Segregates in the ingot
under a given set of conditions, (Thermal Gradient,Cooling Rate,Alloy Composition,Densitiy). M.
Torabi et al. [7] developed a modified Rayleigh number-based criterion which predicted that the
A-segregates would form when Rayleigh numbers were in the range of (17 ± 8). This criterion was
further validated by E. J. Pickering et al.[3] by using the criteria to successfully predict formation
A-segregates in two different steel ingots. The modified Rayleigh number is given by

Ra = 2.3810−6C1.1−3.99Co
o ∆ρ

G

Ṫ1.7232
(6)

where Ra is the Rayleigh number and G is the thermal gradient.
A Rayleigh number map was obtained using Equation 6 along with the modified Amush term was
able to pin-point the regions of formation A-segregates. It can be observed in Figure 4 that Rayleigh
numbers are considerebly high(≈ 100) in regions of A-segregates whereas at other regions it is
considerebly low.
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Figure 2: Experimental [8] vs
Simulated Centreline segregation
profile for Co = 0.51 wt% C

Figure 3: Comparison of Exper-
imental [8] and Simulated solid
Steel ingot

Figure 4: Rayleigh number
for points (a)-(h) calculated at
Time=450s and β=0.2.

4 CONCLUSION

In the present study, the A-Segregates formation in steel ingot was predicted through solidification
simulation of a representative small steel ingot. Following points conclude the insights acquired
from the study:

• A mushy zone permeability model was developed which calculated value of Amushin real time
based on the cooling rate of mushy zone during simulation.

• A correction factor (CF=0.2) was implemented in the developed permeability model so as to
obtain a more accurate model prediction.

• Using the modified mushy zone permeability model, a clear manifestation of A-segregate
formation was shown in Figure 3. The carbon segregation maps predicted by the model were
in good agreement with the A-segregates observed in the experimental data.

• Centreline segregation comparison of scaled simulated and experimental ingots showed good
qualitative match with negative segregation in bottom portion and positive segregation in top
region(Figure 2).

• Rayleigh number study was performed to calculate Ra values at the time when A-segregates
start to form. Distinctively high values obtained at locations where A-segregate is about to
evolve.

A significant quantitative discrepancy still exists between the simulated and experimental data
(Figure 2). Main reasons for this discrepancy can be attributed to the following: (1) Neglecting
microstructural morphology that develops during solidification; (2) ignoring the solidification
shrinkage; (3) simplification of geometry and boundary conditions used for steel ingot; (4)
simplification of the Fe-C phase diagram; etc.; (5)Mould filling process which impacts the evolution
of solidification interface through residual flows and temperature gradients has not been taken into
account in the present study. To improve the accuracy of simulations, further improvements in the
above mentioned areas are required.
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ABSTRACT 

A numerical investigation of electro-osmotic flow in water saturated porous media is presented. The 

aim of the work is to analyse the effectiveness of using electro-osmosis to drive flow through water 

saturated porous media. Electro-osmotic flow is studied by using two sets of equations, one for the 

reproduction of the electro-kinetic forces, and the other to simulate fluid flow through porous 

media, based on the generalised model. The results show that the presence of porous media 

increases the range of channel width over which the electro-osmotic flow is effective, and produces 

higher flow rates than free channels of the same widths. The results also prove that beyond 100μm 

channel width, electro-osmotic flow is effective only if porous media are employed. 

Key Words: Electro-osmosis, Finite element, CBS, Width effect, Generalised porous medium model. 

1. INTRODUCTION 

Electro-Osmosis (EO) is used in several applications in the fields of engineering and biology. The 

operation of EO driven systems is based on the interaction between solids and electrolytes. A solid 

surface in contact with an electrolytic solution becomes spontaneously charged. Therefore, the ions 

of the solution concentrate close to the charged surface, generating the so-called Electric Double 

Layer (EDL) [1]. The application of an external electric field makes the ions of the EDL moving, in 

order to restore the electro-neutrality of the system. As a consequence, the nearby ions are dragged 

and Electro-Osmotic Flow (EOF) is generated. As the distance from the charged surface increases, 

the ions concentration decreases and therefore EO effect weakens. For this reason, introducing 

charged porous media can potentially enhance EOF, as charged particles increase charged surfaces 

area and contribute to fluid flow [2, 3]. In order to investigate the effectiveness of using porous 

media to enhance EOF, a numerical model of EOF through porous media is proposed in this work. 

EOF is modelled by employing two sets of equations, one to study the electrical field, the other to 

model the fluid flow. In particular, the fluid flow through porous media is analysed by using the 

generalized porous medium model, which has been proposed in the past to study EOF in micro-

channels packed with charged spherical micro-particles, by either using analytical models or Lattice 

Boltzmann Method (LBM) [4]. In this work, the Characteristic Based Split (CBS) algorithm and the 

finite element method are used to solve the generalised porous medium model [5].  

The numerical model proposed is presented in Section 2, the computational domain and the 

boundary conditions used in the study are described in Section 3. In order to determine the evidence 

for effectively using porous media, a comparative study between micro-channels with and without 

porous media is presented in Section 4. Finally, some conclusions are given in Section 5. 
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2. MATHEMATICAL MODEL AND SOLUTION PROCEDURE 

Electro-kinetic effects, responsible for EOF, are studied through a Laplace equation for external 

potential, φ , and a Poisson-Boltzmann equation for the Electric Double Layer (EDL) potential, ψ . 

Fluid flow is modelled by using the generalised model for porous media, modified by introducing a 

source term in the momentum equation to take into account the electro-kinetic forces [7]. The non-

dimensional form of these equations is given as follows: 

 

External potential  EDL potential  Continuity  
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In the EDL potential equation, κ , known as Debye-Hűckel parameter [4], is the reciprocate of the 

EDL thickness, which accounts for the properties of the electrolyte, and Lref, is the reference length, 

assumed equal to the channel width, W. In the continuity equation β is an artificial compressibility 

parameter [5,6], whereas in the momentum equation Φ is the porosity of the medium and cF is a 

non-dimensional form-drag constant. The dimensionless form of the governing equations for forced 

convection is obtained through the following non-dimensional scales:  
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where z is the valance of the ions, e is the elementary charge, kB is the Boltzmann’s constant, T is 

the temperature measured in kelvin, ρ is the density, µ is the dynamic viscosity, Re is the Reynolds 

number, n0 is the ionic number concentration in the bulk solution, J and Jeff are the non dimensional 

source terms, uref is the reference velocity, ε is the dielectric constant of the electrolyte, ε0 is the 

permittivity of vacuum, In is the modified Bessel function of the first type of order n, Rp is the 

average pore size, Da is the Darcy number, K is the medium permeability, Ex is the applied 

electrical field and ζ w  is the zeta potential of the channel walls.  

It is worth noticing that the generalised model for porous media approaches the Navier-Stokes 

equations for free fluid when permeability, κ, goes to infinity and porosity, ε, approaches unity. 

Both the Laplace and Poisson-Boltzmann equations are solved explicitly, by adding a pseudo time 

term which becomes negligible when a steady state solution is reached. They are temporally 

discretized using a forward difference approach and spatially discretized through the standard 

Galerkin finite element method. The solution of Laplace and Poisson-Boltzmann equations is 

implemented into the source term of the momentum equation. The equations of the generalised 

model for porous media are temporally discretized by using the Characteristic Based Split (CBS) 

algorithm [5,6], that consists in splitting up the solution into three steps: (i) solution of the 

momentum equation without considering the pressure term, therefore calculating an intermediate 

velocity; (ii) pressure calculation; (iii) correction of the intermediate velocity field introducing the 

pressur term. The Galerkin approximation is used for the spatial discretization. 
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3. COMPUTATIONAL DOMAIN AND BOUNDARY CONDITIONS 

The walls are assumed to be active with a prescribed non-dimensional zeta potential and to obey no-

slip velocity boundary conditions. In order to account for the effect of the charged porous medium 

on EDL potential distribution within the micro-channel and the possible overlap between EDL 

potential of particles and channel walls, a modified zeta potential, 'ζ w , is considered [8]: 

( )
( )

'

0

2 1
1

κ

κ
ζ ζ ζ ζ

κ
=

 
 − + −
 
 

p

w p w p

p p

I R

R I R
 (5) 

where ζp is the zeta potential of the porous material. An applied external potential difference 

between inlet and outlet is considered and the normal velocity gradients are assumed to be zero at 

both inlet and outlet. The computation is started with prescribed zero velocity components as initial 

condition. A 2D unstructured mesh refined near all channel boundaries is used, in order to capture 

the rapid change in both internal potential and velocity. A mesh sensitivity study has been carried 

out in order to obtain grid independent results. 

4. RESULTS 

A silicon micro-channel, characterized by an aspect ratio of 10, with deionized water as working 

fluid is considered in the present work. A porosity equal to 0.8 is assumed and the particles 

composing the porous medium are supposed to have a diameter equal to 16% of channel width. The 

zeta potential of channel walls and porous medium is assumed to be equal to -19 mV. An external 

electric field of 1 kV/m is applied. A range of width of the micro-channel, from 5μm to 240μm, is 

analysed. The profiles of internal potential and horizontal velocity at the outlet section of the 

channel are reported for channel widths from 5 to 150 μm in Figure 1.  

 

  

(a) Internal potential profile. (b) Horizontal velocity profile. 
 

FIGURE 1. Numerical results at different widths for channel packed with charged solid particles. 

The internal potential reports higher gradients close to the channel walls as the channel width is 

increased, and goes to zero in the central region of the channel. The zeta potential imposed as 

boundary condition on the channel walls for internal potential varies with porosity and particle size. 

In the current analysis, particle diameter is proportional to channel width. Therefore, the zeta 

potential applied on the channel walls varies, as it can be seen in FIGURE 1a. As the channel width 

increases, the zeta potential and then the maximum internal potential, both considered in absolute 

value, increase. At smaller widths the average velocity is very low, as shown in FIGURE 1b. This is 

due to the modest value of zeta potential applied on the channel walls, and to the small distance 
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between particles, that causes higher resistance to fluid flow. The higher the channel width, the 

higher the average velocity. Beyond 60μm, the influence of the charge of channel walls decreases 

and EOF is mainly due to the charge of solid particles. As the channel width increases further, the 

variability of average velocity with channel width becomes negligible. The results in terms of flow 

rate are reported in Table 1, together with the results obtained for free channel, that are here 

considered for comparison. The analysis confirms the efficacy of EO to drive flow through porous 

media. It is worth noticing that flow rate through porous media increases in the whole range of 

channel widths analysed. For this reason, EO can be effectively used to drive flow through porous 

media independently on the scale of the system, contrary to what happens in free fluid systems, 

where the efficiency of EO as driving force becomes negligible as the scale of the system increases. 

Channel width 

(μm) 

Flow rate through porous media  

(µm2/min) 

Flow rate in plain channel  

(µm2/min) 

5 3.63∙10-4 2.87∙10-3 

30 1.48∙10-2 2.41∙10-2 

60 3.26∙10-2 4.10∙10-2 

90 4.84∙10-2 4.01∙10-2 

120 5.91∙10-2 1.21∙10-2 

150 6.31∙10-2 2.32∙10-4 

180 1.09∙10-1 - 

210 1.28∙10-1 - 

240 1.47∙10-1 - 

TABLE 1. Flow rate at different widths. 

5. CONCLUSIONS 

The model developed by the authors has been used to evaluate the effectiveness of using electro-

osmosis to drive flow through porous media. The results have shown that beyond a channel width 

of 100μm, the charge of particles composing the porous medium is responsible for electro-osmotic 

flow. This means that electro-osmosis through porous media can be employed independently of the 

scale of the system, contrary to what has been observed in free channels, where electro-osmotic 

flow decreases beyond a certain size of the channel. 
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ABSTRACT 

A laminar, two-dimensional flow past a cylindrical bluff body is simulated with methane injection 
perpendicular to the free stream flow using an unstructured grid finite volume method. The numerical 
simulations are carried out using a commercial CFD package ANSYS Fluent 14.5. Initially the flow 
is ignited and then methane is injected through the slots. The velocity of injection of methane is 
regulated. Comparisons are drawn between the combustion characteristics of two different velocities 
of methane injection and the results are studied both qualitatively and quantitatively. Both the cases 
of combustion are observed to be stable and the flame is anchored. The combustion occurring at 
injection velocity equal to the free stream velocity exhibits no visible vortex shedding while the 
combustion occurring at the higher injection velocity displays a substantial amount of vortex shedding 
with a fluctuating lift coefficient of frequency 8.485Hz. 

Key Words: Stabilized combustor, Flow past a cylinder, Vortex Shedding. 

1. INTRODUCTION 

NOx emission control are principal concern of aerospace and automobile industries due to the 
stringency of emission control rules and regulations in recent times. Combustion at high temperature 
are primary source of NOx formation. Gas turbine has applications for stabilization of primary or 
secondary combustion due to their light weight, low cost, and simplicity. Bluff bodies are also 
important in scramjet, ramjet, and ground- based gas turbine flame holding. Bluff body flame 
stabilizer are installed in practical combustor like ramjet and turbojet afterburner. Mixing shear layer 
formed at the downstream of the bluff body helps to stabilize the flame. However, the flow pattern in 
the wake behind is complex and has different interesting flow features and it is identified as one of 
the classical problem of fluid mechanics.  Asymmetrical Von Karman vortex shedding pattern at 
certain values of Reynolds number is one of the most interesting feature in flow past a cylinder 
situation which is of prime importance in bluff body stabilized combustors. Bagchi et al. [1-3] studied 
the simulation of vortex shedding behind a bluff-body flame stabilizer for unconfined flow domain. 
Mondal et. al [4] experimentally studied a bluff body stabilized laboratory-scale pulse combustor to 
investigate the effects of different parameters on combustion instability. Feng et al. [5] did a proper 
orthogonal decomposition of flow past a cylinder. Uddalok et al. [6] studied the transient, 2-D laminar 
flow past a circular cylinder with injection of methane. Raghavan et al. [7] did a considerable amount 
of work in flame stabilisation in a combustor having vortices generated by flame holding devices and 
flame–vortex interactions in separated methane–air cross flow flames established behind three bluff 
bodies, namely a square cylinder, an isosceles triangular cylinder and a half V-gutter, have been 
analysed in detail. Shijin et al. [8] presented a detailed numerical study of laminar cross-flow non-
premixed methane–air flames in the presence of a square cylinder. 

 In our present work, a stabilized combustor is simulated and transient flow past a circular cylinder 
has been considered. The bluff body i.e. the cylinder has two slots perpendicular to the direction of 
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the flow, both of them 180º apart which is referred to as a cross-flow arrangement. At a particular 
velocity, methane is injected through the two slots. Here, a comparison of the flow has been done 
between two cases. First, the flow past a circular cylinder has been done at free stream velocity. 
Second, the flow past the cylinder is studied at twice the free stream velocity. The commercial CFD 
package ANSYS Fluent 14.5 has been used to carry out the simulations at a free stream Reynolds 
number of 100. To determine the frequency of vortex shedding, a Fast Fourier Transform is done for 
both cases. 

2. PROBLEM GEOMETRY 

A rectangular confined flow domain (200 mm x 200mm) is considered and the slotted cylinder is 
placed centrally within the flow domain. The maximum diameter of the cylinder is 6 mm and two 
diametrically opposite slots are placed perpendicular to the direction of the flow 180º apart. Schematic 
of geometry is presented in figure 1. The free stream Reynolds number of 100 is considered for the 
present study. A velocity inlet condition is specified at the inlet, pressure-outlet condition at the outlet 
and a fixed wall condition at the two walls. The ratio of magnitude of injection velocity of methane 
to that of magnitude of velocity of the free stream is denoted as ε. In this configuration, the direction 
of injection velocity of methane is along the positive and negative y-direction and has a value of 
0.243m/s or ε=1 for the initial case. The ε is changed from 1 to 2 i.e. 0.486m/s and the effects of this 
variation on the combustion is observed. 

 

FIGURE 1: Problem Geometry  FIGURE 2: Boundary Conditions 

3. GOVERNING EQUATIONS 

For incompressible, laminar, 2-D transient flow the following governing equations has been used: 

Continuity: 

           	 . 	0                                                                                                 (1) 

Momentum: 

	 . 	 	 . 	 		          (2) where p is the static pressure,	  is the stress tensor,  is 

the gravitational body force and	  is any other external body force such as that arising from interaction 

with the discrete phase. The stress tensor is given by  = μ 	 	 	 	 	 	      

Energy Equation: 

	 . 	 . 	 ∑ 	 . 	 	   (3)                                                 
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The energy is given by E = h -   + where  	 	∑  +  

	 , 	 	   The reference temperature was taken to be 298.15 K. 

Species Transport Equation: 

 . 	 	 	 	 . 	 	            (4)  

Where Ri is a reaction source term and Si represents other source terms, which is generated from the 
discrete phase. For N species, generally N - 1 species equations are solved. The N th species mass fraction 
is determined by subtracting from 1. Nitrogen is taken to be the N th species. 

Ji is the diffusion flux of species i 			 	 	 	 , 		 , 	
	

           (5). The Laminar finite rate model 

was used to calculate source term Ri. As gas flows are laminar in this study, laminar finite rate model is 
chosen. For a reversible reaction, the molar rate of generation of a species i in reaction r is given by the 
expression 

	 	Г , ∏ ,
, 	 , ∏ ,

,    (6). The rate constants are calculated as  

, 	 	   

, 	 	 ,        Where  is the equilibrium constant of the rth reaction calculated from enthalpy 

and entropy of the species evaluated at the respective temperature and pressure. A reduced reaction 
mechanism with 16 species and 46 reactions was used to model chemistry of the combustion 
phenomena. All the other data for evaluation of the rate constants are provided through the 
thermodynamic and transport database files in FLUENT. 

4. NUMERICAL SIMULATION AND VALIDATION 

A finite volume based CFD code ANSYS Fluent 14.5 has been used to perform the required 
numerical simulations. The laminar viscous model is used as the Reynolds number of the flow is 
100. The pressure based solver has been chosen as the numerical scheme, and second order implicit 
transient solutions are performed. A least squares cell based scheme is employed for gradient 
calculations. SIMPLE scheme is used for pressure-velocity coupling and QUICK scheme was used 
for discretization of momentum equation. The convergence criteria for continuity and momentum 
equations were set at 10-3.  

The ANSYS Meshing package is used to create a triangle based unstructured grid. For better results 
and finer meshing around the central region, inflation is carried out with least element size of 10‐7 
m having 80 layers and a growth rate of 1.5. Grid independence study along with time 
independence is carried out to select the optimum mesh and time step for simulation. It is carried 
out by replacing the bluff body by a regular cylinder of the same diameter. The Reynolds number of 
the free stream is 100. Grid independence study was again carried out post combustion to validate 
the mesh.    

This mesh and a time step size of 0.001 is considered to be optimum for simulation to reduce the 
computational time without any considerable loss in accuracy. 

5. RESULTS AND DISCUSSION 

The velocity, vorticity and mass fraction of methane contours of the confined flow for ε=1 and ε=2 
are shown below. Negligible vortex shedding is observed for ε=1 while substantial vortex shedding 
is observed for ε=2. 
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FIG. 3: Velocity contours for ε=1 (left) and velocity contours for ε=2 (right); the e=2 contours 
clearly illustrates the Von Karman vortex street 

                 

FIG. 4: Vorticity contours for ε=1(left) and vorticity contours for ε=2 (right). Vortex shedding is 
visible only in e=2 

                

FIG. 5: Mass fraction of methane contours for e=1 (left) and mass fraction of methane contours for 
e=2 (right). 

      

FIG. 9: FFT Plot for ε=1 (left) and FFT Plot for ε=2 (right); no dominant peak of vortex shedding 
frequency is observed for the initial case 

From the Fast Fourier Transform Plots, the dominant peak of the temporally fluctuating lift coefficient 
is observed at a Strouhal number of 0.209 (8.485Hz) for ε=2. 

6. CONCLUSION AND FUTURE SCOPE OF WORK 

The flame is anchored right in front of the cylinder for both the cases. However, vortex shedding is 
only observed for ε=2 (2S mode). The combustion characteristics are analysed both qualitatively 
and quantitatively. The flame is stabilized and continues to burn without losing heat. Proper 
orthogonal decomposition can be performed to further analyse the flow structure of the current 
analysis. 

Page 815 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

7. REFERENCES 

1. S.Bagchi, S.Sarkar, U.Sen, A. Mukhopadhyay, S.Sen, Numerical Simulation of Vortex Shedding 
from Bluff-Body Stabilised Flame with Cross Injection, Journal of Basic and Applied Engineering 
Research, Vol. 4, Issue 7, 561-566, 2017. 

2. S. Bagchi, S.Sarkar, U.Sen, A. Mukhopadhyay, S.Sen, Numerical Investigation of Vortex 
Shedding from a Bluff Body Stabilised Flame with Cross Injection, Proceedings of International 
Conference on Sustainable Energy and Environmental Challenges, IISc Bangalore, 23, 250-254, 
2018. 

3. S. Bagchi, S.Sarkar, A.Mukhopadhyay, S.Sen, Numerical Simulation of Vortex Shedding from 
Cylindrical Bluff Body Flame Stabiliser, Proceedings of First International Conference on 
Mechanical Engineering, Jadavpur University, Thermal Engg. Energy, 228, 678-682, 2018. 

4. S.Mondal, A.Mukhopadhyay, S.Sen, Dynamic characteristics of a laboratory scale pulse 
combustor, Combustion Science and Technology, 186 (2), 139-152, 2014. 

5. L.-H. Feng, J.-J.Wang, C.Pan, Proper orthogonal decomposition analysis of vortex dynamics of a 
circular cylinder under synthetic jet control, Physics of Fluids, 23, 014106, 2011. 

6. U.Sen, A.Mukhopadhyay, S.Sen, Effects of fluid injection on dynamics of flow past a circular 
cylinder, European Journal of Mechanics B/Fluids, 61,187-199, 2017. 

7. P.K. Shijin, V. Raghavan, V. Babu, Numerical investigation of flame-vortex interactions in 
laminar cross-flow non-premixed flames in the presence of bluff bodies, Combustion Theory and 
Modelling, Volume 20, Issue 4, pp.683-706, 2016. 

8. P.K. Shijin, S.S. Sundaram, V. Raghavan, V. Babu, Numerical investigation of laminar cross-
flow non-premixed flames in the presence of a bluff-body, Combustion Theory and Modelling, Vol. 
18, No. 6, 692-710, 2014. 

Page 816 of 943



 

 

Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

NUMERICAL SIMULATION OF FLOW THROUGH HELICAL HEAT 

EXCHANGER 

Sonawane C. R. 

Associate Professor, Mechanical Engineering Department, Symbiosis Institute of Technology, 

Symbiosis International University, Pune, India, E-mail: crsonawane@gmail.com 

Mandal J. C. 

Professor, Aerospace Engineering Dept, Indian Institute of Technology Bombay, Mumbai, India, E-

mail : mandal@aero.iitb.ac.in 

 

ABSTRACT 

In this paper, the three-dimensional flow through a concentric annulus heat exchanger having a 

helical flow passage known as helixchanger, is studied. The Harten Lax and van Leer with contact 

for artificial compressibility (HLLC-AC) Riemann solver is used for evaluating convective fluxes 

where interface values are reconstructed using solution dependent weighted least squares (SDWLS) 

for high resolution. Viscous fluxes are evaluated in central differencing manner. The flow-through 

helixchanger is simulated for various Reynolds numbers, corresponding pressure drop and average 

heat transfer coefficient is presented. It has been observed that, due to the helical flow path, the flow 

becomes naturally turbulent thereby help in increasing heat transfer.  

Key Words: Helical passage, helixchanger, Higher order accuracy, SDWLS, Incompressible flow, 

Artificial compressibility method. 

1. INTRODUCTION 

The success of various equipment, utilizing the non-conventional solar power sources, depends on 

the effectiveness of heat exchanging devices utilized. The heat exchanger is expected to have high 

heat transfer with minimum possible flow pressure drop. In the conventional heat exchangers, the 

zigzag flow patterns were produced using segmental baffle arrangement. However, these segmental 

baffles found to produce large dead spaces with a high degree of back mixing, unfavorably affecting 

the rate of heat transfer by reducing the mean temperature difference [1].  

The helixchanger, a helically baffled heat exchanger, helps in alleviating the principal shortcomings 

of the conventional design [1]. From literature [1-3] it has been observed that only shell and tube 

type of helixchanger is been investigated. Other combinations like pipe-in-pipe or square channel 

with helical baffles have not been investigated in detail. There has been no correlation for Nusselt 

number or velocity distribution inside helixchanger reported in literature. 

In this paper, the flow and heat transfer through the pipe-in-pipe type (annulus) helixchanger, which 

will act as a potential generator of a solar assisted refrigerator system, is studied. The flow and heat 

transfer variation at various Reynolds number is presented. The flow through helical passage is 

complex as the flow gets mixed due to the influence of a centrifugal and Coriolis force, thus the 

flow becomes naturally turbulent which helps in enhancing the heat transfer.     

2. MATHEMATICAL FORMULATION 

In artificial compressibility formulation [4], utilizing the dual-time stepping approach with Spalart-

Allmaras [5] one equation turbulent model, the integral form of the three-dimensional unsteady 

turbulent Navier-Stokes equations can be written as 
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∬
∂W

∂τ
dxdy + IM

Ω
∬

∂W

∂t
dxdy + ΘM

∮ [(Ec + Ev)nx + (Fc + Fv)ny + (Gc + Gv)nz]dA =
AΩ

 ∬ S0dxdy
Ω

           (1) 

Eq. (1) does not exhibit any physical meaning until pseudo time steady state  (
∂p

∂τ
=

∂u

∂τ
=

∂v

∂τ
=

∂w

∂τ
=

∂T

∂τ
=

∂υ̌

∂τ
= 0) is reached. As the pseudo-steady state is reached, the equations are identical to the 

original turbulent unsteady incompressible Navier-Stokes equations. The computational domain is 

divided into hexahedral grids. Now, approximating the real-time derivative 
∂

∂t
 by second-order 

implicit backward formula, the discretized form of the Navier-Stokes Eq. (1) in finite volume 

formulation over unstructured grid can be written for a particular cell ‘i’ as 

Ωi
n+1 ∂Wi̅̅ ̅̅

∂τ
+ IM {

3Ωi
n+1W̅̅̅i

n+1−4Ωi
nW̅̅̅i

n+Ωi
n−1W̅̅̅i

n−1

2Δt
} + R(W̅i

n+1) = 0      (2) 

here,  R(Wi
̅̅̅̅ ) = ΘM ∑ [(Ec + Ev)nx + (Fc + Fv)ny + (Gc + Gv)nz]

k

K
k=1 -S0Ωi   (3) 

Above discretization results in an ordinary differential equation (ODE) of the type 

Ωi
n+1 ∂Wi

̅̅ ̅̅

∂τ
+ R∗(W̅i

n+1) = 0            (4) 

Where R∗(W̅i
n+1) is consisting of second and third term in equation (2). The ODE Eq. (4) in 

pseudo-time, τ is integrated using a five-stage Runge-Kutta scheme. It is to be noted that the 

required real-time accurate solution at time level n+1 satisfies R∗(W̅i
n+1) = 0 and this is found by 

marching Eq. (4) to a steady state in pseudo time. The fluxes at cell interface, that is, the convective 

fluxes are evaluated using the HLLC-AC [6, 7] upwind method whereas central differencing 

method based on Green-Gauss approach is used for discretizing the viscous fluxes. 

3. SOLUTION DEPENDENT WEIGHTED LEAST SQUARE (SDWLS) GRADIENT 

CALCULATION 

The left and right state values of any solution variable, W at the interface between two adjacent 

cells i and j are found using Taylor series expansion of solution variables about the cell center as  

WL = W̅i +  (rint − ri)
T∇W̅i +

1

2
(rint − ri)

T Hi (rint − ri) + ⋯  

WR = W̅j +  (rint − rj)
T∇W̅j +

1

2
(rint − rj)

T Hj (rint − rj) + ⋯     (5) 

The third order scheme requires an evaluation of both first and second order derivatives of with 

respect to space variable at the cell centers. Thus, quadratic reconstruction in three dimensions 

requires the calculation of nine derivatives 

∂W̅̅̅

∂x
,

∂W̅̅̅

∂y
 ,

∂W̅̅̅

∂z
 ,

∂2W̅̅̅

∂x2  ,
∂2W̅̅̅

∂y2  ,
∂2W̅̅̅

∂z2  ,
∂2W̅̅̅

∂x ∂y
,

∂2W̅̅̅

∂y ∂z
,

∂2W̅̅̅

∂z ∂x
  at the cell centers.  

A new high-resolution scheme based on solution dependent weighted least squares (SDWLS) is 

developed and applied to compute above-mentioned gradients for incompressible viscous flows [7].  

The SDWLS method uses the neighbouring cells variable values with weights which are a function 

of the solution itself. The various expressions for weights can be found in [8]. For the three-

dimensional case with a vertex-based stencil, depending on grids and flow conditions, the SDWLS 

based gradients are solved using Lapack routine DGELS. This routine uses the Householder 

transformation for the QR method to solve the full rank least squares problem. Detailed validation 

of SDWLS gradients methods can be found in [7].   
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4. NUMERICAL RESULTS AND DISCUSSION 

Pipe-in-pipe heat exchanger with parallel and counter flow configurations are popular for practical 

applications like solar heating/cooling units, water cooled jackets, etc. In order to study the 

improvement in the heat transfer characteristics for shell side of a double-pipe heat exchanger, a 

simple configuration with one helical baffle is introduced between double pipes (i.e. at the annulus 

area). Figure 1 (a) shows the double pipe helixchanger under considerations used for the solar 

assisted refrigeration system. Due to helical baffle, provided along the pipe length, the hot water is 

flowing through a helical passage created between the annulus area. In order to compare the heat 

transfer, the annulus heat exchanger (i.e. without helical passage) is also simulated and is taken as a 

base for the comparison. 

Figure 1(b) shows the computational domain, the helical passage between the inner and outer pipe, 

considered to carry out flow simulation at various Reynolds number conditions. Various boundary 

conditions used for the simulation are, the hot water enters through ‘inlet’ from the bottom side of 

helixchanger and leaves from the top ‘outlet’ as pressure outlet conditions. The outer wall and 

helical baffle walls are insulated whereas the inner wall ie NH3-pipe rejects the heat of 100 watts to 

the ammonia. Based on mesh convergence study, mesh with 265557 nodes and 252000 hex mesh 

elements are used for all simulations. Figure 1(c) shows the mesh generated.  

      

     (a) Helixchanger      (b)Domain used      (c)Mesh generated           (d) enlarged view 

Figure 1: Heat exchanger details. 

Table 1 shows the results obtained at various Reynolds number considered for unsteady flow 

computations. From the comparison of average heat transfer coefficient, at NH3 inner pipe wall, it 

can be seen that the average heat transfer coefficient is increased by a factor of 1.93 – 2.69. The 

pressure drop along helixchanger axis is also increased by 3.84 – 6.1 times. The increase in heat 

transfer rate is mainly due to helical flow passage conditions as well as due to increased turbulence 

level as compared to without helical passage heat exchanger conditions. 

Sr. 

No. 

Mass 

flow rate 

(kg/s) 

Reynolds’s 

Number 

(Re) 

Pressure Drop 
% 

increase 

in 

pressure 

drop 

Heat transfer 

coefficient 

% 

increase 

in heat 

transfer 

coefficient 

In 

straight 

flow 

In 

helical 

flow 

In 

straight 

flow 

In 

helical 

flow 

1 0.005709 164.69 0.2698 1.0371 384.36 371.24 718.37 193.50 

2 0.011417 329.38 0.5826 2.5677 440.71 463.88 955.17 205.91 

3 0.022834 658.77 1.3828 6.8726 496.98 583.93 1303.81 223.28 

4 0.045668 1317.55 3.4683 19.7151 568.43 742.07 1812.19 244.21 

5 0.091336 2635.11 13.2412 60.7401 458.72 947.26 2549.53 269.15 

6 0.182672 5270.22 32.2266 196.628 610.14 1598.45 3641.21 227.80 

Table 1: Results obtained at various Reynolds number. 
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Figure 2 shows the temperature contours plotted at pipe outlet for various Reynolds number. It can 

be seen that as Reynolds number increases, the effect of centrifugal and Coriolis forces become 

more dominant on the thermal boundary layer developed. The maximum temperature generated at 

the inner pipe wall of the helixchanger is found to be increased with Reynolds number. The 

thickness of the boundary layer is found to be decreased along the radial direction. The mushroom-

like boundary layer is observed as the Reynolds number increases.  

 

Figure 2: Temperature contours produced for various Reynolds number (Table 1). 

5. CONCLUSIONS 

In this paper, pipe-in-pipe type of heat exchanger having one complete helical passage is studied. 

From above studied, it can be concluded that due to helical flow scenario, the heat and fluid flow 

becomes naturally turbulent and the centrifugal and Coriolis forces help to transfer heat at a much 

higher rate resulting in increased heat transfer coefficient.  
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ABSTRACT 

Computational Fluid Dynamics also commonly known as CFD is a computational tool used to predict 

and analyze fluid flows numerically. In HVAC Industry ,CFD is used to analyze factors that adversely 

affect the atmospheric  environment and thermal conditions as airflow pattern, heat distribution 

humidity and contamination of the system (room / surrounding to be studied).It is a very important 

tool which gives comparative results for research and design of this system. Active Displacement 

Ventilation also known as ADV is a method or a process of air supply in a room, which has a 

potential to compete with other traditional supply methods .The paper is written with hope to review 

and analyse the use of Computational Fluid Dynamics in study of ADV i.e. , Active Displacement 

Ventilation. 

Key Words: Heat Transfer, Finit Element, CFD, Active Displacement Ventilation. Ordinary 

Displacement Ventilation 

1. INTRODUCTION 

One major objective of a HVAC design engineer is to provide comfortable and healthy in an indoor 

environment with maximising energy saving while reducing the GHG i.e. Greenhouse gas emission 

from the building. Energy demand can be reduced by the use of Natural Driving Force and few smart 

preheating air ways .Heat from wasted air during the processes can be partially achieved by 

decreasing the pressure losses of the system. The design of the building which is interactive with the 

exterior environment would be beneficial while utilizing NDF. 

ADV has a potential to be more efficient in terms of energy then various traditional methods as 

displacement or mixing ventilation. The concept of ADV is simple i.e. utilizing the wasted air from 

the warm or polluted room while maintaining the air quality and thermal comfort in the occupancy 

zone. 

2. THEORY 

This part will shed light over use of methodology, discussion, results and conclusion presented. We 

shall cover various concepts of ADV and important concepts in relation with this. Under as main 

focus:- 

1) Indoor climate 

2) Categorization of ventilation  

3) Building Integrated Ventilation  

1) Indoor climate 

It is influenced by various physical parameters. The various categories in which indoor climate is 

divided into are :- 

a) Thermal environment 

b) Acoustic environment 

c) Atmospheric environment 

d) Mechanical environment 

e) Actinic environment 
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The Atmospheric and thermal conditions are most important as considered in this paper hence 

are main focus. 

2) Categorization Of Ventilation  

Ventilation is utilized to control the indoor conditions, the principle point of HVAC is to keep 

individuals agreeable and beneficial to make a gainful situation for working individuals. When we 

talk about ventilation it is helpful to sort into two unique composes 

a) Type of supply 

b) By which power air is driven 

       We are mainly focusing on the above both in this paper as we are focused on what happens within 

a room. In ODV thermal forces which displaces air near the floor bottom supply to ceiling extract. On 

other hand mixed ventilation uses momentum causing an air mixing where the room conditions are 

ideally uniform with temperature and concentration of contaminant. This paper ADV also uses 

buoyant forces, here air was supplied high on the wall and the temperature lower than ODV. 

Types of Displacement  

a) Mixing Ventilation 

b) Active Displacement Ventilation 

c) Ordinary Displacement Ventilation 

 
Fig 1 .Mixing Ventilation 

 
Fig 2 .Active Displacement Ventilation 

 

3) LITERATURE REVIEW ACTIVE DISPLACEMENT VENTILATION 

The diffusers are positioned on higher end of the wall and constructed for the air flowing downwards 

which entrains the old air in room. The supply velocity and temperature of the air are lower than room 

air. The main principle used for the air “LOWER ” down in the room is the thermal forces. The heat 

source is treated similarly to ODV where due to convective flow contaminants are pushed to polluted 

zone of higher parts of the room. The air supplied for ODV has the objective replacing the air form 

old one to new also maintain the polluted zone outside occupant zone. 

An important in ADV is the way that jets stick to wall due to “Coanda Effect”. “Coanda effect”  is a 

fluid phenomenon to attach the surface due to lower pressure on wall side. The pressure drop is due to 

air entrained inform surrounding. For horizontal jet near the ceiling it stays intact to the wall unless 

attachment forces are large as compared to gravitational force.  

In design of ADV, one must keep in mind the discomfort caused by cold draught as cold air lower at 

velocity over recommended values. Specific solution is designed to ensure cold draught lower  down 

in the absent  zone . 
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3. METHOD. 

1) Geometrical and Boundary condition 

 
Fig 4. Model sketch 

 
 

Fig 5. ANSYS model for ADV 

 
Fig 6. Model for ADV 

 

Room dimension (lxbxh) ............(m) 5 x 5 x 5 

Circular inlet diameter (𝑑𝑠) .............(m) 0.2 

Circular Extract diameter (𝑑𝑒) 1 

Angle between ceiling and cone wall ........( 𝜃) 60° 

Height of cone (ℎ𝑐) .................(m) 1 

Temperature Inlet (𝑇𝑖) ................(°C) 12 

Temperature floor (𝑇𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡) ...........(°C) 24 

Rest of wall condition 𝜕𝑇

𝜕𝑥
=

𝜕𝑇

𝜕𝑦
= 0 

Inlet Velocity of Air ( 𝑈0 )............(m/s) At ceiling = 0.2 

Below = 0.004 

Turbulent intensity outlet  8.89% 

Inlet 

Inlet air flow (𝑄𝑠 ) ..............(l/s) 5,6,7 

Inlet velocity (𝑉𝑠 ) ,,,,,,,,,,,,,,,,(m/s) 0.08,0.1,0.116 

Inlet velocity cone (𝑉𝑐𝑜𝑛𝑒 ) ,,,,,,,,,,,,,,,,(m/s) 0.005,0.006,0.007 

Turbulent intensity Inlet  7.3 % 

Outlet 

Outlet Pressure Outlet 

Turbulent intensity outlet  8.89% 
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Body Condition 

Total heat ....................(W) 100 

Convective heat ...............(W) 0.5 x 100 = 50 

Radiative heat .............(W) 50 

CO2 Production ......................(𝑚3/ℎ) 0.02 

CO2 velocity ......................(m/s) 0.003 

Radiation 

Emissivity 1 

Table 1. Boundary condition and dimension 

 

4. RESULTS 

 
Fig.7 Temperature Contour at inlet temp.=12°C & 

Inlet flow=7 l/s 

 
Fig.8 Velocity Contour at inlet temp.=12°C & 

Inlet flow=7 l/s 

 

5. CONCLUSION 

• The deflection obtained with empirical relation and CFD simulation is observed to be 

minimum. Those we conclude the empirical relation derived by E.Skaret is recommended for 

designing ADV along with heat and mass balance. 

• The CO2 concentration is independent of inlet temperature as difference in relative 

temperature is same in the room 

• The cold draught in occupant zone is increased if one can use inlet device having a larger 

area. 
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ABSTRACT 

The exhaust gas from the turbine passes through afterburner, which is fitted at the end of the jet 

aircraft, for providing additional thrust when required during take-off, combat, maneuvers, 

emergencies and in supersonic flight of high performance aircrafts. The main components of 

afterburner are diffuser with struts, fuel manifold, a hollow V-gutter, liner, nozzle and casing.The 

disadvantage associated with the afterburner is the high frequency screech instabilities. The 

optimal design of the screech liner will help in mitigating these instabilities. Hence, a 60o sector full 

scaled afterburner is modeled to find out the effectiveness of screech liner for mitigation of 

instabilities. The numerical calculations are performed in Ansys Fluent using SIMPLE algorithm 

with k-ε model for turbulence. Kerosene (C12H23) is taken as fuel and virtual injectors are specified 

for fuel injection. Energy equation and species transport with the Discrete Phase model is selected 

for computations. These results of CFD analysis are imported into ACTRAN for acoustic analysis to 

find out the absorption of acoustic energy by the liner in the case of reacting flows. It is observed 

that the absorption of acoustic energy is more in case of reacting flows with perforated liner than 

without liner. It is found that the perforated liner is more effective in absorbing the acoustic energy 

produced due to the transverse oscillations during the entire operating range.  

Key Words: Afterburner, Screech, Liner, acousitc, instabitlies. 

1. INTRODUCTION 

The military aircrafts require more thrust during take-off, combat, maneuvers, emergencies and in 

supersonic flight of high performance aircrafts. In order to cater the requirement of additional thrust 

these aero engines are provided with afterburners, which is the low-cost and light weight alternative.  

Afterburners are fitted to the exit of the low pressure turbine. The main components of the 

afterburner are diffuser to reduce the velocity of flow, struts to reduce the vorticity, screech liner to 

attenuate the transverse oscillations, fuel manifolds for distribution of fuel and the flame stabilizer to 

provide the recirculation zone for anchoring of the flame.  

The disadvantages associated with the afterburner are the development of instabilities.  These 

high frequency instabilities will damage the aircraft. Two types of instabilities are associated with 

the afterburner. First, the low frequency (50-200 Hz) self-excited longitudinal amplitudes, travelling 

axially along the engine afterburner, called Buzz and second the high frequency (500-5000Hz) 

radial amplitudes, travelling in planes at right angles to the jet pipe axis and flow direction, called 

Screech [1]. 

The high frequency screech is characterized by a peculiar violence, and its onset is invariably 

followed by rapid mechanical failure which evinces itself in the tearing of the sheet metal, or if the 

screech is mild, persistent breakage of bolts or slackening the nuts. The afterburner inlet conditions 

at which screech occur differs widely for various afterburner designs. However, due to the 

operational constraints and high costs incurred during its development, combustion instability in 

afterburners still remains an attractive subject of research. 
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Computational analysis of reacting flows in the afterburner is carried out by Gurrala and 

Shaija [2] and found that the results are matching with the earlier computational and experimental 

values. 

Computational analysis of fluid flow in the afterburner for various nozzle angles of 0o, 4° and  

8° is anlayzed for the maximum speed of the aircraft by Gurrala and Shaija [3] and found that the 

maximum Mach number and thrust produced are observed with 8° nozzle angle. 

Few research papers are also available on afterburners where the experimental and 

computational results have been presented. Useller [4] presented the results of various combustor 

chamber lengths and their effect on the combustion efficiency for full scale afterburner designs 

conducted by erstwhile NACA.  

Analysis of reacting flows in aero-engine afterburner is also carried out by Unaune and 

Ganesan [5]. The numerical calculations are performed using SIMPLE algorithm and RNG k-ɛ 

model. Probability density function is used for modeling combustion. The results are obtained and 

analyzed for two air fuel ratios of 30 and 46.  

  The effectiveness of a cylindrical perforated liner with mean bias flow in its absorption of 

planar acoustic waves in duct has been investigated by Eldredge and Dowling [6] and shown that 

such a system can absorb a large fraction of incoming energy and can prevent all of the energy 

produced by an upstream source in certain frequency ranges from reflecting back. The effect of a 

liner on the resonances which occur in a cylinder has been examined by Hughes and Dowling [7] 

and shown that a well-designed liner may suppress resonances over a range of frequencies.  

There is a need to properly analyse the fluid flow in the afterburner and the effectiveness of 

the liner in suppressing the instabilities. Hence the copmuptational fluid flow results obtained using 

fluent, by Gurrala and Shaija [2, 3] for the afterburner with 6° nozzle angle, is used  for acoustic 

analysis. ACTRANTM can be used to simulate acoustic radiation from inlet of afterburner to exit. 

Realistic conditions such as complex flows, temperature gradients and acoustic liners are accurately 

accounted by ACTRAN. This will enable us to predict the better designed afterburner for avoiding 

the instabilities and screech. There is an obvious advantage of time and cost savings where one can 

rely on the predictions. 

3. RESULTS 

The flow quantities like velocity vector, scalar fields like static density and static pressure 

obtained from the CFD analysis are interpolated from the CFD mech to ACTRAN mesh. The 

interpolation is performed by ACTRAN interpolate CFD (ACTRAN ICFD) by importing the native 

fluent files into ACTRAN by reading the *.cas and *.dat fluent files.  ACTRAN ICFD is designed 

to be the  only tool for interfacaing CFD codes with ACTRAN which is used to map the mean flow 

CFD fileds, compute aero acoustic sources and translate the time domain CFD data into the 

frequency domain. The output file form iCFD is used for analysis in ACTRAN mesh.  

 

Figure 1. Interpolated Results a – Mean Velocity, b - Speed of Sound 
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The interpolated mean values of velocity and speed of sound are shown in Figures 1a and 1b. A 

low velocity region is observed near the V-gutter. A substantial velocity drop in diffuser section is 

observed. The velocity is observed very low near the walls due to shear stress opposing the motion 

of fluid particles. The increase in the velocity is observed from the throat of the nozzle and the 

maximum increase could be observed at outlet section due to heat addion and convergent nozzle. 

The speed of sound is seen increasing due to unsteady combustion and heat of reaction.The 

interpolated mean pressure, temperature and density are as per the results obtained through fluent 

whcih indicates that the results are properly interpolated.  

 

Figure 2. Square Pressure (dB_Power) a - Hot flow with Liner and W/o Liner, b – Hot flow 

with excitation in core duct and bypass duct 

The root mean square pressure peaks of 115.6 dB power at 1190 Hz, 118.8 dB power at 1530 

Hz, 120.2 dB power at 2670 Hz for hot flow without liner have been reduced by 10 dB when the 

liner is introduced in the afterbruner. It is also observed that the root mean square on average is 

more in case of hot  flow without liner, as shown in Figure 2a.  

 

   

Figure 3. Transmission Loss for a - various cases of Hot Flow, b - Hot Flow v/s Cold Flow 

 

The root mean square pressure peaks for hot flow with excitation in bypass duct is observed 

of 10 dB power less than the hot flow with excitation in core duct as shown in Figure 2b.This is 

attributed to the effect of exciation of bias flow through the holes of screech liner which absorbs 

the acoutic energy. 

After getting the results from Actran, the results are plotted for analyzing the transimission loss 

in different cases. Transmission Loss is calculated as ratio of incident power to the transmitted 

power.  

The transmission loss peaks for hot flow with liner are observed as 77.4 dB at 170 Hz, 75.5 dB 

at 530 Hz, 70.7 dB at 990 Hz and 51.2 dB at 1930 Hz, from Figure 3a. The maximum transmission 

loss is observed as 78.9 dB at 180 Hz, 66 dB at 990 Hz, 62.7 dB at 1090 Hz, 507 dB at 1620 Hz for 

hot flow without liner. The transmission loss of more than 10dB is observed in the case of hot flow 

(reacting flow) with liner than the flow without liner.  
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On the core and bypass model, the comparison of transmission loss is shown for core excitation 

and for bypass excitation considering only plane waves. In the case of excitation in bypass duct the 

transmission loss peaks are observed as 84.7 dB at 480 Hz, 78 dB at 530 Hz, 78 dB at 1000 Hz and 

63 dB at 1640 Hz where as the transmission loss peaks are observed as 91.2 dB at 260 Hz, 71.7 dB 

at 530 Hz, 67.8 dB at 990 Hz and 58 dB at 1210 Hz. It can be seen from Figure 3a that the 

transmission loss is more when the excitation is only in bypass duct. This is attributed to the effect 

of bias flow through screech holes due to the excitation in bypass duct. 

The comparison of transmission loss is also done for the two cases of afterburner including liner, 

with combustion (hot flow or reacting flow) and without combustion (cold flow) in Figure 3b. It is 

observed that the transmission loss is more in case of hot flow with liner due to the coupling effect 

of combustion and acoustic energy. 

4. CONCLUSIONS 

A 60o full scaled afterburner model, with extended domain, is created and acoustic analysis is 

carried out after importing the resluts obatined from fluent.  

It is observed that the maximum transmission loss and less mean square pressure is observed in 

the case of recting flow in the afterbruner (with liner) with excitation in bypass duct, due to the 

effect of bias flow through screech holes. Hence, these acoustic absorption results prove the 

effectiveness of liner in the absorption of acoustic energy. This is in agreement with the results 

obtained by Eldredge and Dowling [6] and Hughes and Dowling[7]. Hence the liner with best 

design can be selected with the help of Fluent and ACTRAN software as conducting the 

experiments every time is very complex and expensive. 
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ABSTRACT 

Numerical work has been carried out to investigate the effect of different material of thermal 

coating layer which is applied at the piston top. Thermal coating layer is essentially considered to 

improve the piston life and hence the performance of internal combustion (IC) engines. An 

aluminium alloy (AlSi) piston compatible with modern internal combustion engines has been used 

in the present analysis. Partially stabilized Zirconia (PSZ) along with two other thermal coating 

materials have been examined for their varying thickness layer. In order to predict the piston 

performance, parameters such as temperature distribution and thermal stress distributions have been 

numerically calculated across the piston. Present problem has been solved using commercially 

available code ANSYS. Three-dimensional geometry of piston (of a heavy diesel engine) has been 

made on the workbench of the ANSYS software. Furthermore, steady-state thermal module of 

ANSYS has been used for the simulation purpose. To highlight the effect of coating materials, 

comparative results of piston with and without thermal coating have been presented. Based on the 

analysis it has been observed that due to the application of coating material, piston experiences 

reduced temperature and hence thermal stress decreases that may help to increase the life of piston.             

Key Words: Thermal coating, heat transfer, thermal stress, ANSYS, temperature distribution 

1. INTRODUCTION 

It is well-known fact that piston is one of the severely heat affected parts of IC engines. It is directly 

exposed to the combustion process and hence experiences maximum temperature. In addition to 

thermal loading (temperature difference), piston encounters thrust force of combustible product. 

Due to thrust force on the piston, stress is developed, that is of compressive nature. It is worth 

mentioning that piston experiences combined loading conditions, and stress developed is combined 

stress. Moreover, it also reciprocates at significantly high velocity. Therefore, it should have 

lightweight as well as high thermal resisting property to restrict the failure. However, a piston has a 

large heating area and low dissipating area due to compact size. Due to high temperature of 

combustion, the thermal expansion on the piston takes place and followed by the expression 

L(1+αT) where L is the length of the piston, α is the coefficient of thermal expansion, T is 

temperature difference on the piston between two points, and αT represents the developed strain. As 

per Young’s modulus of elasticity, if thermal expansion is opposed, certainly, stress will be 

developed that depend on the material property. Hence, the material having light weight and low 

Young’s modulus of elasticity is desirable for piston design. Due to fixing of piston pin, there is 

restriction in the expansion, which causes thermal stress to be generated. The value of the thermal 

stress at each point is similar to that of mechanical stress, which means the thermal stress can’t be 

ignored in the design process [1]. Several works have been done that report different techniques to 

minimize the thermal stress of piston. Thermal coating of the piston is one of the techniques that 

have been emphasized by several researchers in this field. It has been pointed out that with the 

application of the thermal coating layer, maximum temperature of the piston volume decreases. 

Furthermore, heat transfer to the piston substrate can be controlled by putting appropriate coating 
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material of suitable coating thickness. It also improves the critical thermal expansion temperature 

limit by using low thermally conductive material as a coated material [2]. Therefore, it is required to 

comprehend the effect of different types of coating materials on the piston. Keeping this in view, 

present work has been undertaken considering three different coating materials i.e. Partially 

stabilized zirconia (PSZ), Magnesium Partially Stabilized Zirconia (Mg-PSZ) also called Zirconates, 

and Yttrium Partially Stabilized Zirconia (Y-PSZ).    

3. SOLUTION METHODOLOGY 

Commercially available code ANSYS has been used for the modelling of three-dimensional 

geometry of the piston. In ANSYS, steady-state thermal module which is based on FEM has been 

used to simulate the problem. Figure 1 shows the meshed piston geometry and its enlarged view. It 

may be observed that very fine meshing of tetrahedral type has been generated to capture the 

different physical phenomenon. After doing grid independence, total number of nodes 293620 and 

elements 186978 have been considered for the final analysis of the problem.   

   

 

 

FIGURE 1. Meshing of piston and its enlarged view 

Properties Aluminium 

alloy 

Partially stabilized 

Zirconia (PSZ) 

Zirconates 

(Mg-PSZ) 

Y-PSZ 

Density (kg/m3) 2700 5600  5600  5650  

Coefficient of 

thermal expansion (K–1) 
21 × 10–6  10.5 × 10–6  8× 10–6 10.9× 10–6 

Thermal conductivity 

(W/m·K) 
155  1.68  0.8 1.4 

Young’s 

Modulus(109N/m2) 
70 48 46 11.25 

Poisson’s Ratio 0.3 0.2 0.8 1.4 

TABLE 1. Material properties of piston and coating layer 

The standard piston of heavy duty diesel engine made of aluminium alloy (AlSi) has been 

considered and dimensions are taken accordingly. Table 1 summarizes the properties of the piston 

material and three coated materials. Two important boundary conditions i. e. gas (surrounds the 

piston) temperature and convective heat transfer coefficient have been applied at different portions 

of the piston. Table 2 shows the respective values of boundary conditions.     
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Piston parts Gas Temperature 

(ºC) 

Convective Heat transfer 

coefficient (W/m2) 

Top surface of the piston 650 600 

Piston skirt and gudgeon pin 60 85 

Lateral surface of the piston 300 230 

TABLE 2. Boundary condition 

4. RESULTS AND DISCUSSION 

Validation of the present model has been done with the work of Vedharaj et at. [3]. Work of the 

Vedharaj et al. [3] has been reproduced considering the similar geometry, operating condition, and 

all boundary conditions. Figure 2 shows the comparison of temperature distribution. 

 

FIGURE 2. Validation of the present model with Vedharaj et al. [3] 

It may be observed that the temperature distribution pattern of the present model is in good 

agreement with Vedharaj et al. [3] however, it underpredicts the maximum and minimum 

temperature range.  Results of the parametric study for three different coating materials as 

mentioned above have been shown in figure 3 and 4. In case of PSZ coating material, the maximum 

temperature at the top surface of the coated piston is about 530°C and for the substrate, it is about 

455°C. Similarly for Mg-PSZ maximum temperatures are about 507°C and 470°C and for Y-PSZ 

maximum temperatures are about 513°C and 468°C.  Hence, the lowest substrate temperature is 

predicted for PSZ this may be attributed due to its higher thermal conductivity. Maximum stress 
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occurs at the piston pin in all cases. The maximum reported values of stresses for PSZ, Mg-PSZ, 

and Y-PSZ are 1109 MPa, 1136MPa and 1130 MPa respectively.                       

   

FIGURE 3. Temperature distribution for three different coating materials 

   

 FIGURE 4. Stress distribution for three different coating materials  

4. CONCLUSIONS 

Comparative results of three different thermal coating materials applied on piston top have been 

presented. It has been found that with the increase in thermal conductivity of coating material, the 

maximum temperature on the substrate part of the piston decreases. Thermal stress becomes lesser 

in case of the coated piston. 
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ABSTRACT 

Atherosclerosis is a chronic disease which leads to excessive deposition of lipids (cholesterol) in the 

artery wall. In some cases, they form a solid structure (plaque) and become calcified immediately 

beneath the wall surface. With time, the plaque hardens and narrows the arteries. This limits the flow 

of oxygen-rich blood to the organs and other body parts. Blood flow in the arteries under such 

diseased condition is an important field of study. In this work, we have made an attempt to study the 

effects of pulsatility and non-Newtonian nature of blood on physiologically important flow quantities 

such as velocity, vorticity and wall shear rate for blood flow in an artery. The artery has been modelled 

with a channel and the stenosis with a semi-circular constriction on upper wall of channel. The peak 

constriction is 50% of the height of the channel. An inlet pulsatile velocity which matches the 

physiological velocity has been supplied at the inlet. The governing Navier-Stokes equation for blood 

flow is solved on a structured body fitted curvilinear non-orthogonal mesh flow. Solver employed is 

a finite difference type of discretization. Non-Newtonian behaviour of blood is modelled as 

Generalized Newtonian model [1]. The physiological velocity profile at the inlet were taken from 

Tutty [2] who has done the study assuming blood to be Newtonian fluid. We have observed a 

significant difference in the values of shear rate and vorticity observed in the two cases. 

Key Words: Blood Flow, Newtonian model, Atherosclerosis. 

1. INTRODUCTION 

There is indirect evidence that the developments and cause of many cardiovascular diseases are, to a 

great extent, related to the characteristics of blood flow, such as due to the high values of the shear 

stress at the wall or its variation. Hence, it is important to understand the connection between blood 

flow characteristics and development of cardiovascular diseases.  

Understanding the phenomena of stenotic flow has proceeded from quite a good number of 

theoretical, computational and experimental efforts. Assuming blood flow to be steady flow, flow 

through an axisymmetric stenosis has been investigated extensively by Smith [3] using an analytical 

approach concluding that the flow patterns strongly depend on the geometry of the stenosis and the 

upstream Reynolds number. However, blood flow is unsteady. The cyclic nature of the heart pump 

creates pulsatile conditions in all arteries. Womersley [4] considered the flow of blood through a 

straight pipe driven by an oscillatory pressure gradient. Pressure and flow have characteristic pulsatile 
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shapes that vary in different parts of the arterial system. Many theoretical analysis and experimental 

measurements on the flow through stenosis have been performed.  

2. PROBLEM FORMULATION 

This work focusses on developing a computational methodology which studies blood flow through a 

blood vessel segment having a stenosis in its lumen which is modelled as a semi-circular constriction 

as shown in FIGURE 1. The shape of the stenosis is taken to be a semicircle with radius equal to half 

the width of the channel. In the computational domain a finite difference type of discretization has 

been used. Physiological velocity profile has been taken at the inlet. The unsteady equations, 

transformed in the computational domain, are marched forward in time by using a semi-explicit 

pressure correction scheme. The validity and performance of the entire procedure is done through 

some flow problems involving flows in channels.The numerical procedure developed is then applied 

to a constricted channel to model blood flow in an artery.  

 

FIGURE 1. Schematic diagram of the stenosed channel 

In the Generalized Newtonian model blood is described using an incompressible shear-thinning 

model wherein the viscosity depends on the shear rate. The model is given by: 

�̿� = 𝜇(𝑨𝟏)𝑨𝟏 

Where v is the velocity vector. Further the viscosity is a function of shear rate (�̇�). 

𝜇(𝐴1)          = 𝜂∞      + (𝜂ₒ − 𝜂∞) [
1 + 𝑙𝑜𝑔(1 + Λ�̇�)

1 + Λ�̇�
]  

 

For the purpose of capturing the unsteady physics of the flow we employ a semi-implicit, pressure 

correction type scheme, on a non-staggered structure body fitted grid mesh using a finite difference 

type of spatial discretization. The details of the scheme are given in [8]. 

3. RESULTS 

After comparing our results with already published works of sinusoidal incoming flow which is used 

in theoretical and experimental studies of flow in non-uniform vessels [5-7], we have considered the 

effect of non-sinusoidal incoming flow, using the velocity profile given in [2]. Here, there is a double 

pulse, with the velocity during systole much greater than during diastole. Velocity is given by: 

V=0.251+0.290(𝑐𝑜𝑠𝜙 + 0.97𝑐𝑜𝑠2𝜙 + 0.47𝑐𝑜𝑠3𝜙 + 0.14𝑐𝑜𝑠4𝜙) 
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Where 𝜙 = 2𝜋𝜏𝑆𝑡 − 1.4142 and St is strouhal numbers which defines the pulsatility. 

The key hemodynamic variable affecting the growth of atherosclerotic plaques is the wall shear rate. 

We have therefore examined the difference brought about by shear-thinning behaviour on the wall 

shear rate, the difference in the vorticity and velocity vectors plots along the channel wall. We have 

taken time average of the shear rates over a cycle. 

Figure 2 shows that the peak value of time average wall shear rate is higher when considering blood 

as a non-Newtonian fluid. However the fluctuation in shear rate decays quickly downstream of the 

stenosis because of the effect of higher viscosity. 

            (a)            (b) 

FIGURE 2. Time average upper wall shear rate for non-sinusoidal flow at Re=750, St=0.024 (a) 

Newtonian (b) non-Newtonian 

 

 

 

 

 

 

 

FIGURE 3. Vorticity and velocity vector plots for non-sinusoidal flow with Re=750 and 

St=0.024(x=22 to 32) at  𝜏 = 0.5  

Newtonian 

Non-Newtonian 
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Figure 3 shows the vorticity and velocity vectors for non-sinusoidal inflow velocity. Larger number 

of eddies are formed in Newtonian flows as compared to non-Newtonian flows. The peak values are 

formed below the constriction and in the recirculation zone in case of Newtonian flows. 

4. CONCLUSIONS 

The objective of the present study was to do numerical simulation of human arteries which should be 

efficient and accurate in predicting fluid dynamics generated due to the presence of a stenosis. The 

study done helps in predicting the changes in various flow properties which occur in stenosed arteries 

due to physiological inflow velocity in Newtonian and non-Newtonian fluid.  

We have seen that the peak values of average wall shear rates is higher in non-Newtonian model than 

Newtonian. However the fluctuations in the shear rate in the post-stenotic region dampens in the non-

Newtonian model due to effect of high viscosity. The vortex formed in Newtonian flow is greater 

than non-Newtonian flow. Since vorticity is high in low viscosity models, it suggest that the viscosity 

of non-Newtonian model is higher than Newtonian model which goes along with the previous studies 

that viscosity of blood produced by non-Newtonian models for shear rates (less than 100𝑠−1) is higher 

than that of Newtonian models. 

REFERENCES 

[1] Yeleswarapu, K. K., 1996 “Evaluation of continuum models for characterizing the constitutive 

behavior of blood.”  PhD Thesis, University of Pittsburgh. 

[2] Tutty, O.R. and Pedley, T.J., 1993. “Oscillatory flow in a stepped channel”. Journal of Fluid 

Mechanics, 247, pp. 179-204. 

[3] Smith, F. T., 1979. “The separating flow through a severely constricted symmetric tube”. Journal 

of Fluid Mechanics, 90(04), pp. 725-754. 

[4] Womersley, J. R. 1955. “Method for the calculation of velocity, rate of flow and viscous drag in 

arteries when the pressure gradient is known”. The Journal of physiology, 127(3), p. 553. 

[5] Mittal, R., S. P. Simmons and F. Najjar. 2003. "Numerical study of pulsatile flow in a constricted 

channel." Journal of Fluid Mechanics 485  pp. 337-378. 

[6] Pontrelli, G., 1998. "Pulsatile blood flow in a pipe." Computers & fluids 27.3  pp. 367-380. 

[7] Nandakumar, N., Kirti C. S. and M. Anand. 2015  "Pulsatile flow of a shear-thinning model for 

blood through a two-dimensional stenosed channel." European Journal of Mechanics-

B/Fluids 49  pp. 29-35. 

[8] Anwer, S.F., Hasan and N., Sanghi, S. and Mukherjee, S., 2009. “Computation of unsteady flows 

with moving boundaries using body fitted curvilinear moving grids”. Computers & 

Structures, 87(11), pp. 691-700. 

 

Page 836 of 943



 

 

Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

Numerical analysis of heat transfer enhancement in microchannel with 
bioinspired surface 

Prasenjit Dey, Sandip K. Saha* 
Mechanical Engineering Department, Indian Institute of Technology Bombay 

Mumbai- 400076, India. 
E-mail: sandip.saha@iitb.ac.in 

ABSTRACT 

Numerical analysis is performed to study the influence of the bioinspired surfaces on the fluid flow 
and heat transfer in a microchannel. The layout of the bioinspired surface is encouraged by the fish 
scale geometry due to having structured micro roughness. Deionized water is selected as the 
working fluid, where the fluid flows through a copper microchannel of hydraulic diameter (Dh) of 
187.5 μm with three Reynolds numbers as 250, 650 and 1050. Fish scale structures are created on 
the bottom surface of the channel, and a constant heat flux of 100 W/cm2 is applied on the bottom 
surface. It is found that the bioinspired surface can enhance the convective heat transfer rate 
significantly compared to that of a plain channel by producing flow separation, disturbance and the 
vortexes in the mainstream. 

Key Words: Bioinspired Surface, Heat Transfer, Microchannel. 

1. INTRODUCTION 

Rapid growth in microelectronics for delivering high performance, due to the advancement in 
nanotechnologies has raised severe thermal management issue. Researchers are developing various 
cooling technologies to dissipate high heat fluxes associated with these miniaturized electronic 
devices. In this context, cooling by microchannels are recognized to be one of the crucial research 
areas among the micro-fluidic systems because of its preeminent cooling characteristics in high 
power magnets, accelerator targets, material processing and manufacturing industries, advanced 
thermal management systems, and high computation operations in computers, etc. [1]. A very high 
heat transfer coefficient, which is required to remove heat quickly from a very high heat dissipating 
micro devices, can be achieved by using microchannel due to its higher heat transfer surface area to 
fluid volume ratio compared to other macroscale systems. Till date, numerous experimental and 
numerical studies of microchannel are accomplished since its introduction by Tuckerman and Peace 
[2]. Thermal boundary layer interruption, mixing between hot and cold fluids and flow separation 
are the potential approaches to augment the heat transfer rate in microscale [3].  

Several innovative enhancement techniques were explored and reported by researchers. 
Regenerating the thermal boundary layer to enhance the heat transfer rate was studied numerically 
by Gong et al. [4] in a wavy microchannel. Combined effect of transverse micro chamber and 
parallel longitudinal microchannel can enhance the heat transfer rate by redeveloping the thermal 
boundary layer [5]. A significant enhancement in heat transfer rate can be achieved by introducing 
the waviness surface inside the straight microchannel [6]. The overall performance criteria of a 
microchannel can be enhanced by introducing porous medium which results in the reduction of 
pressure drop and the enhancement of the convective heat transfer rate [7, 8]. However, surface 
roughness plays significant role on heat transfer, which cannot be neglected if the relative 
roughness height is larger than 1% of the channel hydraulic diameter in microchannels [9, 10]. The 
effect of structured roughness or methodical flow obstacles or extended surface on the fluid flow 
and heat transfer in a microchannel was numerically studied by Yadav et al. [11].  

Some of the structured extended surfaces are also inspired by biological surfaces (biomimetic) and 
applied to study the effect of these biomimetic surfaces on the two-phase flows [12,13] and 
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observed that the bio-inspired surfaces promote the heat transfer coefficient significantly. 
Therefore, the main goal of the present study is to investigate the effect of biomimetic inspired 
surface on single phase laminar forced convection heat transfer in microchannel. 

2. DESCRIPTION OF PHYSICAL PROBLEM 

The present microchannel is designed with biomimetic inspired bottom surface that contains fish 
scale geometry. The detailed geometry of the computational microchannel and considered fish scale 
is depicted in Fig. 1(a-b), respectively. The channel height, width and length are taken as 100 μm, 
1500 μm and 0.02 m, respectively. Eight numbers of fish scales were used and they are equally 
spaced in the direction of flow. The geometry of the fish scale is defined by the following non-
dimensional parameters: slant height (Sf/Dh=1.50), width (Wf/Dh=1.07), horizontal gap 
(Hf/Dh=1.07), vertical height (Vf/Dh=1.60) and inclination angle (α = 1° and 10°). The inflow 
distance between the scales (Sp/Dh) is also kept constant at 2.13. The numerical analysis is carried out 
in a commercial Finite Volume based solver ANSYS Fluent V16.  

The computational domain consists of hexahedral elements where certain portion behind the fish 
scale is having fine mesh to adequately capture the fluid flow and heat transfer behaviour. A 
number of structured hexahedral mesh is also generated within the fish scale volume. After 
completing a detailed grid independence study, it is observed that the 9,01,500 number of cells are 
moderately sufficient for the numerical simulations with good accuracy and least computational 
time.  

 

(a)                                                                                          (b) 

FIGURE 1. (a) Schematic Diagram of the present computational model with boundary conditions 
and (b) Particulars of Fish scale geometry 

3. RESULTS AND DISCUSSION 

It is important to validate the present numerical model with the published numerical and 
experimental results. Therefore, a plain rectangular channel was considered for the validation and 
found that the present numerical model has a good agreement with the published data. Three 
different microchannels are considered; plain channel (MC_P), fish scaled channel [MC_A1 (If = 
1ᵒ) and MC_A10 (If = 10ᵒ)], keeping all other parameters as constant.  

Fig. 2 shows the ratio of Nusselt number for fish scale structured and plain microchannels. Drastic 
enhancement in thermal performance (Nu/Nu0) is noticed when the inclination angle is changed 
from 1° to 10°. This augmentation primarily results from the flow separation, disturbance effect and 
the vortices in the mainstream caused by fish scale inclination as can be observed from Fig. 3. 
Moreover, the effect of flow disturbance is more intense for larger inclination. This flow 

Page 838 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

disturbance in higher inclined fish scale microchannel can easily be understood from Fig. 3(b) and 
(c). 

 

FIGURE 2: Effect of fish scale inclination angle on thermal performance. 

 

 

(a) 

 

  

(b) 

 

 

(c) 

FIGURE 3: Streamline distribution in (a) MC_P (b) MC_A1 and (c) MC_A10 at Re=1050. 

To understand the fluid flow along the stream-wise direction, streamline distributions with non-
dimensional velocity contour is depicted at the cross sections for above mentioned three 
microchannels at z = 0.375 mm for Re = 1050. It is observed in Fig. 3(a) that the velocity profile 
remains invariable along the flow direction in the plain microchannel, however when the fish scale 
is introduced with an inclination angle of 1°, the velocity profile changes above the fish scale 
surface (Fig. 3(b)). The maximum velocity exists at the centre of the plain microchannel and 
remains same throughout the domain. However, as can be observed in Fig. 3(c), the velocity 
fluctuates significantly along the flow direction and the highest velocity is obtained at the centre of 
that portion of microchannel which contains fish scale structure.  

More vortices are observed in the microchannel with fish scale having an inclination angle of 10° 
due to adverse pressure gradient which moderately improve the flow mixing and chaotic advection. 
This phenomenon increases heat transfer in the microchannel of fish scale of 10°. 
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4. CONCLUSIONS 

A detailed numerical study is conducted to study the effect of the fish scale like geometry in a 
microchannel on heat transfer. It is found that the inclination angle of the present bioinspired 
surfaces can significantly enhance heat transfer by improving the flow mixing, and chaotic 
advection by introducing vortices, which increases with the inclination angle of the fish scale 
structure. 
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ABSTRACT 

Numerical investigation has been carried out to study the influence of various surface textures 

of absorber plate of solar air collector proposed for enhancement in heat transfer rate. The 

performance of the solar air collector with novel geometrical configuration of absorber plate is 

discussed. The influence of mass flow rate of air, glazing covers, amplitude (α) and wave length (λ) 

of absorber plate are numerically investigated. The investigation is carried out for the Reynolds 

number (Re) of range 4 × 103 to 15 × 103. Thermal performance for a range of mass flow rate of 

air, number of glazing covers, and for various values of amplitude and wave length of the absorber 

pate has been considered. Three different geometric configurations have been designed. Heat 

transfer and friction factor characteristic have been evaluated for a different configurations of 

absorber plate to determine thermo-hydraulic performance. 

Key Words: Energy analysis; Exergy analysis; Solar air collector; Amplitude; Wave length 
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ABSTRACT 

Due to manufacturing defects or some other reasons, cracks may be generated in a homogeneous 

bulk. Due to the presence of cracks, bulk may suffer from uneven stress distribution which may 

again propagate the existing cracks. Study of the mechanical behaviour of homogeneous bulk with 

the presence of crack is an essential requirement. Here, a numerical attempt is made to inspect the 

thermal behaviour of a homogeneous bulk with the presence of a hairline crack. A 2D rectangular 

homogeneous slab with a hairline crack is considered in the present study. The effect of size and 

position of the crack on the heat conduction through the bulk is extensively studied by varying the 

size and position of the crack. The 2D steady state conduction analysis are performed using Finite 

Volume Method (FVM). The numerical results are presented in terms of temperature distributions 

in the bulk as well as temperature profiles at the bottom wall and vertical mid plane. From the 

obtained results, it is found that the temperature distributions in the bulk as well as temperature 

profiles at the bottom wall and vertical mid plane are very much responsive with the position and 

size of the crack. Therefore, the nature and position of the crack can be inspected using the 

conduction analysis.  

Key Words: Steady state conduction, Hairline crack, Homogeneous slab, Finite Volume Method 

(FVM), Temperature profile at Bottom wall, Temperature profile at Vertical mid plane. 

1. INTRODUCTION 

Due to manufacturing defects or some other reasons, cracks may present in a homogeneous bulk 

and consequently, the bulk may suffer from uneven stress distribution which may again propagate 

the existing cracks. Under thermal loadings, these manufacturing defects may spread more rapidly. 

As a result, the strength of the bulk may be reduced significantly and eventually causes failure of 

the components. Therefore, study and estimation of crack distribution in homogeneous bulk is an 

essential requirement. For safety, smooth, and efficient operation of the equipment in the industries, 

identification of crack is highly required. Identifying a crack inside a bulk medium is a challenging 

as well as extremely important work for researchers. Researchers have already started to investigate 

the above area. However, as per the authors’ knowledge, not much work regarding inspection of the 

crack by knowing the temperature distribution on the surface of bulk is found in literature. 

Stationary heat conduction in an anisotropic slab containing a crack was numerically studied by 

Clements [1]. Clements [1] presumed an arbitrary temperature variation in one direction on each 

face of the slab whereas the crack surface was prescribed by specifying either heat flux or 

temperature. Two collinear cracks influenced by a concentrated heat source were studied by 

Matczyński [2]. Thermal stresses around a crack in the non-homogeneous interfacial layer between 

two dissimilar elastic half-planes were studied by Itou [3]. Cracks were considered as insulated 

surfaces by him. Using boundary element method, anisotropic heat conduction across an interface 

crack/defect filled with a thin interstitial medium was investigated by Shiah and Shi [4]. 
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An attempt is made here to study the effect of presence of hairline crack on the heat conduction 

through a homogeneous bulk. Numerical simulations are performed by varying the size and position 

of the crack within the bulk and consequently, attempt is made to capture the effect of size and 

position on the temperature distributions in the bulk as well as on the temperature profiles at the 

bottom wall and vertical mid plane. 

2.1 PROBLEM FORMULATION 

A 2D rectangular homogeneous slab ‘abcdef’ with a hairline crack ‘gh’ is considered (as shown in 

Figure 1) for the present study. For a given set of boundary conditions, heat transfer through 

conduction and consequently, the temperature distribution in the slab as well as the temperature 

profile at the bottom wall and vertical mid plane will be significantly affected by the size and 

position of the crack. Therefore, the nature of the crack can be inspected by knowing the 

temperature profile at the bottom wall and vertical mid plane. A constant heat flux of 80 kW/m2 is 

maintained in the portion ‘bc’ (heat source) of the upper wall whereas in the portion ‘ab’ and ‘cd’, 

constant ambient temperature of 300 K is maintained. The bottom wall is insulated. At the vertical 

walls (‘af’ and ‘de’), either constant temperatures are maintained or they are insulated (as shown in 

Table 1). At the crack (‘gh’) either zero heat flux or constant temperature boundary conditions are 

used. For a given size and position of the crack and a given set of boundary conditions, the 

temperature distribution throughout the slab and the temperature variation along the bottom wall 

and the vertical mid plane are evaluated through steady state numerical simulation using FVM. This 

process is repeated for a particular set of boundary conditions (in Table 1), by varying the size and 

position of the crack and the corresponding temperature profile on the bottom wall and vertical mid 

plane (intersect the crack perpendicularly at its mid-point) are recorded.  

 

FIGURE 1. Schematic diagram of the homogeneous slab with crack (all the dimensions are in mm) 

Case ‘ab’&’cd’ ‘bc’ (source) ‘af’&’de’ ‘gh’ (crack) 

A 300 K 80 kW/m2 Insulated Insulated 

B 300 K 80 kW/m2 300 K Insulated 

C 300 K 80 kW/m2 Insulated 300 K 

D 300 K 80 kW/m2 300 K 300 K 

TABLE 1. Boundary conditions considered for different cases 

2.2 METHODOLOGY 

To find out the temperature distribution within the bulk or temperature profile at the bottom wall 

and mid vertical plane, one needs to solve the energy conservation equation along with appropriate 

boundary conditions for a given geometry of the bulk together with position and size of the crack. 

The conservation equation of energy is discretized by FVM. 2D steady state heat conduction with 

no heat generation is considered here to capture the temperature distribution and temperature 

profile. The simplified form of the governing equation is 

                                                
( , ) ( , )

( , ) ( , ) 0
T x y T x y

k x y k x y
x x y y

     
+ =        

                               (1) 
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The boundary condition of the edges (walls) which are kept at a constant temperature can be 

expressed as shown below in equation (2).  

                                                         ( , ) Specified (Constant)T x y =                                                     (2) 

The boundary condition of the edges (walls) where, constant heat flux is maintained can be 

expressed as shown below in equation (3). 

                                    ( , )
( , ) Specified (Constant)

T x y
k x y

y

 
− = 

 

                                                      (3) 

For the numerical calculation using FVM, a body fitted rectangular structured grid arrangement is 

employed as shown in Figure 2. The grid size is decided after conducting a rigorous grid-

independence test. The scaled residuals are computed at each iteration. Once all of these scaled 

residuals fall below a prescribed value, it is assumed that convergence is reached. A fixed value of 

10−19 for the scaled energy residual is chosen as the prescribed value of convergence. 

 

FIGURE 2. Mesh pattern employed in the present investigation 

3. RESULTS 

The grid size is decided through an exhaustive grid-independence test as shown in Figure 3a and 3b. 

Using the Case A from Table 1, the temperature profile in the bottom wall (‘ef’ in Figure 1) is 

plotted for all the grid size and shown in Figure 3a. The maximum temperature at the bottom wall is 

also plotted with grid size as shown in Figure 3b. A rectangular structured grid of size 0.001 m 

(from the zone where results are independent of the grid size) is selected. 

 

FIGURE 3. Grid independent test: (a) temperature profile at the bottom wall for different grid size, 

and (b) variation of maximum temperature at the bottom wall with different grid size 

3.1 Effect of Crack Size: At first, crack at a position of 0.1 m above the bottom surface with four 

different size (0.2, 0.4, 0.6 and 0.8 m) are considered to study the effect of crack size on the 

temperature profiles and distribution. Effect of crack size on the temperature profile in the bottom 

wall considering Case ‘A’ and ‘C’ is shown in Figure 4a and 4b, respectively. From this figure, it is 

clear that temperature profile significantly varies with the crack size. 

 
FIGURE 4. Bottom wall temperature profile considering: (a) Case ‘A’, and (b) Case ‘C’ 
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Considering the same case as mentioned above, the temperature profiles along the vertical mid 

plane are shown in Figure 5a and 5b respectively. It is clear that the boundary conditions mentioned 

in Case ‘A’ is able to distinguish the crack size whereas those mentioned in Case ‘C’ failed to do so. 

 

FIGURE 5. Temperature profile at the vertical mid plane: (a) Case ‘A’, and (b) Case ‘C’ 

3.2 Effect of Crack position: Six different positions of the crack (0.05, 0.075, 0.1, 0.125, 0.15 and 

0.175 m from the bottom wall) with a size of 0.6 m are considered to study the effect of crack 

position on the temperature profile at the bottom wall and the vertical mid plane using Case ‘B’. 

Figure 6a and 6b show this effect of the crack position on the temperature profiles. 

 

FIGURE 6. Temperature profiles at the (a) bottom wall, and the (b) vertical mid plane  

4. CONCLUSIONS 

An attempt is made to study the effect of size and position of a hairline crack in a homogeneous 

bulk by 2D conduction analysis using FVM. It can be concluded from the present study that 

temperature profiles both at the bottom wall and vertical mid plane are well responsive to the size 

and position of the crack when the boundary condition mentioned in Case ‘A’ and Case ‘B’ are 

considered. Case ‘C’ and ‘D’ are effective to capture the effect of size and position of the crack, 

only when temperature profiles at the bottom wall are considered (temperature profile at the vertical 

mid plane fails to capture the variation of size and position of the crack). At a fixed position, as the 

crack size increases, bottom wall temperature reduces and consequently, temperature profiles are 

becoming flat. Similarly, when a crack of fixed size moves towards the heat source, the amount of 

heat reaching the bottom wall decreases and subsequently, temperature profiles are becoming flat.  
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ABSTRACT 

Two-phase flows are encountered in various applications in power plants, chemical plants and 
nuclear industry. The current day industries requirement is to operate these two-phase flow 
equipments over a wide range of operating conditions and is subjected to harsh environment driven 
by high temperature corrosive gases. This prompts for usage of expensive materials and thermal 
coatings to protect from tube burnout and thereby extend the life, without compromising on cost. In 
the context of modernization or up-gradation of the existing equipment, the transportation limits put 
several constraints on making the heat exchanger fatter or taller, thereby adding to the complexity. 
To make these heat exchangers compact without compromising on its efficiency, one should look 
for alternative ways. One of the ways of doing it is to increase the number of passes by routing 
tubes in such a way that the two-phase mixture travels downwards and upwards in a periodical 
manner. This brings in additional risks of premature tube burnout by reaching Critical Heat Flux 
limit, two-phase flow instabilities and other potential risks, especially when the flow takes place in 
a vertically downward direction. Critical Heat Flux (CHF) or post burnout refers to the sudden 
decrease in heat transfer coefficient for a surface on which evaporation or boiling occurs. Exceeding 
this heat flux causes the replacement of liquid adjacent to the heat transfer surface with a vapor 
blanket. This blanket acts as a barrier to heat flow from the heat dissipating body, resulting in 
possible catastrophic failure. Hence accurate estimation of CHF risk is a mandate not only from 
performance or life perspective, but also more important from safety perspective. Further, 
conducting numerous experiments to understand the flow patterns and the CHF in vertically 
downward two-phase flow is time consuming and expensive. All these constraints give an 
opportunity to leverage the numerical tools that are relatively less expensive and are quicker to 
estimate CHF.  

The present study focuses on the numerical analysis carried in a vertically downward subcooled 
flow using finite volume based commercial software Fluent by ANSYS Inc. Rensselaer Polytechnic 
Institute (RPI) boiling model in Fluent is used to predict the void fraction and CHF in a vertically 
downward flow. Turbulence effects are modelled by Shear Stress Transport (SST) k-ω and k-ɛ 
models. Most of the numerical work carried till date on two-phase flows focused on flow in 
vertically upward direction or in horizontal direction. Hence, the numerical models are validated 
against the data provided in open literature for vertically upward flows. The same models are 
extended for vertically downward subcooled flows in present investigation and the results for 
upward and downward flows are compared.  

Keywords: Computational Fluid Dynamics, RPI Boiling Model, Vertically Downward Two-Phase 
Flow, Void Fraction, Critical Heat Flux. 

1. INTRODUCTION 

Significant amount of experimental work was done on two-phase flows in last 50 years focusing on 
understanding the flow patterns, estimating the void fractions and determining the CHF limits for 
the safety. Most of the investigations in this field were primarily focused on understanding the fluid 
flow patterns and heat transfer in horizontal tubes, inclined tubes, and in vertical tubes with flow 
directed upwards and covering wide range of operating conditions.  Hall & Mudawar compiled a 
database, which was based on previous investigators as well based on their own investigations [1, 
2]. Bartolomei and Chanturiya [4] conducted the experiments with pressurized water. Their 
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experimental data was used for validation by many researchers. DEBORA experiments [7] also 
mark their importance in evaluating the CHF for R-12 refrigerant at high pressures to 2.62 MPa. 
Recent developments in computational facilities encouraged researchers to solve the governing 
equations for two-phase flows numerically. Ribeiro et al. [3] had adopted the experiments of 
Bartolomei and Chanturiya [4] and solved them numerically using commercially available 
FLUENT CFD code. The results were in good agreement with experimental data. Naveen and 
Veluswamy [6] had reported numerical solutions for Sodium boiling using FLUENT CFD code. 
They validated their model with Bartolomei and Chanturiya [4], and with DEBORA experiments 
[7]. Vyskocil and Macek [5] documented the numerical results generated using NEPTUNE_V2 
CFD code and found that their results were satisfactory. They reported that NEPTUNE code was 
not suitable for solving low pressure cases and high heat flux cases due to numerical instabilities.  
 
However, there were only limited investigations carried on vertically downward flows, where the 
buoyancy of the bubbles competes with the gravity of the liquid, resulting in the most complex flow 
behavior. The investigations in vertically downward flow were focused primarily on understanding 
the flow pattern maps and in estimating the void fractions [8]. A few investigations were focused on 
understanding the CHF for vertically downward flows experimentally [9, 10, 11]. To the best of the 
author’s knowledge, hardly any numerical investigations were carried in vertically downward 
subcooled flows numerically. This gives an opportunity to investigate the void fraction and CHF in 
a vertically subcooled flow using numerical tools. This was the motivating factor for current 
investigations.  

2. NUMERICAL ANALYSIS 

This section briefly discusses the numerical analysis method carried for current investigations.  

Void Fraction Validation: 

The models were validated with the experimental work done by Bartolomei et al. [4] for the void 
fraction. The geometry was modelled using the Design Modeller software available in ANSYS and 
the analysis was carried with FLUENT. A steady-state, axi-symmetric model was considered for 
current simulations. The properties were assumed to be temperature dependent. Meshing was done 
in ICEM CFD of ANSYS Inc. Grid independent study was carried before finalizing the simulations. 
Turbulence effects were modelled using k-ω turbulence model. Table 1 shows the geometric and 
operating conditions used for current simulations. 

Table 1. Geometric and operating conditions for RPI model 

Parameter Bartolomei et al. [4] 

Fluid Pressurized Water 

Length of Pipe 2 m 

Inner Diameter 15.4 mm 

Heat Flux 570 kW/m2 

Mass Flux 900 kg/m2/s 

Inlet Sub-cooling 60 K 

Operating Pressure 4.5 MPa 
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Critical Heat Flux validation for upward flow and extension to downward flow 

Critical Heat Flux for upward flow was validated with the work done by Hoyer [12]. The RPI 
boiling model available in Fluent was used in current investigations for validation.  Table 2 shows 
the geometric and operating conditions used in the present simulation study. 

Table 2. Geometric and operating conditions for CHF model 

Parameter Hoyer [12] 

Fluid Pressurized Water 

Length of Pipe 7 m 

Inner Diameter 10 mm 

Heat Flux 797 kW/m2 

Mass Flux 1495 kg/m2/s 

Inlet Sub-cooling 10 K 

Operating Pressure 7.01 MPa 

3. RESULTS 

Void Fraction & Wall Temperature Validation for Upward Flow 

The vapour void fraction prediction with numerical tool is validated with the work done by 
Bartolomei and Chanturiya [4]1 for vertically upward flow. Circumferential average of vapor void 
fraction along the length of the tube is presented. Figure 1 shows the comparison of vapor void 
fraction between current numerical analysis and experimental data. As it is evident, the results 
obtained are in good agreement with the experimental values documented by Bartolomei and 
Chanturiya [4].  
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                       Fig. 1 Validation of vapor void fraction                         Fig.2 Validation of wall temperature 

Figure 2 shows the comparison of wall temperature from current numerical analysis with the 
experimental data. The results show that the wall temperature prediction trends are in agreement 

                                                           
1 Data taken from Riberio et al [3] 
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with the experimental data for upward flow. However, the wall temperature variations exist and is 
mainly due to the wall treatment procedures adopted in the turbulence modelling. 
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Fig. 3 Prediction of void fraction in downward flow 

The validated void fraction model used for upward flow is extended to predict the void fraction for 
downward flow. The comparison of void fraction for upward and downward flows are shown in 
Fig. 3. The predicted results show that the void fraction at outlet is higher in downward flow than in 
upward flow, as expected and as reported most of the previous investigators. 

Critical Heat Flux 

This section presents the results obtained based on CHF investigations carried using Fluent. Fig. 
4(a) shows the Critical Heat Flux validation for upward flow with experimental data in open 
literature [12]. As it is evident, the numerical model prediction of critical heat flux defined by 
sudden rise in wall temperature, is in good agreement with experimental data. Figure 4(b) shows the 
CHF prediction for upward flow and downward flow based on the extension of validated numerical 
upward flow CHF model. As it is observed from Fig. 4(b), there is hardly any difference in CHF for 
upward flow and downward flow at high mass fluxes and at high pressures. 
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    Fig. 4(a) Validation of CHF model with experiment          Fig. 4(b) Comparision of CHF in upward and downward flow 

4. CONCLUSIONS 

The numerical model for two-phase flow has been validated against the experimental data 
in open literature for void fraction, wall temperature and CHF in upward flow at high 
pressure. The numerical predictions are in good agreement with the experimental data for 
upward flow. These models are then extended to predict void fraction and CHF in a 
vertically downward subcooled flow. As expected, the void fraction at the outlet  is higher 
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for downward flow compared to upward flow, where as there is no significant change in 
CHF for upward and downward flow at high pressure and at high mass fluxes. This 
indicates that the flow direction has minimal impact at high mass fluxes and  at high 
pressures. The available numerical models for vertically upward flow could be easily 
extended to model vertically downward flows at high mass fluxes. Further investigations 
are necessary to validate the suitability of these models for vertically downward two -
phase flows with low mass fluxes and at low pressures.  
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ABSTRACT 

In this paper, magnetohydrodynamic (MHD) three dimensional flow of Oldroyd- B nanofluid over a 

bidirectional stretching surface is analyzed. By using appropriate similarity transformation, the 

governing partial differential equations are reducing into coupled nonlinear ordinary differential 

equation. These nonlinear differential equations are then solved by the Differential Transform 

Method (DTM) combined with Padè approximation (DTM- Padè). The influence of emerging 

physical parameters namely, Deborah numbers
1 and 

2 ,  Prandtl number Pr, Brownian motion 

parameter 
bN  and thermophoresis parameter 

tN  on the fluid velocity, temperature and 

concentration profile are depicted through graphs. Also a comparative study between DTM and 

numerical method are presented by graph and other semi-analytical techniques through tables. It is 

noticed that DTM can overcome the earlier restriction, assumptions and limitation of traditional 

perturbation method. The main advantage of this method is that DTM can be applied directly to 

nonlinear differential equations without using linearization and round-off errors  and cannot be 

affected by error associated to discretization. 

Key Words: Heat Transfer, DTM-Pade, Numerical Solution, Oldroyd B nanofluid. 

Page 851 of 943

mailto:sumit.gupta@skit.ac.in


Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

 

WETTABILITY MODULATED EVAPORATION DYNAMICS OF 

SESSILE LIQUID DROPLETS  

Sumit Kumar1 and Suman Chakraborty1, 2 

1Advanced Technology Development Centre,  

Indian Institute of Technology Kharagpur, Kharagpur-721 302, West Bengal, India. 
2Department of Mechanical Engineering,  

Indian Institute of Technology Kharagpur, Kharagpur-721 302, West Bengal, India. 

 

ABSTRACT 

In this paper, we have developed a simple and effective model to understand the evaporation 

dynamics of sessile droplets. The volume evolution characteristics of sessile liquid droplet in stick-

slip (SS) mode is investigated on smooth surfaces with different wettability. The volume evolution 

of drying droplet has been presented for different receding angles. This study reveals that the 

droplet volume change with time on hydrophilic surface is different from the superhydrophobic 

surface.   

Key Words: droplet evaporation, stick-slip, CCR mode, CCA mode 

1. INTRODUCTION 

In recent years, the droplet evaporation on solid surface has been a subject of very much interest not 

only due to its fundamental scientific importance but also of significance in a wide variety of 

practical applications such as DNA mapping, inkjet printing, bio-sensing, droplet based 

microfluidics, and hot-spot cooling [1-3]. In the last few decades, numerous work have been 

reported in literatures for the sessile droplets either evaporating in single CBD mode or single CCA 

mode [1-7]. However, the investigations on the influence of initial contact angle and the receding 

contact angle on the volume evolution of an evaporating sessile droplet in stick-slip mode is still 

remained elusive. In this paper, we report a model which predicts the volume evolution of a sessile 

liquid droplet in stick-slip mode. We further make a detail analysis of the evaporation behaviour of 

a sessile droplet in the stick-slip mode with a wide range of receding contact angles on hydrophilic 

and superhydrophobic surface.  

2. THEORY 

The well celebrated pure-diffusion model [4] is used in this paper to develop the volume evolution 

of liquid droplet drying in stick-slip mode. The droplet shape is assumed to be a spherical cap [4, 6]. 

The volume of sessile droplet can be obtained from 

 
38 ( )V D f =   (1.1) 

The evaporation rate of a sessile droplet can be expressed as 

 

3 3
2

2 3

1 (sin 3cos 2)
,

8(1 cos ) 8 sin

dV D d dD
D

dt dt dt

   


 

− +
= − +

+
   (1.2) 

Further, the volume evaporation rate of sessile liquid droplets can be obtained by the analytical 

solution proposed by Papov [7] and it is given as: 
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Where   is the vapour diffusivity, CS
is the vapor concentration at the droplet surface, C

is the 

vapor concentration of far-field air,  is the liquid density, and ( )g  is a function of contact angle 

  and is given as  

 

2
2

0

cosh ( )
( ) (1 cos ) tan 8 tanh[ ( )]d

2 sinh(2 )
g

 
     



 
= + + − 

 
   (1.4) 

Since the closed form of the eq. (1.3) is not possible, and therefore, numerical integration 

techniques has to be used to calculate ( )g  . In the past decades, several approximate expressions 

for eq. (1.4) have been proposed [4] depending upon the application fields. Here, we have used the 

expression of ( )g  proposed by Picknett and Bexon [6], which is 

 

2 3 40.00008957 0.6366 0.1161 0.08878 0.01033
( )

sin
g

   




+ + − +
=   (1.5) 

The expression for the volume evaporation rate of sessile liquid drop, after substituting the Eq. (1.5) 

into Eq. (1.3), can be written as follows: 

 

2 3 4(C C )0.00008957 0.6366 0.1161 0.08878 0.01033

sin

SDdV

dt

     

 
− + + − +

= −  (1.6) 

Under the pinned mode of a drying droplet, the contact angle decreases while base 

diameter remains unchanged with time. It means D=D 0. The comparison of Eq. (1.6) with 

Eq. (1.2) and then after integration, the time evolution of contact angle in CBD mode is expressed 

as 

 

2

0
0( ) [G( ) G( )],

32 (C C )S

D
t


  

 

= −
−

  (1.7) 

In the equation (1.7), 
0  is the initial contact angle of the sessile liquid drop, and the function 

G( ) can be presented as 

 
2 3 4

sin
G( ) .

(0.00008957 0.6366 0.1161 0.08878 0.01033 )
d


 

   
=

+ + − +    (1.8) 

  

The expression of base diameter evolution in CCA mode can be obtained by taking the temporal 

change of contact angle equal to zero, i.e. 0.
d

dt


=  The comparison of Eq. (1.6) with Eq. (1.2) and 

after integration, it gives the relationship between base diameter and time in constant contact angle 

mode, i.e., 

 
2 20
0

0

( )3
(D) (D D )

16 (C C ) ( )S

f
t

g



 

= −
−

  (1.9) 
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The evolutions of contact angle and base diameter of sessile drop with time in stick-slip mode 

(After combining the Eq. (1.7) and Eq. (1.9)) can be obtained as  

               

2
2 20

0 0

0

( )3
(D) [G( ) G( )] ( D ),
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  (1.10) 
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D
t D D
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= −   =

−


  (1.11) 

Eq. (1.1), Eq. (1.10), and Eq. (1.11) have been solved numerically to get the volume evolution of 

sessile liquid droplet.  

3. RESULTS AND DISCUSSION 

      

Fig. 1 The volume evolution of sessile droplet on hydrophilic surface (β=40 deg) for different  

receding angles (βrec) 

                                     

Fig. 2 The volume evolution of sessile droplet on hydrophobic surface (β =140 deg) for different 

 receding angles (βrec) 
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The Fig. 1 and the Fig. 2 show the non-dimensional volume evolution with time for hydrophilic 

surface and superhydrophobic surface in combined CBD-CCA mode (stick-slip mode). V*(SS) and               
V*(CCA) (Fig. 1 and Fig. 2) are non-dimensional volume in stick-slip mode and single CCA mode, 
respectively. The dimensional time is represented as t*. This investigation reveals that the initial 

contact angle has a significant influence on the evaporation dynamics of droplet in SS mode. 

Further, it is observed that the volume evolution is constrained by the two extreme modes when 

droplet evaporates on hydrophilic surface (β=40 deg). However, the volume evolution is not 

constrained by the CBD and CCA modes for the droplet evaporating on the superhydrophobic 

surface (β=140 deg). During the droplet evaporation, the influence of receding angles on the 

hydrophilic and superhydrophobic surface are different. On the hydrophilic surface, the volume 

evolution of stick-slip mode departs from that of the single CBD mode and slowly reaches the CCA 

mode with the increasing receding angle. On the superhydrophobic surface, the influence of 

receding angles on the volume evolution is significantly different than that of hydrophilic surface. 

4. CONCLUSIONS 

In the present work, we report an effective and simplified model for the volume evolution 

of sessile liquid droplets drying in CBD-CCA (STICK-SLIP) mode. Using this model, we 

have investigated the temporal volume evolution of evaporating droplet in SS mode on 

both hydrophilic and superhydrophobic surface for a wide range of receding contact 

angles. The volume change of sessile liquid droplet on hydrophilic surface is constrained 

by the two extreme modes. However, this trend is significantly different for 

superhydrophobic surface. Findings reported in this work may provide some momentum in the 

rapid progress of the various fields such as DNA mapping, coating technologies, medical 

diagnostics, and microfluidics devices. 
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ABSTRACT 

A furnace in one of the Shell petrochemical complex developed hot spots due to burner flame 

impingement. Deep understanding and mitigation of the root cause for burner flame impingement on 

radiant tubes was required as hot spots posed tube integrity risk with safety ramifications. A 

computational fluid dynamics (CFD) study was proposed to understand the dynamics of combustion, 

and flue gas thermal profile in the firebox. This study was successful in identifying the causes of 

flame impingement and helped in validating effectiveness of proposed medium and long-term 

solutions to mitigate process safety and production risks involved. 

Key Words: CFD, Combustion, Heat Transfer, Numerical Modelling, High Performance 

Computing, Flame Impingement, Furnace, Process Safety, Primary air, Low NOx burners, Air 

staging. 

1. INTRODUCTION 

A furnace in a Shell Petrochemical complex developed hot spots in radiant coil due to burner flame 

impingement. The flames were also showing patterns of lack of combustion air as firebox appeared 

smoky in certain operating conditions. The hot spots and impinging flames posed potential threat to 

production and process safety in that plant as it can cause thermal fatigue failure of radiant cell tubes 

resulting in a tube leak. After considering several possible causes of flame impingement, it was 

proposed to carry out a detailed CFD study to model and understand the dynamics of combustion and 

flue gas thermal profile in the firebox. The furnace is provided with low NOx burners using 

combustion air staging technique. While primary air helps significantly in combustion and 

maintaining steady flame, staging air helps in reducing NOx emissions and might have destabilizing 

effects on flame shapes at times. Large amount of low calorific value waste process gas is routed 

through dedicated staging air nozzles in the burner for incineration of hydrocarbon present in the 

stream. The objectives of this study were: (i) to understand flame impingement issue using CFD 

modelling; (ii) to study the effect of swirler, retarder, process waste-gas and staging air on flame 

pattern and (iii) to validate effectiveness of proposed modifications to mitigate flame impingement.  

2. INPUTS, GEOMETRY, MODEL SET UP AND SIMULATION 

The furnace has three fireboxes. In each firebox, there are four rectangular radiant cells and one burner 

is provided at the centre of each radiant cell. As the flame impingement issue was observed in all 

radiant cells, only one cell has been simulated. Both fuel gas and liquid fuel are fired in the burners. 

For simplicity the CFD model simulated 100% fuel gas firing in the burner considering total burner 

heat release and combustion air flowrate same as liquid fuel and fuel gas combination firing. This has 

been achieved by firing an amount of fuel gas which enables equivalent total heat liberation in the 

burner for combination firing. The total amount of fuel gas enters the firebox through burner throat. 

Table 1 shows the combustion process conditions used as inputs to the CFD model. In operations the 

heat flux is calculated based on the surface area of the tubes carrying the fluid. In the CFD model the 
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tubes are not present. Instead, they have been represented as flat walls enclosing the cell. Therefore, 

the heat flux into the tubes has been scaled based on the surface area of the walls and applied in CFD.  

 

Process Parameters Fuel Gas 

Fuel 

Oil 

Equivalent 

Fuel Gas 

Model: Gas 

through Oil 

Inlet 

Combus-

tion Air 

Waste 

Gas 

Pressure (barg) 0.18 4.92 0.18  0.01 0.05 

Inlet temperature (℃) 25 126 25  217 54 

Density (kg/m3) 0.44   0.44 1.18 1.06 

Viscosity (Pa.s) 1.05E-5   1.05E-5 2.00E-5 1.90E-5 

Flowrates per burner (kg/s) 0.14 0.16 0.26 0.12 5.04 3.00 

Heat flux, operations (kW/m2) 37.99 

Scaled heat flux, CFD (kW/m2)  31.44 

TABLE 1. Process parameters for furnace used in CFD simulation 

 

Figure 1 shows the geometry of a single cell used in the model. The burner is surrounded by 16 

nozzles out of which 4 are process waste-gas nozzles and 12 are staging air nozzles. The height of the 

nozzle protruding from the bottom wall is 200 mm. The fuel oil nozzle is at the centre of the burner. 

The fuel gas nozzles are arranged in the annulus between fuel oil nozzle and staging air ports. Primary 

air enters the burner in a radially inward direction through the slots created by the 12 swirlers that 

produce swirl with the purpose of stabilizing the flame. The burners have a small feature called 

retarders which breaks larger vortices to provide stability to the flame. The four side walls of cell 

represent the tubes and a heat flux boundary conditions was applied. The bottom and the top walls 

were treated with adiabatic boundary conditions. The height of the cell is 11 m and the floor of the 

cell is 4.6 m x 4.6 m. The opening at the top of the furnace 1.77m x 1.77m and was assigned a pressure 

outlet boundary condition. All the inlets were assigned mass flow rate boundary conditions where the 

mass flows were taken from Table 1. There are six such retarders in the burner. The cut planes shown 

were used to visualize the results. Plane 1 is closer to the process waste-gas nozzles compared to 

Plane 2. The entire CFD model was set up in ANSYS Fluent v18.1. The flow was solved as steady 

incompressible turbulent flow with the mass flow rates. Temperature and pressure of the various gases 

were assigned at the inlet. Realizable K-epsilon model was used to model turbulence. The combustion 

was solved using non-premixed equilibrium chemistry combustion model. The fuel gas was assigned 

as the fuel, the combustion air was assigned as the oxydizer and the waste-gas was assigned as the 

secondary stream. The details of the non-premixed combustion modelling approach [1] was followed. 

 

 
 

FIGURE 1. Furnace and burner geometry details with position of cut-planes for visualization 
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The convective, conductive and Radiation heat transfer were accounted for in the model. P1 model 

was used for radiation. The different cases simulated in this study were discussed in the following 

results section. Typical number of mesh count was in the order of 3.5 millions for the geometry 

considered and each simulation took approximately 3-4 days to finish using 36 cores in HPC clusters. 

4. RESULTS 

A hypothetical case was simulated first without the retarders in the burner and in presence of waste-

gas. Then a case with retarders was simulated. Figure 2(a) shows the comparison of velocity contours, 

flow streamlines, and temperature contours with and without retarder. The velocity plume is 

drastically shortened and spreads on the side without the retarder. The corresponding vortex on the 

side shortens further in comparison to the case with retarder. This demonstrates the effectiveness of 

the retarder in stabilizing the flame. Without the retarder the spreading of the temperature plume is 

clearly visible. Another hypothetical case was simulated without waste-gas to compare and 

understand the effect of waste-gas on flame stability. Figure 2(b) shows the velocity contours and 

flow streamlines with and without waste-gas scenarios. The recirculation vortices on the sides of the 

furnace becomes shorter with the introduction of the waste-gas. This leads to potentially spreading 

the flame to the sides and leads to the bulging of the plume of velocity magnitude at a lower height. 

It was observed that the central inertia (flow in the core from the burner) elongates the vortices and 

the side inertia (flow from the off-gas nozzle) shortens it. These two flows seem to be in competition. 

  

 
(a)                                                  (b) 

FIGURE 2. Comparison of velocity contour, flow streamlines, temperature contour: (a) with and 

without retarder; (b) with and without waste-gas 

After studying the effect of the retarders and waste-gas, an attempt was made to understand the effect 

of staging air. The relative amounts of air staging can be altered in the burners by adusting staging 

air dampers, keeping total air flow the burner same. 14% and 28% of the total combustion air was 

introduced as staging air in the model. The 14% is a typical value based on plant experience. The 

28% staging air rate was chosen to test sensitivity of staging air on flame instability. With introduction 

of 14% and 28% staging air the velocity plume shortens and spreads sidewise further compared to 

the case with only waste-gas (results not shown). This could be attributed to reduction in the central 

intertia and additional side inertia, as part of the primary air now comes out of the staging air nozzles. 

Since the side intertia from the waste-gas has the potential to destabilize the flame, 5 inch nozzles 

instead of 4 inch nozzles were tested to reduce the side inertia by reducing the velocity of the waste-

gas.The velocity contours elongate and become slender with the 5 inch nozzles (results not shown). 

This confirms that larger nozzles would help in reducing side inertia to help stabilize the flame.  

Further modification of the existing retarder was tested by increasing the width of the current retarder 

by 50% in anticipation of improving flame instability further. Three cases were simulated with 
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modified retarder and compared with corresponding original retarder case. The cases are as follows: 

(i) with waste-gas, 28% staging air and 4 inch nozzle; (ii) with waste-gas, 28% staging air and 5 inch 

nozzle; and (iii) with waste-gas, no staging air and 5 inch nozzle. Figure 3 compares the velocity 

contours for the three cases with original and modified retarders. For a particular nozzle size and in 

presence of 28% staging air, there was marginal improvement of the velocity plume with the modified 

retarder. Further, if the staging air was completely shut down then the plumes became much better. 

The case with 5 inch nozzle and modified retarder where staging air was completely shut-off, the 

plume was observed to be the most stable (marked in the red box as the best solution possible). 

 

FIGURE 3. Spreading of plumes in the furnace for original and modified retarder for different nozzle 

sizes and staging air 

5. CONCLUSIONS AND RECOMMENDATIONS 

Based on the results from simulations, following conclusions were made: (i) retarder in the burner 

stabilizes the flame significantly; (ii) the central inertia (flow in the core from the burner) elongates 

the vortices in the cell and the side inertia (flow from the waste-gas and staging air nozzle) shortens 

it. The former stabilizes the flame and the latter spreads it; (iii) the risk of flame spreading increases 

with decrease in central inertia due to reduction in primary air (lower flowrate of total air or more 

staging air) and increase in the side inertia due to high velocity of waste-gas; (iv) increase in primary 

air flowrate is the most important lever to arrest flame spreading; (v) changing the waste-gas and 

staging air nozzle size from 4” to 5” helps to improve the flame by reducing the side inertia through 

reduction of velocity; (vi) increasing the width of the retarder makes the flame more stable. The 

combination of 5-inch nozzle (reduced waste-gas velocity), no staging air (no side inertia) and the 

modified retarder (increased central inertia) reinforces each other. As a result, it elongates the plume 

and reduces the bulging on the side significantly. Potential for success in overcoming flame 

impingement is highest if all the three options can be applied in combination. 

Based on these conclusions and operational constraints in the plant, the following are recommended 

to alleviate the flame impingement problem (in order of priority): (i) increase the primary air flow to 

the extent feasible; (ii) operate with minimum possible staging air, (iii) modify retarder design 

(enhanced width of the retarder keeping the slopes unchanged) to reduce flame spreading and (iv) 

increase the waste-gas nozzle sizes from 4” to 5”.  

REFERENCES 

[1] ANSYS Fluent Theory Guide 18. 

Page 859 of 943



 

 

Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

Investigation for the Improvement of Film Cooling Effectiveness on a  

High Pressure Turbine aerofoil with Shaped Film Holes 
1Batchu Suresh, 2Palvadi Sai Abhilash, 3Yagnesh Sharma N, 4Kesavan V, 5Kishore Prasad D 

1Scientist ‘F’, 4Scientist ‘G’, 5Scientist ‘G’, G.T.R.E, DRDO, Bengaluru, Karnataka, India, 
1batchusuresh@gtre.drdo.in 4kesavanv@gtre.drdo.in, 5kishoreprasadd@gtre.drdo.in 

2M. Tech (Thermal Sciences and Energy Systems), 3Professor, Manipal Institute of Technology, 

Manipal, Karnataka, India, 2saiabhilashpalvadi@gmail.com, 3yagnesh.sharma@manipal.edu 

 

ABSTRACT 

Modern day gas turbines are operating at gas temperatures which are close to melting temperature of 

the turbine aerofoil materials. It is essential to cool High Pressure Turbine (HPT) aerofoils such as 

Nozzle guide vane (NGV) and Rotor blades to improve their creep life to achieve safe life and 

reliability. Film cooling protects the blade surface from hot gas by providing a cool insulating layer 

between hot gas stream and the airfoil metal surface. Film cooling effectiveness is a measure of how 

well the metal surface is protected from the hot gas stream by the layer of cool secondary air. Cooling 

hole geometry is one of the key parameters which influences the film cooling coverage. Earlier 

aerofoils were with cylindrical holes, whereas current advanced aero engines are using shaped holes 

to achive higher effectiveness and better spanwise coverage. The current study is carried out with one 

of the shaped hole configuration namely, laid back fan shaped hole configuration on HPT turbine 

rotor blade without rotation. The advantage of using shaped hole over cylindrical hole is brought out 

in this paper. CFD analysis is carried out using FloEFD software for prediction of film cooling 

effectiveness for the film holes at one of the peak operating condition. The CFD analysis is validated 

with measured film cooling effectiveness data. The advantage of using laid back fan shaped hole is 

brought out from cooling effectiveness point of view. Parametric analysis is carried out for film 

cooling effectiveness at different blowing ratio (BR) = 1.0 to 2.5, turbulence intensity (Tu) = 5%, 7%, 

9 % and fan angle (γ) = 10 ͦ & 12 ͦ of shaped film hole. 

Key Words: Blade cooling, Adiabatic film cooling effectiveness, Cylindrical holes, Laid back fan 

shaped holes, Blowing ratio. 

1. INTRODUCTION 

Current gas turbines which are used for aircraft propulsion operate at high temperatures to improve 

the specific thrust. Increasing the turbine inlet temperatures results in increase of power output of the 

gas turbines but this is constrained due to materials temperature limit and the creep life of the hot end 

components. Hot end components like combustion chamber and turbines have to be cooled to achieve 

higher life and reduce the cycle maintenance cost. Generally the blade is cooled with cylindrical 

holes,which may not provide better flow spread due to higher exit velocity exposing the blade surface 

to higher gas temperature.The mixing of the coolant with the free stream is largely influenced by the 

velocity with which coolant is ejecting out from the hole. Exit velocity and jet lift off can be decreased 

by having the lower velocity with expanded exit area of shaped film holes. 

Bunker [1] reviewed  various factors affecting the film cooloing performance for different exit hole 

shapes and  summarized the work carried out for different hole geometries. Michael et al. [2] studied 

heat transfer coefficients near the shaped film hole and found that heat transfer coefficients are lower 

and have better film coverage compared to cylindrical holes.The exit velocity is low and gives higher 

film cooling effectiveness for laidback fan shaped holes when compared to cylindrical and fans 

shaped holes. Colban et al. [3] studied the performance of shaped holes near the shower head region 

on the pressure and suction sides and found that first row of shaped holes showed jet lift off on both 

sides due to the curvature effect. 
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The current study deals with the modelling of Laid Back Fan Shaped (LBFS) holes at discrete location 

on the aerofoil surface and compare the film cooling effectievnss results with cylindrical holes 

without rotation.The advantage of using laidback shaped film holes in terms of film cooling 

effectiveness with reference to the coolant mass flow is highlighted.  

2. METHODOLOGY 

The computational flow domain shown in Figure.1 was modelled using SolidWorks software, 

meshing and analysis is carried out using FloEFD [4] commercial software. The boundary conditions 

are mainstream inlet pressure and temperature, coolant passage inlet pressure and temperature, 

mainstream outlet pressure. No slip boundary condition is given at the test section walls. The 

geometric model of the blade aerofoil with cylindrical film cooling holes is shown in Figure 2.  CFD 

analysis was carried out for estimation of static pressure distribution and film cooling effectiveness 

over the aerofoil with the cylindrical holes on pressure surface are compared with experimental data 

for validation. 

  

 Figure 1 Computational Flow Domain Figure 2 Aerofoil Pressure Surafce with 

cylindrical holes 

Film Cooling Effectiveness (𝜂) is a non-dimensional parameter which is used to define the 

performance of film cooling. It is defined mathematically as 

𝜂 =  
(𝑇∞−𝑇𝑎𝑤)

(𝑇∞−𝑇𝑐)
      (1) 

Where 𝑇∞- Hot gas temperature,  𝑇𝑎𝑤-  Adiabatic wall temperature, 𝑇𝑐- Coolant temperature 

Two cooling configurations are considered for the aerofoil with cylindrical and shaped holes and are 

shown in Figure.3 and Figure.4 respectively. Figure.3 shows aerofoil with eight rows of cylindrical 

holes of which five rows of holes (H1,H2, H3, H6, H7) are in the leading edge region, two rows (H4,H5) 

are on the pressure side and one row (H8) on the suction side of the blade. Figure.4 shows the aerofoil 

with cylindrical holes at the leading edge and shaped holes SH4, SH5 and SH8 at the same locations of 

cylindrical holes H5, H6 and H8. The cylindrical and laid back shaped holes are modelled using 

SolidWorks. There are two coolant chambers which supply coolant to the film holes, front coolant 

plenum supplies coolant air to the leading edge film holes and the rear plenum supplies to the pressure 

and suction side film holes. Grid independence study and film cooling effectiveness analysis is carried 

out for aerofoil with cylindrical holes for configuration shown in Figure.3. CFD analysis is carried 

out for the configuration shown in Figure.4 to study the film cooling effectiveness. Figure.5 shows 

geometry model of aerofoil with SH4, SH5 rows of LBFS holes. Figure.6 shows the sectional view of 

film cooling LBFS holes. 
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Figure 3 Aerofoil with cylindircal holes Figure 4 Aerofoil with LBFS  holes 

  

Figure 5 Aerofoil with LBFS  holes Figure 6 Sectional view of LBFS hole 

 Where α – Hole inclination angle, γ – Fan Angle, δ – Laid Back Angle 

The geometrical features considered for analysis for LBFS holes is with laid back angle (δ) of 12 ͦ and 

for different fan angles. 

Parametric study has to be done for the following parameters: 

• Fan angle, γ = 10 ͦ , 12 ͦ . 

• Main Stream Turbulence Intensity, TI = 5%, 7%, 9% 

• Blowing Ratio, BR = 1.5, 2.0, 2.5 

3. RESULTS & DISCUSSIONS 

The static pressure distribution is estimated from the CFD analysis on blade aerofoil surface 

with clean profile i.e. without film cooling holes. The mainstream inlet total pressure and temperaure 

and the mainstream outlet static pressure are given as boundary condition for the analysis. The ratio 

of local static  pressure and inlet total pressure  over the blade surface is plotted with respect to ratio 

of axial legth to chord length. Figure.7 shows the comparision of predicted static pressure distribution 

with measured value and the measurements are in good agreement with the experimental data. 

Static pressure is maximum is at stagnation point on the leading edge region and the lowest is 

observed on the suction side at throat region. 
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Figure 7 Comparison of measured and predcited static pressure distribution 

 

Figure 8 Comparison of measured and predcited film cooling effectiveness over a pressure 

surface of aerofoil. 

Film cooling effectiveness is predicted with cylindrical holes on aerofoil pressure surafce. Figure.8 

shows the variation of film cooling effectiveness with with non-dimensionalised chord length and 

axial locations of film cooling holes. CFD predictions are in good agreement with the experimental 

results with the maximum deviation of 19.5% at chord lenth of X/Lc = 0.58. This gives us the 

confidence for the usage of FloEFD software for estimnating the film cooling effectuivensss for the 

new cooling configurations. This can be used as a design tool for optimisation cooling configurations 

for turbine aerofoils. 

CFD analysis for the film cooling effectiveness over the aerofoil with cylindrical holes is carried out for a 

blowing ratio of 1.0 with a density ratio of 1.6. The aerofoil metal temperaure is non-dimensionalised with 

respect to maximum gas tempertaure. The non-dimensionalised temperature contour for pressure surface 

(PS) and suction surface (SS) is shown in Figure.9. It can be seen that coolant spread is more in the 

axial direction and less in the spanwise direction this is due to the high exit velocity from the 

cylindrical holes. 
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Figure 9 Non-Dimensionalized Temperature Contour for Cylindrical Holes 

4. CONCLUSIONS 

CFD is used as an analysis tool for estimating the film cooling effectiveness over a blade aerofoil 

with cylindrical hole and laid back fan shaped hole. Static pressure distribution and film cooling 

effetiveness on pressure side of an aerofoil is compared with measurements to validate the CFD code. 

The predictions and measurements are in good agrement. Grid independence study and CFD analysis 

for aerofoil with cylindrical holes for different blowing ratios is carried out. Film cooling 

effectiveness is compared for cylindrical and shaped hole configuration. Paramteric analysis is  

carried out  to study the film cooling effectiveness for different blowing air ratio, turbulence intensity 

and fan angle. Complete results will be presented in the full manuscript. 
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ABSTRACT 

In this study computation is performed for an infinite elliptical cylinder, which is also the non-

dimensional length scale. The computational analysis is done to cover cross flow on elliptical 

cylinder covering laminar and turbulent regime in the Reynolds number range of 100-100000 and 

turbulence intensities from 5% to 40%. Air is considered as a working fluid to have constant Prandtl 

number (0.707). The present study is considered to be two-dimensional. The governing equations 

are solved by continuity, momentum, and energy equations. Computation is performed for steady 

variants using Transition SST Model. The computational results are validated with well-established 

correlations and it shows well agreements. This work demonstrates that SST Model can effortlessly 

bridge all flow regimes for predicting the heat transfer. It also reports the effect of inlet turbulence 

intensity on augmenting heat transfer from the elliptical cylinder. 

Key Words: Heat Transfer, Finite Elements, Force Convection, Bluff Body, Elliptical cylinder, 

Turbulent Intensity. 

1. INTRODUCTION 

The flow by the region of circular shaped cylinders has been widely studied due to its theoretical 

and practical consequence in engineering and scientific consequence in thermal engineering and 

fluid mechanics. Fluid flows are classified as external flow and internal flow, depending on whether 

the fluid is flowing over the surface or in the conduit. External flow generally shows a very 

different characteristic concerning internal flow. On the engineering application, there are a number 

of devices in mechanical, civil and other engineering where circular-cylindrical structures are used. 

Cylindrical structures are found in both alone and in a group, in the devises for heat exchangers for 

locomotive, cooling system for nuclear power plants, offshore structures, buildings, chimneys. 

Power lines, screens, grids, and cables, in both air and water as the flowing medium. In particular 

terms, the flow about circular cylinders shows various significant corporeal phenomena, such as 

division of flow, vortex shedding and also the shifting of flow from laminar to turbulence. It is the 

shape of the bodies which determined the form of flow and the energy transformation and flow 

characteristics. Therefore, designer should be careful to develop the correct shape and dimension of 

the body.  

Any divergence from the correct shape or dimension may loss the efficiency of flow or heat 

exchange process. To recognize the flow and the thermal behaviors, many researchers put their 

efforts and few important works are reported here. Motlagh and Hashemabadi [1] performed a 2D 

and 3D CFD modeling of heat transfer from distinct circular cylindrical particles in four dissimilar 
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cases. These are infinite cylinder in cross-flow, cross-flow on fixed cylinder with dissimilar aspect 

ratio in a rectangular duct; axial-flow on finite cylinder and axial-flow on finite cylinder with 

upstream turbulence have been inspected with the commercial CFD software. All body forces have 

been neglected and the standard κ–ɛ turbulence model has been used for calculation of eddy 

viscosity of flow. A very good conformity involving CFD simulations and experimental results are 

obtained for local and overall heat transfer coefficient.  

Kondjoyan and Daudin [2] have shown the consequence of free stream turbulence intensity on 

transfer of heat and mass at a surface of circular cylinder and an elliptical cylinder. Turbulence 

intensity within 1.5 to 40% and of Reynolds number ranging from 3000 to 40000 on transfer 

coefficients has been measured for a circular cylinder in cross-flow. Sanitjai and Goldstein [3] study 

the local and average heat transfer by forced convection from a circular cylinder. A Reynolds 

number ranging from 2000 to 90000 and Prandtl number from 0.7 to 176 has been considered. Their 

results are interesting for subcritical flow Scholten and Murray [4] has studied unsteady heat 

transfer and velocity profile of a cylinder in cross flow for Low free-stream turbulence. A method 

has been developed for making simultaneous measurements of time-resolved velocity, using laser 

Doppler anemometry, and local heat flux, using a hot film sensor, at the surface of a cylinder in 

cross flow. The results that they found are the magnitude of fluctuations in heat transfer at the front 

of the cylinder is very small. You and Kwon [5] have investigated the performances of different 

turbulent models for the flow simulation around a circular cylinder at a critical Reynolds number 

regime. The Reynolds number and turbulence intensity are considering 8.5×105, 0.7% respectively.  

A literature survey shows that very little works deal with elliptical cylinder, bluff body. Hence in 

this work, turbulent flow and heat transfer in a channel with EC bluff body placed inside is 

performed with different inlet turbulent intensity. 

2. PROBLEM FORMULATION 

The present study considers the forced convection cross flow around an elliptical cylinder (EC). 

The non-dimensional distance between the inlet of the channel and the front surface of the EC is X 

=15D and the total non-dimensional length of the computational domain L = 50D following Murmu 

et al. [6]. The diameter of the channel is D and the hydraulic diameter is Dh has been used in this 

study. The aspect ratio of the elliptical cylinder is 2.8 and is constant throughout the study. The 

problem is considered to be two-dimensional. Figure 1shows the computational domain. Air is 

considered as working fluid for which the Prandtl number is 0.71. 

Figure 2 show the close view of the mesh of elliptical cylinder. After doing several checks for grid 

independence, adequate number of cells was used. The number of nodes is 85,777 and 61,956 for 

the case with EC and without EC respectively. Fluid approaches to the channel with inlet velocity 

of 𝑈∞ and temperature of the inlet fluid is 𝑇∞ where the EC constant surface temperature is 

maintained about 𝑇𝑠 =350K. The fluid is defined to be air with constant physical properties 

(Pr=0.71) with an inlet temperature of 300K.  

The governing equations are discretized on a non-uniform structured grid using finite volume 

method and transition - SST model has been used for iteration process [7]. The velocities and 

pressures were predicted using semi implicit pressure linked equations (SIMPLE) scheme. The 

gradients for intermittency (γ), turbulent kinetic energy, specific dissipation rate, and momentum 

thickness used second order accurate upwind scheme. The discretized equations are then linearized 

using an implicit scheme and solved iteratively using Ansys Fluent 16.2, 2D double precision 

solver. The convergence criteria for continuity, momentum and energy are set at 10
-4

, 10
-5

, and 10
-7

 

respectively. The convergence criterion for other four turbulence quantities was also fixed at 10
-4

. 
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FIGURE 1. Schematic of Computational domain FIGURE 2. Close up view of grids of elliptical 

cylinder 

3. RESULTS AND DISCUSSION 

The results that obtained after the computation performed with the several Reynolds numbers are 

discussed in this section. The simulations are conducted for Reynolds numbers ranging from 100 to 

1,00,000. The variation of average Nusselt number with the increase of Reynolds number at 

particular turbulence intensity is investigated and the increase in heat transfer coefficient with the 

increase in turbulence intensity is reported. The turbulence intensity varies from 5% to 40%. 

 

FIGURE 3.Variation of Nusselt number with Reynolds number and prediction of transitional zone 
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Zhukauskas [8] and Whitaker [9] correlation have been used in this study for verification of SST 

model simulation results for heat transfer coefficient calculation over the EC.  

 

FIGURE 4. Variation of local Nusselt number at different turbulent intensity (%) over the curve 

length (θc) at Reynolds number of 20,000. 

 

FIGURE 5. Axial velocity contour near cylinder wall at Re=1,000 

Figure 3 shows the variation of Nusselt number for a fixed value of turbulence intensity of 5%.The 

simulation is performed for Reynolds number of 100 to 1,00,000 and the result shows good 

agreements with the correlation. Also, the transformation of flow field from laminar zone to 

turbulence zone can be visualized. From the curve it is clear that for external cross flow over a 

circular cylinder the transition zone is around 3,000. 

The variation of local Nusselt number over the arc length at a particular Reynolds number with the 

increase in turbulence intensity has been shown in the Figure 4. The nature of the curve is almost 
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same for all the Reynolds number. From the figure it is observed that with the increase in turbulence 

intensity the point of separation does not change much but the value of local Nusselt number at 

stagnation point increases rapidly. Also, from the Figure 5 the effect of cylinder axial velocity on 

the flow field is observed. 

4. CONCLUSION 

In this work, a elliptical cylinder in a rectangular domain has been computed. The work predicts the 

steady, two dimensional incompressible flow and the thermal behaviors for a cross flow past over 

the cylinder numerically. It is found that Reynolds number has a significant effect on area weighted 

average of Nusselt number. It increases as Reynolds number increases. Turbulence intensity has an 

effect on local Nusselt number, with the increasing in turbulence intensity local Nusselt number 

increases especially at stagnation point. Value of Pressure coefficient initially decreases and then it 

increases monotonically with increase in Reynolds number. Transition SST model can predict the 

entire flow regime involving laminar turbulent and transition regime. The results from purely 

laminar and those from turbulent model agree well with the results from transition SST model. 
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ABSTRACT 

Due to the efficient performance in energy storage density, latent heat storage system using phase 
change materials is the most efficient way of storing thermal energy. It has some dominant factors 
like high density energy storage and nearly isothermal operations, i.e., very small temperature range 
for heat storage and removal. In this study, Phase change material (PCM) is assumed to be 
incorporated in a brick wall structure, which can improve its thermal performance. A one-dimensional 
numerical model on Comsol Multiphysics is developed to analyse the thermal performance of the 
PCM-filled brick wall unit. The numerical model and the adopted hypotheses are illustrated in detail. 
The comparison between temperature distributions of simple brick wall and brick wall with a PCM-
layer is presented. The results using the numerical tool show that the thermal performance of the 
PCM-filled brick wall is efficient over the simple brick wall without PCM, as it shows the room 
temperature decrement of approximately 15oC with the set of boundary conditions and parameters 
stated in detail in this paper. 

Key Words: Numerical Modelling, Thermal Energy Storage, Phase Change Material, Thermal 

Analysis, Energy Efficient Buildings. 

1. INTRODUCTION 

Thermal energy storage for maintaining the ambient conditions inside the buildings is becoming 
increasingly important due to the surge in fossil fuel prices and environmental concerns. Different 
forms of thermal energy storages are sensible heat storage, latent heat storage and thermochemical 
storage [1]. The properties like high thermal storage density as well as the isothermal nature of the 
operation leads to employ phase change materials (PCMs) in latent heat storage system. New and 
intelligent materials, like PCM can store latent heat energy in addition to the typical sensible energy 
capacity, allowing to store significantly more energy as compared to conventional building materials. 
This kind of (latent heat type) thermal energy storage is preferred more and more in the case of 
buildings built with energy saving purposes.  
The PCM-Brick wall system can offer some competitive advantages over the traditional brick wall 
[2], listed as followed: 
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a) The ability to save the operative fees by shifting the peak electricity demand to off-peak 
periods, since electricity cost is much lower at night as compared to that of the day; 

b) Continuous storage of solar energy during the day, and releasing it at night, thus improvising 
thermal comfort level; 

c) Storage of natural cooling through ventilation at night in summer, which can be released to 
the room air during day time, thus reducing cooling load of air conditioning. 

There are various ways to incorporate the PCM into building structures which have been investigated 
in the literature [3], viz. direct incorporation, immersion and encapsulation. Generally the PCM 
included in the wall is in the form of microencapsulated particles in a thin, high molecular weight 
polymeric film, thus leading to prevention of any significant buoyancy effects inside the PCM layer 
and enhanced heat transfer [4].  
In this paper, numerical modelling of a brick wall containing PCM layer in between has been done to 
check the effectivity of PCM layer. It has also been compared with the conventional case of simple 
brick wall (without PCM) experiencing similar realistic boundary conditions. 

2. NUMERICAL MODEL FOR THERMAL ANALYSIS OF PCM IN BRICK WALLS 

In this problem, brick wall is incorporated with a PCM layer in between with a specific thickness. 
Analysis carried out will be used to compare the results of transient temperature distributions of brick 
wall with Phase Change Material [PCM] experiencing solar heat gain against the results of transient 
temperature distributions of simple brick wall (without PCM). Phase change material selected for the 
thermal analysis is octadecane (C18H38) which is being used as encapsulated PCM in building 
structures [4], having the following properties [5][6]:- 

 

Table 1. Properties of Octadecane. 

Properties Solid  Liquid  

Melting 
temperature (Tm) 

28 oC 

Latent heat of 
fusion (L) 

244 kJ/kg 

Density (ρ) 814 kg/m3 774 kg/m3 

Dynamic 

viscosity (μ) 
- 0.0039 Pa-s 

Thermal 
conductivity (k) 

0.358 W/mK 0.152 W/mK 

Specific heat (CP) 2150 J/kgK 2180 J/kgK 

 

Table 2. Properties of Air and Brick 

Properties Air Brick 

Thermal 
Conductivity (k) 

0.0257 W/m-K 0.5 W/m-K 

Density (ρ) 1.205 kg/m3 2000 kg/m3 

Specific Heat 
(CP) 

1005 J/kg-K 900 J/kg-K 

 

Transient parameters for analysis:-  

Time for analysis t = 24 hours 
Time steps  dt = 0.1 hour 

Assumptions:- 

• One dimensional. 
• Only conduction is considered with a heat generation term which is required for a phase 

transformation process. 
• Free convection / gravitational effect is not considered in this problem. 
• Air is assumed as a stationary medium, i.e. without convection. 
• Length of wall is assumed to be infinite. 
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FIGURE 1 Schematic of model for thermal analysis of Brick wall with PCM 

Boundary Conditions:- 

• At x = 150 mm, q = 500 W/m2 and Tout = 45 oC, hout = 10 W/m2K    (i) 

• At x = - 150 mm, 
��

��
 = 0        (ii) 

• At t = 0 sec, Tini = 25 oC         (iii) 

Dimensions:-  

• W1 = W2 = 60 mm [Brick wall thickness] 
• WPCM = 30 mm [PCM layer thickness] 

• Wair = 150 mm  [Air layer thickness] 
• H = 500 mm(Semi-infinite dimension) 

Dimensions used in the problem are taken after referring some similar problems from literature[7,8]. 

3. RESULTS AND DISCUSSION 

First results will be plotted depicting temperature distributions along the bricks and air passage in 

Fig. 2. We can observe that the phase front crosses the thickness of 30 mm in approximately 10 hours, 

after which all the PCM layer converts into liquid. Whereas in Fig. 3, results of temperature 

distributions of brick wall with PCM case is compared with the simple brick wall case. In both the 

cases similar boundary conditions have been taken. 

 

FIGURE 2 Temperature distribution for Brick wall with PCM (including Air Passage) 
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FIGURE 3 Comparison of temperature distributions (inside wall only) 

4. CONCLUSION 

The phase change material (PCM) appears to be a promising solution, since in latent form it can store 

and release more energy, than the sensible energy stored by most of the construction materials. From 

the results after designing the problem of PCM layer in brick wall, we can conclude that PCM can 

improve the thermal behaviour and energy efficiency of building.  
The results reveal that the problem of brick wall containing PCM layer after comparing to a simple 

brick, change in room-side temperature can be easily observed, i.e., approximately 15 oC reduction 

in room temperature is achieved in the case of brick wall with PCM. 
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ABSTRACT 

A finite-difference based numerical simulation using the homogeneous flow model has been 

performed to study the buoyancy-aided transient as well as steady conjugate heat transfer from a 

continuously moving horizontal plate to alumina-water nanofluid, as in hot extrusion.  The flow and 

heat transfer are treated as laminar, 2D, unsteady and non-boundary layer type.  Stream function-

Vorticity method has been used to formulate the problem. The parameters varied are: Volume 

fraction of nanoparticles (1% - 5%), Richardson number (0 – 20) and Plate Velocity (0.001 m/s – 

0.1 m/s).  The performance criteria are given on basis of enhancement factor and effectiveness. It is 

observed that with increase in nanoparticle volume fraction and plate velocity, time required to cool 

the plate to steady state temperature is reduced.  At a low plate velocity, the temperature drop in the 

plate is faster as compared to that at a high plate velocity. The enhancement factor increases with 

volume fraction of nanoparticles.  On the other hand, the effectiveness drops with increase in 

nanoparticle concentration.  

Key Words: Nanofluids, Hot extrusion, Continuously moving horizontal surfaces, Conjugate heat 

transfer, heat transfer enhancement 

1. INTRODUCTION 

The hot extrusion of materials, hot rolling, and continuous casting process are some of the industrial 

applications of continuously moving surfaces.  In this paper, a numerical simulation of transient 

cooling by alumina-water nanofluid of an extruded plate emerging from the extrusion die is 

presented.  Nanofluids are engineered colloids in which nanoparticles of 1-100 nm diameter are 

stably dispersed in a base fluid.  Nanofluids have been found to show anomalous increase in 

thermal conductivity and viscosity with respect to base fluid with increase in volume fraction ( ) 

of nanoparticles.  The nanoparticle concentration usually does not exceed 5%.      

2. PROBLEM FORMULATION AND SOLUTION METHODOLOGY 

Figure 1 shows a continuously moving horizontal plate emerging from an extrusion slot with a 

velocity, U and temperature, oT  into an otherwise quiescent fluid i.e. nanofluid at temperatureT . 

The buoyancy force acts in a direction normal to the plate motion and opposite to the direction of 

gravity.  The flow and heat transfer characteristics are examined on both upper and lower sides of 

the plate surface. Alumina-water based nanofluid has been used as the coolant. The plate material is 

aluminium. The plate velocity varies from 0.001-0.1 m/s. The initial plate temperature is 358 K. 

The temperature of quiescent fluid is 298 K. The values of Richardson number, Ri are taken as       

Page 874 of 943



 

THERMACOMP2018, July 9-11, 2018, Indian Institute  of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

 

0 < Ri < 20. The length, width and thickness of the computational domain are 1 m, 0.1 m and 0.01 

m, respectively. 

 
 

Figure1. Physical problem 
 

     The boundary layer approximations are not valid near the slot region. So the flow and heat 

transfer are assumed to be of non-boundary layer type and hence full elliptic governing equations 

are solved.  

 

Non-dimensionalization 

The non-dimensional parameters are as follows. 

𝑥∗ =
𝑥

𝑑
 , 𝑦∗ =

𝑦

𝑑
 , 𝑡∗ = 𝑡

𝑈

𝑑
 , 𝑢∗ =

𝑢

𝑈
 , 𝑣∗ =

𝑣

𝑈
 , 𝜃 =

𝑇 − 𝑇∞

𝑇𝑂 − 𝑇∞
  , 𝜓∗ =

𝜓

𝑈𝑑
 , 𝜉∗ =

𝜉𝑑

𝑈
 , 𝑅𝑒 =

𝑈𝑑

𝜈𝑓
 ,  

 𝑃𝑒𝑝 =
𝑈𝑑

𝛼𝑝
, 𝑃𝑟 =

𝜈𝑓

𝛼𝑓
 , 𝑃𝑒𝑓 = 𝑅𝑒 × Pr,   𝑅𝑖 =

𝐺𝑟

𝑅𝑒2  , 𝐺𝑟 =
𝑔𝛽(𝑇𝑂−𝑇∞)𝑑3

𝜈𝑓
2                                           (1) 

                                                                                                                                                        

Non-dimensional Governing Equations 

 

Stream function Equation:          
𝜕2𝜓∗

𝜕𝑥∗2 +
𝜕2𝜓∗

𝜕𝑦∗2 = −𝜉∗                                                                    (2) 

 

Where,   𝑢∗ =
𝜕𝜓∗

𝜕𝑦∗ and 𝑣∗ = −
𝜕𝜓∗

𝜕𝑥∗   

Vorticity Transport Equation:     
𝜕𝜉∗

𝜕𝑡∗ + 𝑢∗ 𝜕𝜉∗

𝜕𝑥∗ + 𝑣∗ 𝜕𝜉∗

𝜕𝑦∗ =
1

𝑅𝑒
(

𝜕2𝜉∗

𝜕𝑥∗2 +
𝜕2𝜉∗

𝜕𝑦∗2) +
𝐺𝑟

𝑅𝑒2 (
𝜕𝜃

𝜕𝑥
)               (3) 

 

Energy Equation for the Fluid:   
𝜕𝜃

𝜕𝑡∗ + 𝑢∗ 𝜕𝜃

𝜕𝑥∗ + 𝑣∗ 𝜕𝜃

𝜕𝑦∗ =
1

𝑃𝑒𝑓
(

𝜕2𝜃

𝜕𝑥∗2 +
𝜕2𝜃

𝜕𝑦∗2)                                (4) 

 

Energy Equation for the Plate:   
𝜕𝜃

𝜕𝑡∗ +
𝜕𝜃

𝜕𝑥∗ =
1

𝑃𝑒𝑝
(

𝜕2𝜃

𝜕𝑥∗2 +
𝜕2𝜃

𝜕𝑦∗2)                                                   (5) 

 

     The enhancement factor is defined as the ratio of average heat transfer coefficient in nanofluid to 

that in base fluid and the effectiveness is the ratio of average heat transfer coefficient in nanofluid to 

the power required to pull the plate.  The nanofluid considered is assumed to be homogeneous and 

single phase. The property correlations as functions of bulk volume fraction ( )  of nanoparticles 

for alumina-water have been taken from Buongiorno [1] who developed them from the 

experimental data of Pak and Cho [2].  Equations (2) - (5) have been solved simultaneously by pure 

implicit finite-difference scheme.  The upwind scheme has been used.  Optimum grids have been 

used for various parameters based on grid independence tests.   
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3. RESULTS AND DISCUSSION 

The numerical results have been satisfactorily validated for pure fluid (water) against Sakiadis [3] 

for the case of forced convection.  The Reynolds number is taken as 1119. It is seen from Fig. 2 that 

the validation is quite satisfactory. The small deviation arises from the fact that Sakiadis [3] solved 

the problem using a boundary-layer analysis whereas the present problem formulation is based on 

non-boundary layer considerations. The mixed convection results are compared with the 

experimental results of Karwe and Jaluria [4] for continuously moving vertical plate moving 

downward in water. Figure 3 shows a comparison of steady state variation of the numerically 

predicted horizontal plate centreline temperature with x* for an aluminium plate moving vertically 

downward in water at Re = 103 and Ri = 0.8.  A reasonably good agreement between the two is 

observed.  The deviation exists due to the fact that the solution for the present problem is obtained 

for continuously moving horizontal plate while the experiment was performed for a vertical plate. 

Figure 4 shows the transverse variation of plate temperature at x* = 0.5 m and at U = 0.01 m/s for 

different volume fractions of nanoparticles.  It may be seen from the graph that as the nanoparticle 

concentration increases, the rate of heat removal from the plate also increases because of the 

enhanced heat transfer coefficient.  Figure 5 depicts the steady state plate centreline temperature 

variation at ϕ = 0.03 for different plate velocities. The figure reveals high temperature gradients at 

lower plate velocities. Table 1 shows that due to increase in thermal conductivity with volume 

fraction of nanoparticles, the enhancement factor also increases.  The effectiveness, on the other 

hand, drops with increase in nanoparticle volume fraction since larger power is required to pull the 

plate as viscous force also rises with ϕ. Figure 6 shows that higher u-velocity near the wall region 

occurs due to greater buoyancy force which in turn gives rise to higher heat transfer coefficient 

resulting from higher temperature gradient (Fig. 7). 

Table1. Comparison of enhancement factor and effectiveness at different ϕ's 

 Φ Enhancement factor Effectiveness × 10-7 (m-2 K-1) 

    

Base fluid 0.0 1 2.704 

 

Al2O3-water 

0.01 1.049 2.342 

0.03 1.146 1.842 

0.05 1.235 1.526 

  

Figure 2. Comparison of u-velocity profile with 

the analytical solution of Sakiadis [3] 

Figure 3. Comparison of experimental [4] and 

present results for steady state variation of plate 

centreline temperature with x* at Re = 103, Ri = 

0.8 
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Figure 4. Transverse temperature variation in the 

plate and the fluid (upper half) at x*= 50 for 

different volume fractions of nanoparticles, ϕ at 

U = 0.01 m/s  

Figure 5. Centreline plate temperature variation  

at ϕ = 0.03 for different plate velocities 

 

  
Figure 6. u-velocity profiles at x*= 50 for ϕ = 

0.01, U = 0.001 m/s and varying Ri for the lower 

domain 

Figure 7. Temperature profiles at x* = 50 for ϕ = 

0.01, U = 0.001m/s and varying Ri for the lower 

domain  

4. CONCLUSIONS 

A numerical simulation based on a non-boundary layer formulation has been performed for a 

continuously moving horizontal plate cooled by alumina-water nanofluid, as in hot extrusion. The 

results have been satisfactorily validated with earlier analytical and experiment works.  The study 

reveals that with increase in nanoparticle concentration and plate velocity the time required to cool 

the plate to steady state temperature is reduced.  At a low plate velocity, the temperature drop in the 

plate is faster than that at a high plate velocity.  While the enhancement factor increases with 

increase in the volume fraction of nanoparticles the effectiveness falls with rise in nanoparticle 

concentration.  The heat transfer coefficient and enhancement factor in the region below the plate 

are marginally lower than those above the plate.   
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ABSTRACT 

This study deals with the development of a general purpose solver that can handle any type of 

system of linear equations Ax=b, where A is a square matrix. Numerical experiments are performed 

using ILU(p) preconditioner with Bi-CGSTAB solver on various randomly generated matrices of 

order 10 to 50,000. A new pattern of ILU(p) preconditioner has been found that lead us in 

developing a new algorithm that requires less storage and computational time for getting the correct 

solution within ten iterations. The algorithm developed depends only on the order of the square 

matrix A and is independent of the type of the matrix A. This new algorithm which is first of its 

kind that can be used to solve any Ax=b kind of problem in which A is a square matrix. 

Key Words: Bi-CGSTAB solver, ILU(p) preconditioner, CSR format, Linear Algebraic equations. 

1. INTRODUCTION 

The problem of solving large linear systems of equations occurs commonly in many scientific and 

engineering applications. Let us consider the linear system Ax=b, where the coefficient matrix 

A=[aij] is a large sparse matrix of order nxn, b is a given vector of order n and x is the unknown 

vector of order n. The matrix A may be symmetric, non-symmetric, diagonally dominant, non-

diagonally dominant, or possible combination of these four. Direct methods are not good option for 

a system of millions or billions of unknowns because of the time and storage requirement. Iterative 

methods can handle such systems but are not as robust and efficient as direct methods. Despite their 

intrinsic appeal for very large linear systems, drawbacks in terms of efficiency and robustness 

hampers the acceptance of iterative methods in industrial applications. Preconditioning can be used 

to improve the efficiency and the robustness of an iterative technique. But, not all the 

preconditioners can be used for all kind of system of linear equations. In general, it is agreed that 

the construction of effective general purpose preconditioner is not possible. Some preconditioners 

may perform well on a wide range of problems [1]. 

Preconditioning is defined as the transformation of the original linear system (Ax=b) into one such 

system which has the same solution, but which is likely to be easier to solve using an iterative 

solver. An incomplete factorization of the original matrix A is one of the simplest ways of defining 

a preconditioner. This lead to a decomposition of the form A=LU – R. Here L is a lower triangular 

matrix, U is an upper triangular matrix and R is the residual or error of the factorization. For the 

zero fill-ins incomplete factorization known as ILU(0), L and U have the same nonzero structure as 

the lower and upper parts of A respectively. ILU(0) is rather easy and inexpensive to compute but it 

often leads to a crude approximation which may result in either no convergence or requiring many 

iterations to converge. To remedy this, several alternative incomplete factorizations have been 

developed. ILU(p) preconditioning allows the user to control the fill-ins provided in the 

preconditioner matrix (M) by defining the value of p. In case of more accurate ILU factorization, 

the pre-processing cost to compute the factors is higher but the solution converges in fewer 

iterations [2]. 
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As there are lots of zero elements in a sparse matrix, if we store all these elements then the storage 

space taken will be very large. In order to avoid this, algorithms have been developed where the 

zero entries in the matrix are considered as redundant and only non-zero entries are stored, thereby 

minimizing the storage requirement. Out of the various storage formats, the CSR format is often 

more useful for performing typical computations. CSR format got the advantage of its simplicity 

and flexibility. CSR storage structure takes the least storage space on the disk and performs the best 

for the processing in comparison to other storage formats [2]. 

In the present work, emphasis is given for getting the solution of the system of linear equations in 

minimum number of iterations irrespective of the type of the coefficient matrix A. We have used 

ILU(p) preconditioner combined with Bi-CGSTAB solver. The main focus is to make a solver with 

high accuracy that can be used to solve any kind of A (i.e., dense, symmetric, non-symmetric, 

diagonally dominant, non-diagonally dominant or combination of the four) in lesser CPU time and 

requires minimum storage. 

2. METHODOLOGY AND NUMERICAL EXPERIMENTS 

The numerical experiments are performed using five different types of matrices, namely Dense, 

Diagonally Dominant Sparse (DDS), Diagonally Dominant Sparse Symmetric (DDSS), Non-DDS 

and Non-DDSS. MatlabR is used to generate the above mentioned matrices of order 10 to 50000 in a 

random fashion. The arrangement of the non-zero elements in the matrix is also random. The b 

vector is obtained by assuming x as 1 and multiplying it with matrix A. At the start of the iteration 

an initial guess of x=0 is given. For convergence, the iterations are continued till the residual vector 

falls below the tolerance of 10-12. 

The c++ code is developed for Bi-CGSTAB solver with ILU(p) preconditioner. First numerical 

experiments are performed for the randomly generated system of linear equations in which the 

number of unknowns are 250, 500, and 1000. It has been found that as the fill-ins increases or p 

increases the chances for the convergence of the solution increases. Further numerical experiments 

are done with 28 randomly generated sparse system of linear equations of order 1000 and 10000. 

 

FIGURE 1. Variation of the sparsity of M with p (fill-ins provided) for matrices of order (a) n = 1000 

and (b) n = 10000 

Figure 1 shows the variation of the sparsity of the preconditioner matrix M with respect to p i.e., 

fill-ins provided. From the figure one can observe that with the increase in p the sparsity of M 

decreases up to some value of p (region 1) and after that it becomes constant (region 2). When the 
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value of p from region 1 is used to solve the system of equations, either the solution is not 

converged or has taken very large number of iterations for convergence. But, when the value of p 

from region 2 is used to solve the system of equations the solution has always converged within ten 

iterations.  

From this observation, we can say that there exists a particular p which was not known earlier it is 

termed as optimum p (popt) after which the sparsity of the matrix M becomes constant and this M, 

when used with the solver, provides the correct solution within ten iterations. Further numerical 

experiments are done to find the popt. 

 

FIGURE 2. Initial sparsity of M and Sparsity that becomes constant after some p value for the test 

matrices of order (a) n=1000 and (b) n=10000. Difference between the initial sparsity of M and the 

sparsity that becomes constant after some p value for the test matrices of order (c) n=1000 and (d) 

n=10000. 

Figure 2 (a) and 2 (b) shows variation of the initial sparsity of the matrix M (SpM|initial) (i.e., the 

sparsity of the matrix A) and the sparsity of the matrix M that becomes constant after a particular 

value of p (SpM|constant) for the test matrices of order 1000 and 10000 respectively. Figure 2 (c) and 2 

(d) shows the difference between the SpM|initial and SpM|constant for the test matrices of order 1000 and 

10000 respectively. The difference comes out to be constant irrespective of the type of the matrix 

and arrangement of the non-zero elements in the matrix. The same procedure has been carried out 

for the system of equations of order 10 to 50,000. Using power interpolation an equation is obtained 

to find the difference between the SpM|initial and SpM|constant. The equation obtained is: 

SpM|initial – SpM|constant = 1.365*n-0.462                                              (1) 

By trial and error method it has been found that the popt can be obtained by the following relation: 

Popt = (SpM|initial – SpM|constant) / (SpM|initial – SpM|p=1)                                     (2) 

Using the definition of the sparsity, the equation obtained for SpM|initial – SpM|constant and making an 

assumption that the fill-ins provided for p=1 case is 2 times the order of the system i.e., 2n, we get 

the following equation for optimum p: 
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popt = 0.6825*n0.538                                                                                              (3) 

the above equation requires only the order of the system to calculate the popt. Once we know the popt 

we can also calculate the approximate number of non-zero (nz) elements present in the 

preconditioner matrix using the following equation: 

nzM = nzA + 2n*popt                                                        (4) 

By knowing the popt value the convergence of the system can be assured and by knowing the nzM, 

the implementation of the CSR format becomes much easier as we can predefine the positions of 

the fill-ins. A new algorithm has been developed using the above equations which is easy to 

implement in CSR format.  

3. RESULTS 

For a randomly generated sparse system of equations of order ten thousand, table 1 summarizes the 

result obtained from the direct method and the new algorithm developed. 

TABLE 1. Comparison of the time and storage required by direct LU factorization and BiCGSTAB 

with ILU(popt) 

Solver 

Number of 

CPU core 

used 

RAM 

used 

Number of 

non-zero 

elements 

present in A 

Memory 

require for 

storing the 

system Ax=b 

(in MB) 

Number of 

iterations 

Time taken for 

convergence 

(seconds) 

Direct LU 

factorization 32 128 97798 763.0157 - 58 

BiCGSTAB 

with ILU(popt) 1 16 97798 1.2336 1 23 

From the table 1 we can see that there is a drastic reduction in time and storage for the new 

algorithm as compared to the direct LU factorization. The comparison is repeated for different 

randomly generated matrix. All the time we get similar result as shown in table 1. 

4. CONCLUSIONS 

In the present study, numerical experiments has been done using ILU(p) preconditioner with Bi-

CGSTAB solver on various randomly generated matrices of order 10 – 50000. It has been found 

that ILU(p) preconditioner follows a pattern i.e., after a particular p (popt) the sparsity of the 

preconditioner matrix M becomes constant. M build using popt always provides the correct solution 

within ten iterations (most of the time in the first iteration itself) irrespective of the coefficient 

matrix type and has the accuracy of 10-12. A formula has been derived for popt that depends only on 

the order of the matrix A. New algorithm is developed using the popt and CSR format. With this 

algorithm the time taken and storage for getting the solution is drastically reduced. This new 

algorithm is first of its kind that can be used to solve any Ax=b kind of problem in which A is a 

square matrix. 
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Abstract

Shape effects of particle in free molecular regime is investigated using an in-house, three dimensional
direct simulation Monte-Carlo (DSMC) solver. The solver is validated for typical shape i.e sphere with
available analytical results and compared with practical particle shape i.e ellipsoidal. The sensitivity of
particle shape is discussed using surface properties such as drag and heat transfer. Moreover, the variation
of surface properties with respect to angle of attack is discussed.

KEY WORDS :: DSMC, GAS-SOLID FLOW, NON-SPHERICAL, FREE MOLECULAR REGIME

1 Introduction
Multiphase flows considering gas-solid have many applications in industries such as cyclone separators,
sand blasting, sand storm, pollution control systems, etc. Numerous studies had been done in several years
to study the gas-solid flow behavior, however it is limited to low-speed and continuum regime. Even though
not many research found in high speed and free molecular regimes considering gas-solid flows, it is impor-
tant to study in order to address several practical situations such as unburned fuel in solid propellant rocket
nozzles, dust dispersion in lunar/planetary landings, etc. Experimental studies are quite expensive in order
to mimic the low density environments as well as high speed flows. Moreover, the conventional Navier-
Stokes solver is not suitable to study because of continuum failure at free molecular/transitional regime,
where the characteristic length is comparable to the mean free path of the molecule. Some researchers
proposed theoretical approaches to study gas-solid flows at free molecular regime notably: Gallis et al. [1]
proposed a theoretical relation using Greens function approach to calculate drag and heat flux experienced
by a particle moving in free molecular regime for monatomic gas. This approach was used to study effects
of unburned solid propellants in rocket nozzle [2], predict dust emission mechanism of lunar sand particles
due to plume impingement from the nozzle[3], etc. Saucer [4] derived a analytical relation to determine
total heat transfer experienced by a particle in free molecular regime.

All the aforesaid research had considered particles as perfect spheres which are very convenient to
model whereas, particles are non-spherical in reality. Non-spherical particle-gas flow behavior have been
studied by some researchers in continuum regimes[5, 6] and addressed the complexity dealing with it. A
single characteristic value (diameter) is enough to describe the behavior for spheres whereas at least two
parameters are required to study even for regular non-spherical particles such as ellipsoid. Moreover, the
pitching torque and lift force need to be considered if the angle of attack is non-zero.

The present work aims to study the importance of particle shape consideration in free molecular regime
in aerodynamic as well as heat transfer aspects. In this work, we have used a kinetic-particle based Direct
Simulation Monte-Carlo (DSMC) solver to study particle behavior in free molecular regime. This paper is
arranged as follows: the brief description about DSMC method is given in Sec. 2, the numerical parameters
are presented in Sec. 3. This is followed by results and discussion in Sec. 4 and conclusions in Sec. 5.

2 Computational Model :: The DSMC Method
The Direct Simulation Monte Carlo method (DSMC) is a particle based method proposed by G.A. Bird
for the simulation of non-equilibrium gas flows [7]. This method deals with simulated molecules, each of
which represents a large number of real molecules. This method governs the physics through molecular
movements and collisions. Every molecule is moved with respect to their velocities and given time step.
Molecular collisions are modeled probabilistically. The macroscopic parameters are calculated by time
averaging the sampled data. The DSMC method does not produce direct solution to Boltzmann equation
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but it evaluates the same physics as the Boltzmann equation and it has been demonstrated that this method
approaches to solution of the Boltzmann equation in the limit of vanishing cell size and time step [7].
The detailed explanation about the method can be found in the references [7, 8]. The parallel in-house
DSMC solver named NFS used in this work is already validated with several experimental and simulation
results[9, 10]. In our solver, the Variable Hard Sphere (VHS) model is used for elastic collisions. The
quantum and continuous versions of Larsen Borgnakke model are employed to model inelastic collisions.

To study this problem, the three dimensional NFS solver is used in this study with some modifications
to reduce computational cost. In free molecular flows, gas-surface collision is more dominant mechanism
governing the physics than gas-gas collision because the mean free path of the molecule is greater than the
characteristic length (particle diameter in this case). To ensure that gas molecules are not affected by the
presence of body, we have made a small modification in gas-surface interaction step in DSMC algorithm.
Once a molecule hits the particle surface, the molecule velocity is unchanged instead its position will be
changed randomly inside the domain. In other words, gas is not affected by the presence of body and
it is quite valid in free molecular regime. However, the incident and reflected momentum/energy during
gas-surface collision is sampled to calculate forces, moments and heat flux experienced by the particles.
Therefore, the actual gas-surface interaction is modeled but post-reflection velocities are not assigned to the
gas molecules to ensure gas properties are constant throughout the simulation.

3 Numerical Parameters
A 3D cubical domain is considered with a particle at the center. Argon is used as gas species. The gas
density and temperature are 1.989× 10−5 Kg/m3 and 500 K, respectively. The bulk velocity of gas is
varied based on speed ratio. Particle volume is taken as 5.236× 10−19 m3 represents a sphere of having a
diameter 1 µm and mass of the particle is 9.94×10−16 Kg. The time step is taken as 1×10−9 s, which is
much smaller than the mean collision time of the gas. Periodic boundary condition is employed at all the
six sides of the domain. CLL model [11] is used for gas-surface interaction with accommodation coefficient
of unity.

4 Results and Discusion

4.1 Spherical Particle In Free Molecular Regime
It was found by several researchers that the particle drag and heat flux depend only on the molecular speed
ratio S [12, 13] in free molecular regime, where S is the ratio of particle speed to the mean molecular
speed of gas (S = U√

2RT
). The analytical relation for heat transfer experienced by a spherical particle[4] is

expressed in terms of thermal recovery factor r′ and modified Stanton number St ′ as:

r′ =
(2S2 +1)[1+ ier f c(S)

S ]+ 2S2−1
2S2 er f (S)

S2[1+ ier f c(S)
S ]+ er f (S)

2S2

(1)

St ′ =
S2 +S ier f c(S)+ er f (S)

2
8S2 (2)

where ier f c(S) is the integrated complementary error function. The analytical relation for drag coefficient
of a spherical particle in the free molecular limit[12] is given by:

CD =
eS1/2

√
πS2 (1+2S2)+

4S4 +4S2−1
2S4 er f (S)+

2
√

π

3S
(3)

In DSMC simulation, the modified Stanton number is derived from heat flux Q and is given by:

St ′ =
Q

AρUcp(Tr−Tw)

γ

γ+1
(4)

The variation of drag coefficient and modified Stanton number with respect to speed ratio for a spherical
particle is plotted and compared with analytical results given by Eq. 2,3. The results obtained from 3D
DSMC solver is agree well with the analytical result in all speed ratios.
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Figure 1: Comparison of DSMC results with analytical a) Drag coefficient (left) and b) Modified Stanton
number (right)

4.2 Ellipsoidal Particle In Free Molecular Regime
To study the shape effects, we have considered an ellipsoidal particle having volume as same as sphere.
In this study, there are three different ellipsoidal shapes considered having eccentricity of 0.7,0.8 and 0.9.
In the first phase, the angle of attack is considered to be zero to avoid pitching torque, which arises due
to particle shape. The drag coefficient and Stanton number are plotted against molecular speed ratios as
shown in Fig.2. As eccentricity increases, the particle shape deviates from spherical and closes to flat
plate. In other words, the contact surface area decreases as eccentricity increases since the angle of attack
is zero. Therefore, less number of gas-surface collision occurs as eccentricity increases, which makes less
momentum and energy imparted to the surface. This is the reason for decreasing drag coefficient and
Stanton number observed in DSMC simulations as shown in Fig.2.

The difference in drag/heat flux between spherical and ellipsoidal cases is large at high speed ratios.
It is observed that the variation is in the order of 50% between sphere and ellipsoidal case of eccentricity
0.9 after speed ratio 2. Similarly, the difference in Stanton number is also in the order of 50% after speed
ratio 2. In our second study, we have considered ellipsoidal particle of eccentricity 0.7 and simulated for

Figure 2: Comparison of spherical particle results with ellipsoidal a) Drag coefficient (left) and b) Modified
Stanton number (right)
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different angle of attacks as shown in Fig. 3. As angle of attack increases, the frequency of gas-granular
collision increases and this leads to an increase in drag and heat flux. From the above results, we conclude
that the surface properties very sensitive to the shape and its orientation to the flow.

Figure 3: Variation of a) Drag coefficient (left) and b) Modified Stanton number (right) with respect to
speed ratio for different angle of attack

5 Conclusions
Aerodynamic and heat transfer characteristics of different shaped/sized particles were studied in the DSMC
framework. There was huge variation in drag and heat flux have been observed for spherical and ellipsoidal
particles. Moreover, the sensitivity of angle of attack was studied in terms of drag and heat transfer. It was
found that particle shape and its orientation play an important role in determining the dynamics of gas-solid
flows. Furthermore studies need to be done by considering particle rotation.
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ABSTRACT 

The numerical study of the effect of an external magnetic field on laminar, incompressible flow of 

an electrically conducting fluid in a multistep channel is reported. The magnetic field is applied 

normal to the flow direction in terms of Hartmann number (Ha). In liquid metal fusion blanket or in 

the continuous slab caster or billet caster processes, the change in the cross-section by sudden 

expansion or contraction affects the heat distribution, formation of flow structure and pressure drop. 

When the hot fluid passes through sudden expanded cross section, the uneven heat dissipation is the 

serious issues in the fusion blanket or casting process, causes the occurrence of crystal growth, thus 

to ensure proper heat dissipation and flow pattern in the sudden expanded channel, the proposed 

numerical study has been conducted with the help of open source CFD tool kit OpenFOAM. It is 

used to optimize the heat transfer and flow pattern. The application of magnetic field produces high-

pressure drop by generating the Lorentz force in the reverse direction of the flow, thus the eddies 

formation in the sudden expansion zone is suppressed and the fluid tends to occupy the absolute 

area. 

Key Words: OpenFOAM, Magnetic field, Heat transfer, Sudden expansion 

1. INTRODUCTION 

Magnetohydrodynamics (MHD) based fluid flows has appreciable significance to liquid metal 

fusion reactors blankets [1,2, 5-9], process optimization in casting of melts [10], application of 

magnetic field in the fusion blankets, continuous caster generates the pressure drop, which increases 

the pumping power and heavy magnetic load on the surfaces. The pressure drop in the channel is 

due to Lorentz force generated by application of magnetic field and applied in the reverse direction 

of fluid motion[1,2]. The solidification and melting of the metals are the salient parts of the 

manufacturing branch such as crystal growth. The generation of single crystals in the melts has 

distinctive features, particularly in the mechanical properties. Hence, several research has been 

focused on the production of defects-free products with single crystal [3]. The grain size and 

mechanical properties of the cast metal are defined by the heat transfer between cast melt and mold 

[4], which can be enhanced by the MHD effect. 

In the fusion blankets, the entry of the electrically conducting fluid in the ducts follows the sudden 

expansion or contraction at the exit of the blankets [5-7]. The flows in the sudden contraction or 

expansion have significant effect on the mass transfer, cooling of ducts or temperature distribution 

along with flow redistribution, which may have the poor efficiency of the liquid metal blanket [8]. 

In this study, the effect of MHD on the flow structure and temperature distribution in the multistep 

channel is considered, and results are validated by the reference [9].  

 

2. MATHEMATICAL EQUATIONS AND NUMERICAL SCHEME 

The governing equations used to study the fluid flow in the multistep channel with MHD effect 

along with temperature distribution is obtained by incorporating the Navier-Stokes equation along 

with Lorentz force as source term and the electric potential equation coupled with Ohm’s law of 
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current density. The energy equation is added in the solver to analyze the heat flow in terms of the 

temperature distribution. The governing equations in complete set are describes as follows: 

Conservation of mass: 0U


   1 

Momentum equation: 
2( )

U p j B
U U U

t


 

  
    

      


 2 

Ohm’s law of current density: ( )j U B 
  

     3 

Conservation of current density: 0j


    4 

Conservation of thermal energy: ( ) ( )
T

U T T
t




    


 5 

Poisson’s equation for electric potential: 
2 ( )U B

 

      6 

Where U, B, j, p, ϕ and T stands for the velocity, applied magnetic field, current density, pressure, 

electric potential and temperature respectively. Whereas, ρ, σ, μ (ρυ), α denote the density (kg/m3), 

electric conductivity (S/m), dynamic viscosity(kg/ms) and thermal diffusivity (m2/s) respectively. In 

the present study, the value of fluid property like ρ and σ are kept constant as unity. The two non-

dimensional numbers are used in this study to control the MHD effect in the fluid flow are 

Hartmann number ( Ha BL    ) and Reynolds number ( Re UL  ). Where Ha is the 

Hartmann number, which scales the ratio of electromagnetic force to viscous force. The Reynolds 

number (Re) anticipate the flow pattern of the fluid. Here L is the characteristic taken as the entry 

width of the channel. The surface of the channel is maintained as thermally and electrically 

insulating. At the inlet, the temperature is fixed at 350 K, and uniform velocity with Re of 1000 is 

fixed. The Neumann condition is applied for pressure at inlet and walls. At outlet atmospheric 

pressure condition is considered.  

 
  

FIGURE 1. (left) Schematic of multistep channel, (right) Comparison of streamwise velocity at 

expansion point at x = 0 with reference [9] and grid independence test for three different grids. 

 

3. RESULTS 

The parameters and geometry details for validation of the MHD flow through the multistep channel 

is taken from the available reference [9]. Figure 1 (left) shows the detail geometrical parameters for 

the present test case. Figure 1 (right) shows the validation of results with reference [9] and grid 

independence test conducted at Ha = 1000 and Re = 1000 at the expansion ratio of 4 for three 

different grids. To test the standard execution of simulations, the considered grid sizes are as 

follows: Grid 1: (35 × 25, 50 × 95, 35 × 25), Grid 2: (70 × 50, 100 × 190, 70 × 50), Grid 3: (105 × 

75, 150 × 285, 105 × 75). Based on the study, Grid 2 is used for subsequent simulations. 

The numerical simulation for MHD flow through the multistep channel of expansion ratio of 4 is 

discussed as follows. All simulations are performed for the fixed Re of 1000 and range of Ha is 0-
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1000. Figure 2 shows the streamline distribution for various Ha. It shows that for non-MHD case 

(Ha = 0), the jet leaves the domain without occupying the absolute area and the vortices are 

produced. Thus, the heat does not reach properly to the extreme corners of the channel, this implies 

the uneven heating or cooling effect. The variation of temperature contours and distribution at the 

different cross-section of the channel shown in Figure 3 and 4. The increase in the magnetic field 

increases the Lorentz force, which acts in the reverse direction of fluid flow is responsible for the 

high-pressure drop in the path of fluid flow. This drop in the pressure restricts the motion of the 

fluid, which tends to allow the fluid to occupy the absolute area of the channel and therefore, the 

formation of vortices are gone on decreasing by increasing the applied magnetic field. The 

formation of eddies are completely vanished, and fluids are allowed to occupy the corners of the 

channel beyond Ha = 100 as shown in Figure 2. As fluid occupies the complete domain the heat 

will flow and dissipate in the entire domain to achieve the uniform temperature, as it shown in the 

temperature contours and graphs. Figure 4 shows the comparison of the streamwise velocity at 

various Hartmann number for fixed Re = 1000, by increasing the Hartmann number the flow in the 

core has the different profile than the ordinary hydrodynamic profile (Ha = 0). 

 

4. CONCLUSIONS 

It is observed that the effect of the magnetic forces is to suppress the formation of the corner 

vortices and the increase in the heat transfer characteristics and proper temperature distribution. The 

temperature in the channel is uniform beyond the Ha = 500. At the junction point, as soon as flow 

approaches, flow redistributes rapidly in the broader channel following the wall profile. Thus, M-

shaped profile is formed at the plane x = 0 for the higher Hartmann number. The application of the 

magnetic forces on the conducting fluid can improve the cooling efficiency of fusion blanket and 

quality of the final product in the casting process. 
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(a) Ha = 0 (b) Ha = 50 

(c) Ha =100 (d)Ha = 500 

FIGURE 2. The streamline variation at fixed Re = 1000 and at different Ha. 

(a) Ha = 0 (b) Ha = 50 

(c)Ha =100    (d) Ha =500 

 
FIGURE 3. Temperature contours at fixed Re = 1000 and at different Ha. 

   

 
  

FIGURE 4. (Top) Streamwise velocity distribution, (Bottom) Temperature variation at fixed Re = 1000 and at different 

location, (Left) x = 0, (Middle) x = 2 and (Right) x = 4. 
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ABSTRACT 

Numerical analysis for the thermal management of photovoltaic (PV) systems has been carried out 

considering porous heat transfer medium. Effect of aluminium porous media on the temperature 

distribution of photovoltaic surface is analysed and compared with PV system with simple air cooling 

system; without porous media. PV systems are analysed at different flow rate of air and at different 

incoming heat flux. Effect of different fluid porosity is also analysed for the developed system.  

Temperature distribution on PV surface with porous heat transfer system is found to be more uniform 

and 14-16% reduction in PV surface temperature is observed with porous systems compared to simple 

air based system.  

Key Words: Photovoltaic (PV), Photovoltaic thermal system (PVT), porous medium 

1. INTRODUCTION 

Photovoltaic (PV) systems have been used more widely for the generation of electricity all over the 

world to reduce the load on renewable resources like coal, oil, natural gases and so on. The electrical 

conversion efficiency of commercial PV panel is ranging from 17-25% ideally; considering standard 

test conditions like incoming solar radiations of 1000 W/m2, AM 1.5 and PV cell temperature of 

250C[1]. However, the operating conditions of PV systems are not ideal always and it affects the 

performance of PV systems. The effect of fluctuating incoming radiations and PV cell temperature 

on the performance of PV systems has been studied and explored by various researchers during last 

3-4 decades. It is not possible to manage incoming solar radiations for PV systems, instead; PV panel 

temperature can be regulated effectively.  It is well known that; above 250C, the efficiency of PV 

solar cell decreases almost 0.45% after every 1 0C rise in its surface temperature. Huge research work 

has been carried out to manage temperature of PV panel till date: though, the commercial availability 

of thermal systems for the PV panel is still very limited due to few primary factors like applicability 

of thermal systems for specific region of world, additional cost of thermal system and use of low 

grade extracted thermal energy. Thermal management of concentrated PV (CPV) systems are very 

essential and it must be incorporated on the CPV systems but; at the same time, for rooftop PV 

systems, thermal regulation can cause a drastic change in its electrical performance.  

Thermal management of PV systems can be carried out using various active or passive techniques. 

Active techniques mostly developed considering cooling mediums like air, water or nanofluid; 

however, passive cooling is established with fins, phase change materials or natural air cooling 

systems. Active and passive cooling techniques, both are much-matured techniques now and there is 

very less scope for further improvement considering conventional cooling medium[2].  

Porous media or metal foam is emerging out as a more promising substitute for the conventional 

thermal management systems. Open cell metal foam are primarily used in the heat transfer 

applications like in heat exchangers and can also be effectively used for the thermal management of 

PV systems. The porosity of metal foam available in a range of 80-95%, high porosity metal foam 

have less weight and high heat transfer capability[3] thus, can be very useful for rooftop PV systems. 
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Bhattacharya and Mahajan [4] used open cell metal foam for the electronic cooling using different 

pore sizes and different heat sinks. Convective heat transfer coefficient was calculated and metal foam 

heat sink found to be more efficient than other simple fin heat sink. Dukhan and Quinones [5] 

analysed the effect of open cell metal foam in the solar air heater. They found that the thermal 

conductivity and heat transfer rate increases with the number of pores. Dixit and Ghosh [6] and 

Calmidi and Mahajan [7] perform experimentation on high porous metal foam and proposed an 

efficient model for the metal foam based fin as a heat transfer system. In this research work, numerical 

thermal analysis of PV system with aluminium porous medium has been carried out to enhance its 

electrical performance by removing excess heat.  

 2. NUMERICAL MODEL  

2.1 Geometrical modelling, porous medium and meshing 

The photovoltaic system used in this study is as shown in figure 1. Typical PV system consists of PV 

cell; covered with glass, sandwiched between EVA and followed by tedlar layer at the back. In the 

current study EVA, PV cell and tedlar is considered as a single unit and incorporated in a PV panel; 

as they does not contribute any strong influence on the temperature distribution.  

         

            FIGURE 1.  Air based PV system                    FIGURE 2.  PV system with porous medium 

 

The porous medium is included as a heat removal system considering aluminium as a solid material 

and air a fluid inside the pores. In the current study, porosity is varied from 80-95% as it is available 

in the market. The schematic diagram for the considered system is as shown in figure. 2. Equilibrium 

thermal model is used for the analysis without considering any viscous resistance.  

 

FIGURE 3. Structured mesh for the PV and thermal system 

Three-dimensional geometrical model and meshing has been carried out using ANSYS ICEM 

commercial software as shown in figure 3. A total number of nodes computed to be 290000 with 

336633 number of elements.  
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System layers 
Dimensions 

(mm) 
Material 

Properties 

Density        

( kg/m3) 

Specific 

heat 

(kJ/kgK) 

Thermal 

conductivity 

(W/mK) 

Glass 2500 x 554 x 3 Glass 2450 500 2 

PV 2500 x 554 x 0.5 Silicon 2330 677 130 

Absorber plate 2500 x 554 x 3 Aluminium 2719 871 202.4 

Air duct 2500 x 554 x 50 Wood 700 2310 0.173 

TABLE 1. System dimensions and properties 

Table 1. Shows various dimensions of the PV and thermal systems along with material properties for 

various layers that to be used for numerical analysis.  

 

2.2 Numerical analysis 

Numerical analysis of the developed system has been carried out using ANSYS FLUENT. Different 

turbulent models are used for the analysis however, RNG k-epsilon enhanced wall treatment viscous 

model is used in the current study; as it exhibits close results compared to experiments results. The 

analysis primarily carried out using air only and without using any porous medium beneath the PV 

systems. The results obtained are validated with the actual field data (figure. 4) and found to be in 

good agreement for particular ambient conditions of Nagpur, Maharashtra, India.  

 

FIGURE 4. Actual field data for radiation and PV surface temperature 

Figure 4 shows the temperature with respect to incoming radiations for 30 days which is obtained 

from the PV plant installed by TATA power at Nagpur, India.  

2.3 Boundary conditions 

The heat input in terms of constant heat flux is applied on the top glass layer ranging from 500 W/m2 

to 1000 W/m2. The flow is laminar up to a velocity of 1.5 m/s, however, it turns into turbulent above 

1.5 m/s. In the current system, only turbulent flow is considered thus the air velocity is varied from 2 

to 5 m/s. Heat loss from the edges and bottom are neglected and effect of radiation losses are also not 

considered for the analysis to reduce the complexity of the system. 

 

3. RESULTS 

In the current study, the temperature distribution on the PV surface is analysed with and without 

considering porous medium beneath the PV system. Different input parameters are considered for the 

study like air velocity, incoming solar radiation and porosity. PV surface temperature with porous 

medium found to be more uniform and at a very low level compared to PV surface temperature 
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without considering the porous medium. PV surface temperature found to be decrease as 

the velocity of air increases in both the cases however fluid porosity has  not much 

difference on the PV surface temperature. PV surface temperature at 3.5 m/s of air velocity 

and at 800 W/m2 of incoming flux is shown in fig.5.  

         

                       With air only                                                       With porous medium 

FIGURE 5. Temperature distribution on PV surface 

 

Figure 5 shows that the temperature distribution on the PV surface is much more uniform and lower 

in the porous medium compared to simple air-based system. 

4. CONCLUSIONS 

The Porous medium for the thermal management of PV system can be considered as a promising 

substitution for the conventional less efficient air and water-based systems. In the current study, air 

and porous medium based PV systems are analysed. 14-16% reduction in temperature is observed 

with porous medium compared to simple air based system. So, it can be concluded that the low 

weight, high porous medium can be the efficient solution for thermal regulation of PV systems. The 

conventional solid fin based system can be effectively replaced with the porous medium with the 

improved thermal performance along with a drastic reduction in the overall weight of the PV system 

array.  
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ABSTRACT 

A Single Input Multiple Output (SIMO) control model based on state space technique for cooling of 

a stationary hot steel plate by jet impingement was investigated. The state space based control 

model was based on the thermocouple locations on the metal surface for the formulation of a semi-

discrete 1-D transient heat conduction control volume problem. A general open loop plant model 

was incorporated for the plant validity tests. In the simulation of numerical heat transfer, the 

transient conduction equation has been used to show the nonlinearity of the surface temperature 

following a heat transfer coefficient correlation for the strain rate of air from nozzle exit. With a 

known temperature rate (demand) on the top surface of the plate for a single nozzle the 

temperatures at all the zones of steel plate thickness are evaluated by solving a set of ODEs in the 

MATLab and SIMULINK environments. 

Key Words: Jet Impingement Cooling, State Space Model, SIMO Control, Cooling Rate. 

1. INTRODUCTION 

Quenching by jet impingement is mainly used in steel tempering, in which the rate of cooling of 

steel is time dependent as it is based on the flow rate of the coolant. It is necessary to study the 

effects of variations of the coolant flow rate so that the desired metallurgical properties of steel are 

obtained by following the predicted temperature or cooling profile. Chattopadhyay & Saha (2002), 

Shuja (2002), & Tiwari et al. (2004) did extensive work to study the jet impingement technique for 

cooling of stationary as well as moving steel plates. The present study is focussed on achieving 

accurate solutions for steady and dynamic applications. In recent researches in the field of thermal 

processing of materials, significant importance has been given to the heat transfer processes having 

full state feedback control. The goal of present study is to analyze the crucial heat transfer 

phenomenon to formulate new control strategies for heat transfer optimization. A control system 

deals with steady state as well as dynamic performances and stability of control systems in response 

to characteristic input signals. An open loop control is based on time-to-time calibration of input-

output measurements acquired during manual setting of the controller parameters. The current 

study tries to anticipate the variations in temperature profile of a horizontal steel plate that are 

necessary by controlling the air jet velocity from the nozzle positioned in the vertical axis as shown 

in Fig. i.  

2. PHYSICAL PROBLEM DESCRIPTION AND FORMULATION 

A stationary rectangular steel slab was considered for cooling by air jet impingement sent from a 

nozzle. The desired cooling rate of the steel plate was achieved by regulating the mass flow rate of 

the air coming through the nozzle. Temperature sensors were attached on the top surface of the 

plate just below each nozzle axis to measure the surface temperatures. Since the interest is towards 

the temperature distribution over the thickness of the plate, we need to measure or estimate the 

temperature at different depths. Such a system is a Single-Input-Multiple-Output (SIMO) system 

from control perspective. 
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Fig-i. Schematic representation of nozzle arrangement for jet impingement cooling of steel plate. 

Another side of the plate, opposite to the side exposed to the cooling air, is considered as insulated 

throughout. One-dimensional transient heat conduction model for the plate, assuming the heat 

transfer across the plate thickness only, was formulated. The process modeling was simplified by 

adopting constant property for conduction heat transfer within the plate. The local heat transfer 

coefficient was obtained through usage of appropriate correlations which were consistent with the 

approach adopted for convective heat transfer. The heat transfer of a cold laminar stagnation flow to 

an initially relatively hot plate is studied numerically. Fig. (ii). represents the one-dimensional (1-D) 

computational domain.  

 

Fig-ii. Schematic modeling of the geometry of the plate for jet impingement cooling (Control-

Volume Approach) 

The heat flow is considered only in the positive x-direction i.e., left to right side of the plate as 

shown in Fig.(ii). Three temperature zones are considered here. i.e., (T1 at x = 0, T2 at hp/2 and T3 at 

hp) and the whole plate thickness is divided into three control volumes. 

1-D transient heat conduction governing energy equation can be given as: 

( ) 
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 ;  0< x<hp     (i) 

Considering the convective, initial and the insulated boundary conditions, the governing energy 

equation is given as:  

  ( ) 00 == 


=− xx x

T
TTTh 

     (ii) 
The local convective heat transfer coefficient (h) in Eq. (2) is given by Cremers et al., (2004) as: 

2/1kah =       (iii) 

where,‘k’ is the constant of proportionality and ‘a’ is the mean strain rate in s–1. 
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An implicit control volume approach is used and Eq. (i) and (ii) are descretized in space and time. 

These equations are solved in MATLab environment using ODE solver (ODE45), and are used to 

obtain the temperature profile in the plate, which is time dependent, any variation in the local 

convective heat transfer coefficient. The initial values for the strain rate and plate surface 

temperature (T1) were chosen 100 s-1 and 800K. Gradually, the strain rate was varied and the 

behaviour of temperature - time plots was studied. The determined strain rate (mean) is fed as the 

input for the system and the corresponding temperature profiles over the thickness of the plate are 

identified. This simulation is performed by using the f-solver for a set of nonlinear equations. The 

control system was mainly used to solve the inverse problem by an efficient pole placement 

technique to minimize any deviations from a reference temperature profile.  

The governing equations can be represented in the form of an ODE set as:  

aBAXXM +=
•

      (iv) 

With the known temperature rate at the surface of the plate as input to the system the state space  

Eq. (vii) was modified to determine the strain rate of air, initially was time invariant and then 

extended to time variant is as follows: 

aBXAX ˆˆˆ
+=

       (v) 

Where,    AMA
1ˆ −

= and     BMB
1ˆ −

=  
Eq. (v) is the constraint equation of the variable that should be considered along with the control 

objective that is in the general formulation.  

Step-1: The nonlinear mean dynamics equations are obtained for the plant considering the physical 

situations in state-space form as in Eq.(xi). 

Step-2: Initially to ensure the validity of the plant, a forward plant test has been carried out. For this 

test the values of demand temperature, initial temperature at three different zones of the plates and 

the mean strain rate ( a ) were taken –1 K/s, 800 K and 100 s-1 respectively.  “ODE45” solver was 

used to solve the state space equation. 

Step-3: On adopting both the fixed and time variant mean strain rate values the nature of demand 

temperature profiles with respect to each time segment has been plotted. 

Step-4: For the feedback control test, a set of nonlinear equations were solved by using “fsolve” to 

assure the behaviour of state variables with respect to the determined control input. 

Step-5: Several plots have been taken for the state variables against time so as to ensure their 

behaviour with respect to the prescribed strain rate. 

Step-6: The total simulation time was divided into a number of segments, where the mean inputs  

( a ) were considered fixed. A piece-wise linearization and time invariance of the nonlinear strain 

rate was assured in this step. 

Step-7: From the combined plots the open loop control behaviour of the temperature profiles were 

studied. 

3. RESULTS 

The plate material considered in this work was plain carbon steel having constant mass density,  

ρ = 7850 kg/m3, specific heat, C = 500 J/kg.K. The thermal conductivity K = 54 W/m.K was used 

based on the data presented in I.S. Code of Practice for General Construction in Steel (Second 

Revision). The open loop gain matrix was designed by evaluating the Eigen values of A matrix. 

Even-though the real parts of the Eigen values are negative but are significantly small. Thus, the 

stability of the system was uncertain. Adopting the traditional open loop control model in practice 

signifies that thermocouple locations can be used for the semi-discretization of the steel plate. In the 

proposed control model, only the surface temperature values are measured. The proposed control 

model performance is observed to be effective in eliminating the involvement of temperature 

sensors to be fitted at the material interiors for temperature measurement required in laboratories 

which were not practicable in industry. Since only T1 i.e., the temperature measured from sensor 
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attached on the exposed surface of the steel plate is known, so taking these assumed temperatures at 

all the three zones, T2 and T3 are estimated in terms of the initial values i.e., 
2T  and 

3T  are 

descretized in such a manner that for each iteration three unknowns such as temperature at the 

interior zone of the plate (T2), temperature at the insulated end of the plate (T3) and the strain rate 

(a) are calculated. The controlled time-temperature history is depicted in Fig. (iv). It represents an 

agreeable performance of the control model. The convective heat transfer correlation of Eq. (iii) 

shows the non-linear profile of the convective heat transfer coefficient in terms of the mean strain 

rate away from the nozzle axis. The Eigen values of matrix A, when fed as the open loop poles, it is 

identified that, the temperature profile seems oscillatory (as in Fig.(iv).) because, one of the pole is 

negative real but very close to the imaginary plane, which calls for a feedback control of the profile 

for more stability. 
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Fig-iv. Time Dependent Temperature History of Open-Loop SIMO control. 

4. CONCLUSIONS 

Open Loop control is found satisfactory in steel tempering by quenching air jet. This is identified by 

testing the plant in both the ways i.e., forward plant test and backward plant test. Low cooling rate 

through the steel plate makes the SIMO control model incapable for quenching by jet impingement. 

A simple open loop SIMO control model developed here using variable jet strain rate might become 

the basis to reduce the non-uniformity of the temperature distributions. This considered open-loop 

model might give information for simpler sensor arrangement. 
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ABSTRACT 

Enhancement of thermal performance of microchannel heat sink (MCHS) by introducing pin fins in 

the channels is the main objective of this study. A single microchannel with and without pin fins is 

studied for different flow and thermal conditions. The pin fins are introduced from the top cover 

instead of the conventional method of pin-fin protruding from the base of heat sink as it drastically 

reduces the fabrication cost. Pin fins of different heights are numerically analysed. Of the different 

configurations, enhanced MCHS with pin height of 1.2 mm give the best results. This is due to the 

fact that as clearance between base and pins increase, there is an accelerated flow in the clearance 

region producing more mixing of fluid and higher heat transfer performance. Effects of fluid 

bypassing the pins become dominant when the clearance region is further increased, resulting in lower 

heat transfer performance. The introduction of pin-fin increases the pressure drop; it is highest for 

full height pin-fin and decreases with decreased fin height. The best configuration is then studied for 

different flow rates. The thermal performance increases with increase in flow rate, the temperature 

gradient decreases by 33% for flow rate of 600 ml/min but at an increased pressure drop of 100% 

than the conventional MCHS. 

Key Words: microchannel, pin-fin, forced convection, temperature gradient 

1. INTRODUCTION 

Recent developments in micro-electro mechanical systems and ultra large scale integrated 

technologies are becoming increasingly dependent upon the ability to dissipate huge amounts of heat 

from very small areas. This has motivated researchers to focus on the improvement of thermal and 

hydrodynamic performance of microchannels. After the pioneering work by Tuckerman and Pease 

[1], a number of researchers have made attempts to improve the performance of conventional parallel 

MCHS. Most of the researchers who studied pin-fin microchannels studied an array of pin-fins 

creating a microchannel flow area. Carlos et al. [2] developed micro pin-fin with variable fin density 

to generate more uniform temperature at the IC chip interface. The novel design generated thermal 

resistance ranging from 0.14 K/W to 0.25 K/W with a pressure drop lower than 90 kPa. Carlos et al. 

[3] compared online and offset micro pin-fin heat sinks with variable fin density and deduced that the 

offset pin-fin configuration is capable of achieving a much lower thermal resistance of 0.1 K/W. Ali 

Kosar and Peles [4] experimentally studied the thermal and hydraulic performance of shrouded 

staggered micro pin fins and compared using the correlations developed by earlier researchers. Abel 

et al. [5] experimentally studied pressure drop and heat transfer in a single phase micro pin fin heat 

sink. The measured pressure drop and temperature distribution were used to evaluate average friction 

factor and local averaged heat transfer coefficient and Nusselt number. They examined the previous 

friction factor correlations and only one was found to agree with the experimental data.  John et al. 

[6] numerically studied a single channel of the MCHS with embedded pin-fin structures which 

showed lower thermal resistance compared to conventional MCHS. Thus most of the research work 

is in the pin-fin array. Very less work is done in the field of flow disturbance in microchannel using 

pin-fins.  
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According to forced convection mechanism theory, for a constant heat flux boundary conditions, the 

temperature difference between the coolant and channel wall remains constant along the flow length 

in the fully developed condition. Fully developed flow is one of the main reasons for this condition. 

So to improve the thermal performance, a mechanism to disturb the fully developed flow is needed. 

In this paper a new micro pin-fin configuration in a microchannel is numerically analysed. In this 

configuration, pin-fins are introduced into the microchannel with the help of the top acrylic cover. 

The size, shape and location of pin-fins are the variables against which the performance is studied. 

2. ENHANCED MCHS DESIGN 

The numerical analysis was carried out using the commercial computational fluid dynamics software 

ANSYS FLUENT 18.1. The computational domain consists of single channel with side walls while 

the pins are suspended from top cover as shown in figure 1. The pins and side walls and base of 

microchannel are of copper while top cover is of acrylic. The pin height  
𝐻𝑃 is always less than channel height 𝐻𝑐. The numerical analysis is carried out for enhanced MCHS 

with different fin heights as shown in table 1 and conventional MCHS with no pin-fins. The 

computational domain is meshed using edge mesh with size of 20µm. The total number of elements 

created are 8962155. The channel and pin surfaces are treated as no-slip boundary conditions. 

Constant heat flux boundary condition of 65 𝑊 𝑐𝑚2⁄  is applied to the bottom heater. A fully 

developed velocity profile corresponding to the various flow rates with inlet temperature of 300 K is 

applied to inlet and pressure outlet condition at outlet. The fluid is water with temperature dependent 

properties. 

 

Figure 1. Pin-fin configuration in a microchannel 

Sr. No. 
Channel dimension pin height 

𝐻𝑎 𝐻𝑠 
𝐿𝑐 𝑊𝑐 𝐻𝑐 𝐻𝑃 

1 25 0.5 1.5 1.5 to 1.1 1 0.3 

TABLE 1. Dimensions of Pin-Fin in enhanced MCHS (All dimensions in mm) 

3. RESULTS 

The simulation was initially carried out to find the effect of pin height on the thermal performance. 

Two important parameters for checking the thermal performance are the maximum bottom heater 

temperature, and temperature gradient at the bottom heater which indicates the possibility of 

formation of hotspots and formation of thermal stresses due to lack of uniformity in temperature 

distribution in the electronic components being cooled. Figure 2 shows the variation of temperature 

along bottom heater length for different configurations. All temperature profiles show non-linear 
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behaviour. All enhanced MCHS show lower temperature variations than the conventional MCHS. 

The enhanced MCHS with pin height of 1.2 mm shows the lowest temperature variation. The 

temperature gradient for different configuration is given in table 2. The enhanced MCHS with 𝐻𝑝 of 

1.5 mm shows the lowest temperature gradient followed by pin-fin of height of 1.2 mm. This is due 

to the fact that as clearance between base and pins increase, there is an accelerated flow in the 

clearance region producing more mixing of fluid (see figure 3) and higher heat transfer performance. 

Effects of fluid by-passing the pins become dominant when the clearance region is further increased, 

resulting in lower heat transfer performance. The introduction of pin-fin increases the pressure drop; 

it is highest for full height pin-fin and decreases with decreased fin height (see Table 3). This is due 

to the fact that as pin height reduces there is reduction in the flow disturbance. Figure 4 shows the 

velocity distribution of water near a single pin-fin when viewed from top. As seen in the figure the 

fully developed flow is disturbed which results in better mixing of fluid and better thermal 

performance. Simulation for enhanced MCHS with 𝐻𝑝 of 1.2 mm subjected to different flow rates is 

carried out and its effect on the bottom heater temperature is shown in figure 5. As the flow rate 

increases the temperature along the bottom heater decreases. A new heat transfer correlation (Eq.1) 

showing the effect of clearance between pin and base is developed to fit the present data through 

modifying common functional forms given by Moores and Joshi [7]. 

  𝑁𝑢 = 0.977 (
𝐻𝑐

𝐻𝑝
)

−0.06

𝑅𝑒0.85 𝑃𝑟−0.75                                                       (1) 

                  

Figure 2: Bottom heater temperature for          Figure 3: Velocity contour of fluid along the pin 

               different MCHS configurations                          height 

 𝐻𝑝 (mm) 
Conventional MCHS 

(without pin-fin) 

Enhanced MCHS 

1.5 1.4 1.3 1.2 1.1 

Temp. Gradient ( 
𝜕𝑇

𝜕𝑋
) 

K/mm 
1.20 0.80 0.92 0.91 0.88 0.89 

TABLE 2. Temperature gradient for various configurations 

𝐻𝑃 (mm) Conventional (without pin-fin) 

Enhanced MCHS 

1.5 1.4 1.3 1.2 1.1 

∆P (kPa) 0.51 1.25 1.26 1.14 1.04 0.97 

TABLE 3. Pressure drop for various configurations 
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Figure 4: Velocity contour of fluid showing                    Figure 5: Bottom heater temperature for  

               enhanced fluid mixing (top view)                          Hp = 1.2 mm for different flow rates 

4. CONCLUSIONS 

A novel pin-fin configuration is studied to improve the performance of conventional MCHS.  

• The enhanced MCHS with 𝐻𝑝 of 1.2 mm gives the optimum results. For the same flow rate, 

it has the lowest temperature along bottom heater (Average temperature difference of 12 K 

lower than conventional MCHS). The temperature gradient in the bottom heater reduces by 

33% from 1.2 K/mm in conventional MCHS to 0.8 K/mm for 𝐻𝑝 of 1.5 mm. The pressure 

drop for this configuration is more by 100% than conventional MCHS. 

• The pressure drop is highest for 𝐻𝑝=1.5 mm, decreases with reduction in pin-fin height for 

enhanced MCHS and is lowest for conventional MCHS. 

• The fabrication cost of pin-fins protruding from MCHS base is huge compared to the pin-fins 

suspended from top cover. The improvement in thermal performance is thus at very little 

additional cost. A new correlation showing the effect of pin fin clearance is developed. 

REFERENCES 

[1] Tuckerman, D. B., Pease, R. F.: High Performance Heat Sinking for VLSI, IEEE Electronic 

Device Letters, EDL- 2 (1981) 

[2] Carlos A. R., Kandlikar S. G., Abel H-G., Numerical Analysis of Novel Micro Pin Fin Heat Sink 

With Variable Fin Density, IEEE Trans. Comp. Packaging and Manu. Tech., Vol.2 No. 5 May 

2012 

[3]  Carlos A. R., Kandlikar S. G., Abel H-G., Performance of Online and Offset Micro Pin Fin Heat 

Sink With Variable Fin Density, IEEE Trans. Comp. Packaging and Manu. Tech., Vol.3 No. 1 

January 2013 

[4]  Ali Kosar, Y. Peles, Thermal-Hydraulic Performance of MEMS Based Pin Fin Heat Sink, J. of 

Heat Transfer, Vol. 128, Feb 2006 

[5]  Abel Siu Ho, Weilin Qu, Frank P., Experimental Study of Pressure Drop and Heat Transfer in a 

Single Phase Micro Pin Fin Heat Sink, J. of Electron Packaging, Vol. 129, Dec. 2007 

[6]  John T. J., Mathew B., Hegab H., Micro Channel Heat Sink With Embedded Pin-Fin Structures, 

10th AIAA/ASME Joint Thermophysics and Heat Transfer Conference, 28 June - 1 July 2010, 

Chicago, Illinois 

[7]   K.A. Moores, Y.K. Joshi, Effect of tip clearance on the thermal and hydrodynamic performance 

of a shrouded pin fin array, J. Heat Transfer 125 (6) (2003) 999–1006. 

Page 902 of 943



Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 

ENHANCEMENT IN THERMAL PERFORMANCE OF MICROCHANNEL 

HEAT SINK FOR ELECTRONICS COOLING USING PHASE CHANGE 

MATERIAL  

V. P. Gaikwad1, S. S. Mohite2, S. S. Shinde2, M. L. Dherange2, Abhinandan Kumar2 

1. Textile and Engineering Institute, Ichalkaranji, 416115, gvinayak2002@gmail.com 

2. Government College of Engineering, Karad, 415124, mohitess@yahoo.com  

ABSTRACT 

Enhancement in the thermal performance of microchannel heat sink (MCHS) is numerically investigated 

using phase change material (PCM) as the coolant. MCHS having a width of 0.5 mm and depth of 1.5 

mm is studied in detail for N-eicosane in water having volumetric concentration of 15% as coolant. The 

Nusselt number enhancement was found to be approximately 20%. Due to higher temperature at the 

bottom surface, the phase change process starts at the bottom surface and propagates upwards as the 

coolant moves downstream. A combination of longer thermal developing length, and phase change 

process of PCM results in increased Nusselt number. The average increase in pressure drop for PCM 

slurry is 10%. Thus use of PCM improves the performance of MCHS at the cost of slightly higher 

pumping power. 

Key Words: microchannel, phase change material, forced Convection. 

1. INTRODUCTION 

The rapid development in electronic industry and the economic market demand for faster clock speeds in 

a smaller physical space has resulted in generation of very high heat flux in the electronic chips. This heat 

is to be removed as fast as possible or else the performance of the electronic components can deteriorate. 

Amongst the different approaches, the forced fluid cooling through microchannel heat sink (MCHS) is 

better suited for electronic cooling. Tuckerman and Pease [1] were the first to utilize the MCHS for 

electronic cooling. Since then huge work is done in this field, some of the work  discussed below, is 

aimed at enhancing the performance of MCHS. 

Use of Phase change materials (PCM) in cooling fluid is one way of enhancing the thermal performance 

of MCHS. PCM is a substance with a high heat of fusion which, by melting and solidifying at certain 

temperatures is capable of storing and releasing large amount of energy. PCM has low melting/freezing 

temperature, high specific heat, high density and high thermal conductivity. Due to these unique 

properties, PCM has been used as thermal energy storage device. Use of PCM as coolant has been studied 

by many researchers in macroscale applications but less in microscale applications. In microchannel heat 

sink, the PCM can be mixed with the base coolant fluid and improve the heat removing capacity of the 

coolant.  

K. Q. Xing et al. [2] applied numerical simulation to study laminar flow and heat transfer characteristics 

of micro-size phase change material (Octadecane) particles suspended in water (volume fraction 0.25) 

passing through a micro-tube having L/D ratio of 100. Numerical results show that for volumetric fraction 

of 0.25, the performance index PImax is between1.3 to 2.0 for Reynolds number 90 and 600 respectively. 

S.Kuravi et al. [3] numerically investigated heat transfer performance of Nano-Encapsulated PCM 

(NEPCM) slurry flowing through manifold microchannels. The PCM is eicosane with Polyalphaolefin 
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(PAO) as base fluid having different volume concentrations of PCM. Results show that the pressure drop 

from inlet to outlet increases with increase in volume concentration. The heat transfer enhancement is 

better for narrow melting range. Kondle et al. [4] numerically compared the heat transfer behavior of pure 

water with N-eicosane PCM slurry under laminar flow conditions in circular and rectangular 

microchannels. Rectangular microchannels with fixed depth of 150 µm and different widths to get aspect 

ratio of 1:2, 1:4 and 1:8 were simulated. From the results it was found that the fully developed Nusselt 

number is highest for H1 than for H2 and T boundary conditions for all geometries. A detail literature 

review indicates that some researchers have studied the use of PCM in MCHS. The objective of this work 

is to study the effect of PCM fluid as coolant in MCHS. The selected MCHS is studied for two types of 

coolant, pure water and water + PCM (N-eicosane) for different heat flux and flow rates.  

2. MICROCHANNEL GEOMETRY 

The rectangular microchannel under consideration has a width of 0.5 mm and depth 1.5mm (aspect ratio 

D/W = 3). The total area of microchannel heat sink is 25 mm x 25 mm similar to the footprint of many 

electronic processors (figure 1). The width of the fins separating the microchannels is 0.5mm, thus 25 

channels are housed in the heat sink. Instead of creating the entire microchannel heat sink, a periodic 

boundary condition is assumed to reduce the computation domain to a channel-fin pair which is further 

reduced to half channel-fin pair by using the planar symmetry as shown in figure 2. Numerical analysis 

was carried out using the computational fluid dynamics software ANSYS FLUENT 18.1.  

               

Figure 1. Top view of microchannel heat sink                        Figure 2: Details of geometric model 

Two different approaches were found in literature used for modeling the complete phase change process 

in PCM. First approach uses a heat source term in the energy equation, while the second considers a 

specific heat model. Simulation of complete phase change process of PCM particles in water-PCM was 

based on specific heat model used in earlier research work [4]. In this model, the phase change of PCM is 

approximated by changing the specific heat of water-PCM within the melting temperature range of PCM. 

The following equations were used to determine the specific heat of water-PCM for the entire operating 

temperature range. 

For T< T1 or T>T2 [4]    Cp,b = c ∙  Cp,p + (1 − c) ∙  Cp,f            (1) 

For   T1 < T < T2   [4]   Cp,b  =  (1 − c) ∙  Cp,f   + 
c∙Lh

(T2−T1)
            (2) 

where, T1 and T2 are the temperatures at which the phase change process starts and ends respectively. Lh 

and c are the latent heat of fusion of the phase change material and phase change material concentration, 

respectively. The variation of specific heat as a function of temperature for water-PCM is incorporated in 
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ANSYS FLUENT software as a user defined function. Water is used as the working fluid with 

temperature dependent properties, and for same boundary conditions, the results were compared. 

3. RESULTS 

Results of MCHS subjected to a constant heat flux of 65 W/cm2 and having pure water and water-PCM 

(water + PCM) as coolant for different flow rates are discussed here. The variation of Nusselt number 

along non-dimension length Z* (= Z/L) for different flow rates is shown in figure 3.  

      
           a)                       b)      

       
             c)       d) 

Figure 3. Comparison of Nusselt number for a flow rate of a) 300 ml/min b) 400 ml/min c) 500 ml/min d) 

600 ml/min. The Nu decreases continuously along the length for water, while it drops initially but starts 

increasing at half channel length for bulk fluid (water-PCM). 

 

For all flow rates, the local Nusselt number for both water cooled and water-PCM cooled MCHS is 

highest at the start of the channel, but it reduces continuously along channel length for water cooled 

MCHS, the local Nusselt number for water-PCM cooled MCHS reduces initially along the channel length 

but starts increasing after half the length of channel. In both cases, the local Nusselt number is highest at 

the start of microchannel due to the thermally developing region. It starts reducing along the length due to 

the formation of laminar boundary layer along the channel wall. For water-PCM cooled MCHS, the 

increase in local Nusselt number midway through the channel can be attributed to the onset of phase 

change process of the PCM in water-PCM. Due to higher temperature at the bottom surface, the phase 

change process starts at the bottom surface and propagates upwards along the length. A combination of 
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longer thermal developing length, and phase change process of PCM has resulted in increased Nusselt 

number. 

                

Figure 4: Temperature along bottom heater for                 Figure 5: Pressure drop for water and water- 

Water-PCM cooled MCHS for different flow rates           PCM showing approximately 10% difference     

                                                                                  

The comparison of bottom heater temperature along channel length for different flow rates for water-

PCM cooled MCHS shows that bottom heater temperature initially increases along the length and remains 

constant for the remaining length (Figure 4). The bottom heater temperature decreases as flow rate 

increases and is nearly constant for more than half the length for flow rate of 600 ml/min. Due to higher 

viscosity of PCM slurry, the pressure drop is more compared to that of pure water (Figure 5). The average 

increase in pressure drop for PCM slurry is approximately ten percent. Thus more pumping power is 

required to drive the water-PCM.  

4. CONCLUSIONS 

A numerical study is performed to find the effect of PCM as coolant on the thermal performance of 

MCHS for electronic cooling application.  

• For the same flow rate and heat flux condition, the average Nusselt number increases by 26 

percent for water-PCM cooled MCHS than for pure water. 

• The maximum temperature Tmax for bottom heater is lower for water-PCM cooled MCHS by 20 

percent compared to water cooled MCHS thus less possibility of formation of hotspot. 

• The pressure drop within the microchannel is more by 10 percent for water-PCM than for pure 

water. 
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ABSTRACT 

Heating, Ventilating and Air-Conditioning plan of a commercial place, for example, a doctor's facility 

is itself a noteworthy test. These days making HVAC framework which can set up a sound domain and 

solace for individuals by having low utilization of vitality and to be practical is imperative. To 

investigate HVAC examination of a doctor's facility, the general highlights like, ventilation proficiency, 

consistency of temperature appropriation, pipe plan, and indoor air quality and to distinguish the flow 

of air in a room are keys to the outline conditions. The speed and temperature dispersions in a room it 

is possible that it is a general ward of a healing center, an I.C.U room or an Operation theater, have been 

figured by unraveling the essential conditions of fluid mechanics and vitality condition in unfaltering, 

incompressible, turbulent stream with uniform thermo-physical properties. In this paper to dissect the 

temperature variety and air flow over a room, we make a CFD model of a room thinking about standard 

information for aerating and cooling. In the past couple of years, Computational Fluid Dynamics has 

been assuming an indispensable part in building plan. 

Key Words: Air-condition system; Computational Fluid Dynamics; Temperature contours; indoor air 

quality; HVAC; Thermal Comfort 

1. INTRODUCTION 

Heat Ventilation and Air Conditioning (HVAC) system has very broad fields of application such as 

automobiles, aerospace, commercial buildings. In all of those fields our aim is to analyze HVAC system 

in hospital. In Hospital, Operation Theatre, general ward room, research labs etc. all needed to have a 

proper ventilation system which must be reliable for condition specified in standards. In a hospital room 

it is necessary for maintaining proper control on Indoor Air quality and reduced bacterial contamination. 

There are various parameters which has vital role in consideration for analysis such as varying load 

conditions, infiltrations, indoor air quality and so on. Lack of positive pressure or low air velocity in ac 

room may cause suffocation and improper cooling where as in similar case if air flow velocity is higher 

it may cause turbulence so optimum air distribution and air velocity is required. 

ASHRAE standard has criteria and parameters based on which, numerous HVAC businesses, healing 

centers and numerous business structures are outlined. These days many research is in advance for 

HVAC investigation since ventilating in numerous healing facility rooms are arranged yet greater 

improvement is required in fields of some issue, for example, bacterial pollution, uneven cooling 

because of turbulence in wind stream design. To defeat the turbulence we have to lessen gulf speed of 

air so our stream can be laminar. We can contrast and diverse gulf speed under CFD examination of an 

AC room. With the assistance of CFD investigation we can reproduce our information for different 

parameters and we can contrast it and distinctive outcomes without introducing the entire course of 

action actually. [2] 
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2. HVAC IN GENERAL WARD AND OPERATION THEATRE OF A HOSPITAL 

 

In a healing facility either in Operation Theater (OT) or a general ward, aerating and cooling is valuable 

utilization of HVAC framework since it is examination of human solace, warm cooling and course of 

natural air. Legitimate ventilation and indoor air quality is required because of harmful disease. In many 

research it is watched that an honorable air conveyance and course with an appropriate outline of 

ventilating in Operation Theater or any broad ward can lessen the bacterial pollution and furthermore 

may cause a laminar stream for successful cooling with low power consumption. ASHRAE has standard 

information for appropriate cooling and human solace which is considered in this paper. In Operation 

Theater, turbulent wind stream causes microbial extension &there is addition in the viability of Air 

conveyance. Rather than turbulent stream on the off chance that we consider low speed i.e. laminar 

stream which can decrease the extension of bacterial contaminations [1]. This idea expresses that the 

laminar stream in Operation Theater is kept up by its air speed. It was reenacted by CFD apparatus and 

for the further examination, the stream is watched and considered inside the operation theater. 

According to the ASHRAE standard as examined above, required parameter for ventilating is appeared 

in table beneath in this paper.  

 

 

TABLE 1: STANDARD DATA FOR INDOOR AIR CONDITION 

Air distribution is the inactive goal of aerating and cooling in which we have to watch rate of air change 

every hour, air speed, and mass stream rate of air and so forth a positive weight and legitimate air course 

is required for human solace. One more vital parameter ought to be considered in investigation i.e. 

bacterial fixation. It should be lessens and it is important to scatter it at the earliest opportunity. The 

bacterial focus over the earth of the patient is exceedingly identified with the harming of the reason for 

question [5]. On the off chance that more turbulence of air is available in healing center rooms, for 

example, general wards and Operation Theater, there is a probability of bacterial contamination to other 

individuals around it so filtration of air and rate of progress of air and mass stream rate of air is need. 

3. SIMULATION OF AN AIR-CONDITIONED ROOM 

Modelling: Consider a room of 3*3*6m3 volume described below. The figure is not to scale. Consider 

the inlet velocity to be constant over the air conditioner on wall of 3*3m2 and compare it with various 

velocities. The pressure at the room is 1 atmosphere and flow velocity as variable for analysis. Take 

inside fluid as air. Consider a wall material as concrete has density of 2400 kg/m3 and thermal 

conductivity as 1.38 w/m-k. Heat transfer coefficient inside the room is considered as 5w/m2 –k. 
considering the above dimension we create a geometric model to analyse. A 3D geometry is recreated 
in familiar for our investigation divide, taking into every single standard parameter for the real position 
of the inlet and outlet of cooling object. The model was re-enacted utilizing ANSYS-Fluent, for 
examination of HVAC framework, and all parameters, for example, temperature, speed and relative 
humidity were evaluate 

 

 

 ASHRAE[3] 

(for ventilation of health care facility) 

ASHRAE[4] 

(for healthcare facility) 

Relative Humidity 

(%) 

 

30-60 

 

45-55 

Temperature in 

room (o C) 

 

20-24 

 

17-27 
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4. RESULTS 

A 3D model of a room is taken into examination in familiar and was acknowledged for the cross area 

of the space for our investigation parcel, considering the real position of the velocity inlet and the 

pressure outlet condition of aerate and cool. The CFD model was prepared by utilizing ANSYS-Fluent, 

considering the executed air conditioning framework, and various properties such as like room wall 

temperatures, air speed and relative humidity in environment were assessed. Consideration of major 

points about the concurrent impacts of the results, the new introduced air-conditioning framework can 

play out its commitment in keeping up the indoor parameters at ideal esteems in this hospital ward room 

or OT 

 

 
 

FIG1: AIR CIRCULATION IN AIR CONDITIONED ROOM 

 

 
FIG 2: VELOCITY VECTOR (2D) 
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FIG3: TEMERATURE CONTOUR ACROSS ROOM FOR DIFFERENT AIR VELOCITY 

 

 

 

 
 

FIG 4: TEMPERATURE VARIATION ALONG VARIOUS STREAMLNES (1, 2… 50) 

 

5 CONCLUSION 

 

The examination of all procedure in CFD modelling have prompted the conclusion that exceptional 

change in stream design is watched for bring down speed, bring down Reynolds no. with conspicuous 

impact of laminar stream. For the geometry of our plan which might be either for an operation theatre 

or a general ward, decrement in Reynolds no. has extraordinary impact on stream design. It is observed 

that at for higher Reynolds no. temperature conveyance isn't uniform, which additionally gauge for 

higher vitality utilization because of high air speed. The essential parameter of configuration is to set 

up the correct temperature and relative humidity in a basic zone. The optional necessity in configuration 

is diminishment of bacterial sullying which is expanded by turbulence wind stream. Thus the primary 

aim to the HVAC build is to keep up the laminar wind current through the AC room. 
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ABSTRACT 

Heating, Ventilating and Air-Conditioning plan of a commercial place, for example, a doctor's facility 

is itself a noteworthy test. These days making HVAC framework which can set up a sound domain and 

solace for individuals by having low utilization of vitality and to be practical is imperative. To 

investigate HVAC examination of a doctor's facility, the general highlights like, ventilation proficiency, 

consistency of temperature appropriation, pipe plan, and indoor air quality and to distinguish the flow 

of air in a room are keys to the outline conditions. The speed and temperature dispersions in a room it 

is possible that it is a general ward of a healing center, an I.C.U room or an Operation theater, have been 

figured by unraveling the essential conditions of fluid mechanics and vitality condition in unfaltering, 

incompressible, turbulent stream with uniform thermo-physical properties. In this paper to dissect the 

temperature variety and air flow over a room, we make a CFD model of a room thinking about standard 

information for aerating and cooling. In the past couple of years, Computational Fluid Dynamics has 

been assuming an indispensable part in building plan. 

Key Words: Air-condition system; Computational Fluid Dynamics; Temperature contours; indoor air 

quality; HVAC; Thermal Comfort 

1. INTRODUCTION 

Heat Ventilation and Air Conditioning (HVAC) system has very broad fields of application such as 

automobiles, aerospace, commercial buildings. In all of those fields our aim is to analyze HVAC system 

in hospital. In Hospital, Operation Theatre, general ward room, research labs etc. all needed to have a 

proper ventilation system which must be reliable for condition specified in standards. In a hospital room 

it is necessary for maintaining proper control on Indoor Air quality and reduced bacterial contamination. 

There are various parameters which has vital role in consideration for analysis such as varying load 

conditions, infiltrations, indoor air quality and so on. Lack of positive pressure or low air velocity in ac 

room may cause suffocation and improper cooling where as in similar case if air flow velocity is higher 

it may cause turbulence so optimum air distribution and air velocity is required. 

ASHRAE standard has criteria and parameters based on which, numerous HVAC businesses, healing 

centers and numerous business structures are outlined. These days many research is in advance for 

HVAC investigation since ventilating in numerous healing facility rooms are arranged yet greater 

improvement is required in fields of some issue, for example, bacterial pollution, uneven cooling 

because of turbulence in wind stream design. To defeat the turbulence we have to lessen gulf speed of 

air so our stream can be laminar. We can contrast and diverse gulf speed under CFD examination of an 

AC room. With the assistance of CFD investigation we can reproduce our information for different 

parameters and we can contrast it and distinctive outcomes without introducing the entire course of 

action actually. [2] 
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2. HVAC IN GENERAL WARD AND OPERATION THEATRE OF A HOSPITAL 

 

In a healing facility either in Operation Theater (OT) or a general ward, aerating and cooling is valuable 

utilization of HVAC framework since it is examination of human solace, warm cooling and course of 

natural air. Legitimate ventilation and indoor air quality is required because of harmful disease. In many 

research it is watched that an honorable air conveyance and course with an appropriate outline of 

ventilating in Operation Theater or any broad ward can lessen the bacterial pollution and furthermore 

may cause a laminar stream for successful cooling with low power consumption. ASHRAE has standard 

information for appropriate cooling and human solace which is considered in this paper. In Operation 

Theater, turbulent wind stream causes microbial extension &there is addition in the viability of Air 

conveyance. Rather than turbulent stream on the off chance that we consider low speed i.e. laminar 

stream which can decrease the extension of bacterial contaminations [1]. This idea expresses that the 

laminar stream in Operation Theater is kept up by its air speed. It was reenacted by CFD apparatus and 

for the further examination, the stream is watched and considered inside the operation theater. 

According to the ASHRAE standard as examined above, required parameter for ventilating is appeared 

in table beneath in this paper.  

 

 

TABLE 1: STANDARD DATA FOR INDOOR AIR CONDITION 

Air distribution is the inactive goal of aerating and cooling in which we have to watch rate of air change 

every hour, air speed, and mass stream rate of air and so forth a positive weight and legitimate air course 

is required for human solace. One more vital parameter ought to be considered in investigation i.e. 

bacterial fixation. It should be lessens and it is important to scatter it at the earliest opportunity. The 

bacterial focus over the earth of the patient is exceedingly identified with the harming of the reason for 

question [5]. On the off chance that more turbulence of air is available in healing center rooms, for 

example, general wards and Operation Theater, there is a probability of bacterial contamination to other 

individuals around it so filtration of air and rate of progress of air and mass stream rate of air is need. 

3. SIMULATION OF AN AIR-CONDITIONED ROOM 

Modelling: Consider a room of 3*3*6m3 volume described below. The figure is not to scale. Consider 

the inlet velocity to be constant over the air conditioner on wall of 3*3m2 and compare it with various 

velocities. The pressure at the room is 1 atmosphere and flow velocity as variable for analysis. Take 

inside fluid as air. Consider a wall material as concrete has density of 2400 kg/m3 and thermal 

conductivity as 1.38 w/m-k. Heat transfer coefficient inside the room is considered as 5w/m2 –k. 
considering the above dimension we create a geometric model to analyse. A 3D geometry is recreated 
in familiar for our investigation divide, taking into every single standard parameter for the real position 
of the inlet and outlet of cooling object. The model was re-enacted utilizing ANSYS-Fluent, for 
examination of HVAC framework, and all parameters, for example, temperature, speed and relative 
humidity were evaluate 

 

 

 ASHRAE[3] 

(for ventilation of health care facility) 

ASHRAE[4] 

(for healthcare facility) 

Relative Humidity 

(%) 

 

30-60 

 

45-55 

Temperature in 

room (o C) 

 

20-24 

 

17-27 
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4. RESULTS 

A 3D model of a room is taken into examination in familiar and was acknowledged for the cross area 

of the space for our investigation parcel, considering the real position of the velocity inlet and the 

pressure outlet condition of aerate and cool. The CFD model was prepared by utilizing ANSYS-Fluent, 

considering the executed air conditioning framework, and various properties such as like room wall 

temperatures, air speed and relative humidity in environment were assessed. Consideration of major 

points about the concurrent impacts of the results, the new introduced air-conditioning framework can 

play out its commitment in keeping up the indoor parameters at ideal esteems in this hospital ward room 

or OT 

 

 
 

FIG1: AIR CIRCULATION IN AIR CONDITIONED ROOM 

 

 
FIG 2: VELOCITY VECTOR (2D) 
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FIG3: TEMERATURE CONTOUR ACROSS ROOM FOR DIFFERENT AIR VELOCITY 

 

 

 

 
 

FIG 4: TEMPERATURE VARIATION ALONG VARIOUS STREAMLNES (1, 2… 50) 

 

5 CONCLUSION 

 

The examination of all procedure in CFD modelling have prompted the conclusion that exceptional 

change in stream design is watched for bring down speed, bring down Reynolds no. with conspicuous 

impact of laminar stream. For the geometry of our plan which might be either for an operation theatre 

or a general ward, decrement in Reynolds no. has extraordinary impact on stream design. It is observed 

that at for higher Reynolds no. temperature conveyance isn't uniform, which additionally gauge for 

higher vitality utilization because of high air speed. The essential parameter of configuration is to set 

up the correct temperature and relative humidity in a basic zone. The optional necessity in configuration 

is diminishment of bacterial sullying which is expanded by turbulence wind stream. Thus the primary 

aim to the HVAC build is to keep up the laminar wind current through the AC room. 
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ABSTRACT 

Cardiovascular disease such as chronic heart failure and heart attack imposes a serious threat to 

human life which needs a costly treatment to overcome the risk of life. The key factors responsible 

for heart failure are the systolic or diastolic dysfunction of a damaged ventricle. Left ventricular assist 

devices (LVAD) are the small mechanical pumps that are designed to execute the functions of a failed 

ventricle. In this work, a cost-effective, assistant device for the left ventricle of the heart having 

hemodynamically levitated impeller with spiral groove bearing is numerically proposed. It overcomes 

the inherent high weight complications as observed in the established magnetically levitated impeller. 

The simulation study is carried out using ANSYS CFX to check various versions of LVAD so that a 

novel design can be obtained for providing the optimum pressure head and blood flow rate at the cost 

of least shear stress. The turbulence characteristics of the blood flow through the LVAD are solved 

by implementing standard k-ϵ turbulence scheme. Several designs of blade profiles, blade numbers, 

and impeller wall roughness are tested at different operating rotational speeds to obtain a favorable 

and effective design. The developed LVAD could produce the required flow rate of 3-7 liters per 

minute against the systolic pressure head of the left ventricle ranging from 90-130 mm Hg. The 

backward curved blade impeller configuration is found to be the most effective design due to its 

uniform pressure and less shear generation, whereas the forward curved blade design showed poor 

performance. A centrifugal circulatory support for end-stage cardiac failure treatment is developed 

which is capable of delivering blood from the left ventricle to the aorta. 

Key Words: LVAD, Hemodynamic, Centrifugal Pump, CFD. 

1. INTRODUCTION 

The growing global impact of cardiovascular diseases highlights the requirement of an effective 

treatment method. Worldwide, more than 26 million patients suffer from heart failure and the trend 

is increasing [1]. One of the possible reasons for a heart failure is the dysfunction of the left ventricle.  

The lack of heart donors makes this situation severe. In this scenario, LVAD (Left Ventricular Assist 

Device) is a unique solution for a number of cardiovascular diseases, which are increasing day by day 

[2]. It requires fine-tuning the design parameters and estimation of the optimum configuration of the 

engineering device before mass usage in the biological environment of the human body. 

Computational Fluid Dynamics (CFD) emerges to be a cost-effective tool to analyze and optimize 
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LVAD [3]. Several studies are going on the development of the innovative design of the pump. Many 

of the researchers have reported the development of magnetically levitated impeller for the prime 

mover of the LVAD pump [4]-[5]. However, comprising magnets in the pump will increase the 

weight of the pump. A lighter weight pump is highly desirable for the patient comfort.  

Therefore in this study, we proposed a hemodynamically levitated centrifugal LVAD pump that will 

overcome the high weight concern. Several designs of the blood pump of LVAD were tested under 

different operating conditions by using ANSYS code CFX. An optimum design for end-stage heart 

failure treatment is developed in this study. 

2. SIMULATION METHOD 

The 3-D simulation study is carried out using ANSYS CFX. The geometry is created in ANSYS 

design modeler, which has been further discretized into 6,818,15 smaller tetrahedral elements by 

using ANSYS ICEM meshing tool to precisely observe the flow phenomenon. The geometry and 

mesh structure are provided in Figure 1. The flowing blood is considered as a Newtonian fluid having 

density and viscosity as 1060 kg/m3 and 0.0035 Pa.s, respectively. The turbulence characteristics of 

the blood flow through the LVAD are solved by implementing standard k-ϵ turbulence scheme. 

Several designs of blades profiles, blade numbers, and impeller wall roughness are tested at different 

operating rotational speeds to obtain a favorable and effective design.  

 
Figure 1: Details of geometry and meshing on LVAD 

3. RESULTS 

Study on suitable blade profile 

Blade profile imparts a significant effect on the performance of the LVAD. Three different designs 

of the LVAD having radial, forward and backward curved blades have been simulated under variable 

operating conditions.  Figure 2 shows the performance of all the three designs with the operating 

conditions. It was observed that forward blades create sufficient pressure head required as per the 

human physiology but due to high shear stress generation, this design is not preferred. The radial 

curved blades seem to be poor amongst all as it generates low-pressure head and also shear stress 

below the permissible limit of thrombosis that may raise the risk of thrombus formation. The 

thrombus formation results in the clotting of blood near the very low shear zones in the impeller, thus 

radial and forward curved design is not preferred. On the other hand, backward curved blades 

comprise the benefit of large pressure head and low shear stress and thus found to be much suitable 

for the blood pump. 
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FIGURE 2: Variation of pressure and shear stress with rotational speed for different blade profiles

 

FIGURE 3: Pressure distribution for radial, forward and backward curved blades 

The pressure contour on the wall of LVAD pump has been plotted and represented by figure 3. It can 

be seen that the impeller with radial and backward curved blade has uniform pressure distribution 

whereas, forward curved shows large pressure variation. A region of high pressure is also noticed at 

the tip of backward curved blade impeller. 

 

Picking up optimum numbers of blade 

The effect of blade number variation on the LVAD performance has been elaborately studied by 

present numerical simulation. Three different designs having four, six and ten blades under variable 

conditions of flow rates and rotational speeds are considered for the simulation study.   Figure 4 shows 

the variation of pressure head and maximum wall shear stress with rotational speed for different blade 

designs. A significant effect of the blade number on the performance of the LVAD can be observed 

from these graphs. The performance of six blade configuration is found to be better than the others as 

it generates sufficient pressure head (16000 Pascal) at the cost of least shear stress. The four and ten 

blades design are thus not opted as it generates considerable shear stress.  

 
FIGURE 4: Variation of pressure and shear stress with rotational speed for different numbers of 

blade

Effect of Rotational Speed 

Next, variation in rotational speed is tried as it is an important design factor. Simulations were carried 

out for the backward curved blade at a fixed flow rate (4 L/min) and variable RPM (1500-2400) to 

find out optimum rotational speeds. Figure 5 shows the variation of pressure head and wall shear 
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stress with different rotational speed, both the pressure head and shear stress shows increasing trend 

with the rise of angular velocity. The normal physiological blood pressure of human body varies 

between 12000 to 14000 Pascal and the optimum limit of shear stress to avoid hemolysis is 300 

Pascal. The RPM ranging from 1400 to 1800 are found to be the most favorable for the blood flow 

inside the blood vessel.

 

FIGURE 5: Variation of pressure head and 

shear stress with rotational speed for different 

blade profiles 

 

FIGURE 6: Hemodynamic Features inside 

optimum design of LVAD 

Figure 6, provides the insight of hemodynamic features inside the optimum design of LVAD 

(backward facing 6 blades with 1600 rpm). A small stream of blood is directed to travel through a 

narrow channel of 0.04 mm as shown in the figure. The blood will again join the main flowing stream 

at the impeller due to the pressure difference between the impeller and channel. This blood passage 

helps in levitating the impeller and thereby avoids its direct contact with the rotating shaft.  

4. CONCLUSIONS 

In this study, several version of LVAD pump has been simulated and an optimum design is proposed. 

The impeller with backward curved blades shows the best performance as per human physiology. The 

impeller is hemodynamically levitated that reduces the concern of high cost and weight involved with 

the magnetic levitation. The blood flow behavior through the LVAD has been analyzed and the 

location of maximum pressure and generated shear stress is also traced. The shear stress generation 

at the different operating condition of the device is within the permissible limit to avoid any possibility 

of hemolysis. Finally, an optimum design is proposed for LVAD to be compatible for the human 

body. 
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ABSTRACT 

This paper proposed a new model to determine all the dimensions of a single phase ejector for known 

working conditions of evaporator, condenser and boiler conditions. The ejector is designed to operate 

in double choking mode. Rather than considering constant heat capacity ratio and specific heat, they 

are determined corresponding to the state conditions. A few novel phenomenon’s of Prandtl’s mixing 

length, Prandtl-Meyer expansion waves, Kelvin-Helmholtz instability and Baroclinic effect are 

introduced to calculate the mixing length, divergence angle, shape of constant area section and 

influence of the production of vortices within Ejector respectively. Area ratios obtained in different 

sections by the present model are validated with the experimental results of Huang et al. [4]. The 

average deviation of entrainment ratio’s in comparison to Huang et al. [4] is below 2.48 %. Effect of 

operating conditions on geometrical parameters is also studied and discussed. It is also found that with 

the decrease in generator pressure, the primary nozzle divergence angle and area ratio decreases while 

the entrainment ratio increases slightly for the fixed condenser pressure. The nozzle exit position as 

well as ejector convergence angle, both increases with the increase in condenser pressure at the 

expense of cooling capacity. 

Keywords: Jet ejector; ejector designing; entrainment ratio; refrigeration system. 

1. INTRODUCTION 

In today’s era, refrigeration and air-conditioning is an essential part of the life of the human beings. In 

general, the commercialized refrigeration systems are vapor compression and vapor absorption 

refrigeration systems. Although, VCR system has high coefficient of performance (COP) but if the 

thermal efficiency of the power plant and the electricity transmission losses are taken into account 

whilst minimizing the overall COP of the vapor compression system. Following that, another 

available solution is Vapor Absorption Refrigeration System (VARS). But it is bulky, complex in 

construction and relatively expensive. Furthermore, the maintenance cost of these systems is also high 

and requires waste heat at a temperature over and above 100°C. Amongst the non-conventional 

refrigeration systems, ejector refrigeration system is an attractive technology, utilizes low-grade 

energy which can be obtained from industrial waste heat or solar system at low temperature. The 

foremost advantages are its simple construction and low operational & maintenance cost. On the 

contrary, the only issue with ERS is low COP of the system and sensitivity to atmospheric 

temperature [2]. Consequently, to enhance the use of ERS, researchers have focused on improving 

COP and the working range of the system. The key part of ERS is “Ejector” which works as a 

mechanical compressor and increases the pressure of the refrigerant without any moving part [3]. In 

general, it utilizes the momentum energy of primary fluid, to entrain the secondary fluid from 

evaporator [1]. Generally, ejector consists four major sections named; primary nozzle, the suction 

chamber, constant area section and diffuser section. The potential application of the primary nozzle is 

used to accelerate the primary fluid coming from a generator. Consequently, the pressure of the fluid 

Page 920 of 943



Fifth International Conference on Computational Methods for Thermal Problems 

THERMACOMP2018, July 9-11, 2018, Indian Institute of Science, Bangalore, INDIA 

N. Massarotti, P. Nithiarasu, Pradip Dutta and C. Ranganyakalu (Eds.) 

 
decreases and causes a suction effect for the secondary fluid. It is obvious, vapors generated in the 

evaporator moves towards the suction chamber. Both start mixing with each other at constant pressure 

in constant area section of the system. The pressure of the mixed fluid is further raised to the 

condenser pressure by using diffuser section. Moreover, the performance of an ejector is mainly 

defined by its entrainment ratio and pressure lift ratio [2]. 

𝐸𝑛𝑡𝑟𝑎𝑖𝑛𝑚𝑒𝑛𝑡 𝑟𝑎𝑡𝑖𝑜 =
𝑀𝑎𝑠𝑠 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑓𝑙𝑢𝑖𝑑

𝑀𝑎𝑠𝑠 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑝𝑟𝑖𝑚𝑎𝑟𝑦 𝑓𝑙𝑢𝑖𝑑
 

𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑙𝑖𝑓𝑡 𝑟𝑎𝑡𝑖𝑜 =
𝑆𝑡𝑎𝑡𝑖𝑐 𝑓𝑙𝑜𝑤 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑎𝑡 𝑡ℎ𝑒 𝑒𝑗𝑒𝑐𝑡𝑜𝑟 𝑒𝑥𝑖𝑡

𝑆𝑡𝑎𝑡𝑖𝑐 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑜𝑓 𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑜𝑟
 

It is worth noting that many researchers have studied the performance parameters of the ejector and 

developed models using different refrigerants such as R113, R141b, R134a, R142b, R600a, steam, air, 

propane etc. to predict their behavior [4, 5, 6, 7 and 8]. Furthermore, Huang et al. [4] proposed a 1-

dimensional analytical model using R141b as a refrigerant for predicting ejector performance at the 

critical mode of operation. Noting that, the model is based on the assumption of constant-pressure 

mixing of the primary and secondary fluid inside the constant pressure section. Following that, they 

simulated the ejector performance for obtaining the condenser pressure equal to critical back pressure 

by changing the area of constant pressure section. Furthermore, they verified their numerical model 

by conducting experiments with 11 ejectors of different geometry. Subsequently, a number of models 

are proposed by various researchers to simplify the method of evaluating the performance of ejectors. 

Moreover, Zhu et al. [9] proposed a shock circle model to analyze ejector performance with assuming 

non-uniform velocity distribution and uniform radial pressure. Potentially, the proposed model is 

simple but expressions are complex. In particular, they have changed the temperature of the secondary 

fluid at choked section in their simulation for ejector performance evaluation. Furthermore, Chen et 

al. [5] have carried out one-dimensional analysis for the prediction of ejector performance at critical 

and sub-critical mode. To maximize the accuracy, they have simulated the model to predict ejector 

performance by changing the pressure of the secondary fluid at the choked section and compared the 

results of their model with the experimental results using three different refrigerants. Moreover, 

Maghsoodi et al. [10] predicted the ejector performance using one-dimensional analysis at critical and 

sub-critical conditions and a maximum error of ±22 % was reported while comparing with the 

experimental results of Huang et al [4], Zhu et al [9] & Chen et al [5]. It is worth noting that in all 

these models; throat area, exit area, constant pressure section area is provided initially to predict the 

performance at different operating conditions. On the contrary, these models predict ejector 

performance with varying area ratios at different sections but do not provide the complete geometrical 

details such as inlet area, various angles and length of the sections etc of an ejector for the desired 

cooling conditions. The potential application of this article is geometry designing procedure for fixed 

ejector performance is proposed. All dimensions of the ejector are calculated assuming dry vapor as a 

working fluid.  

 

2. RESULTS AND DISCUSSIONS 

The present model has been validated for ejector geometry by using the same operating conditions as 

by Huang et al. [4]. The proposed model is set for entrainment ratio and operating conditions, for 

experimental data as in Huang et al. [4] to calculate the geometric dimensions of ejectors. Analysis of 

the results shows absolute average deviations of entrainment ratio calculated by the CFD model is 

very less in comparison to selected models shown in figure 2. The results shows, the importance of 

using specific heat's and heat capacity ratio at all section and condition instead of taking them 

constantly. As the area ratio calculated by the present model is more close to the experimental values 

as compared to theoretical values calculated by the 1-D model of Huang et al. [4] shown in figure 1. 

The present model is set to have the same operating conditions as Huang et al. [4] to calculate the 

optimized geometrical dimensions. It shows, as the generator pressure and temperature decreases, the 

Nozzle divergence angle also decreases. It also shows for low generator temperature and pressure, less 

divergence angle of the primary nozzle should be used. Figure 3 shows the effect of condenser 

pressure or back pressure on the Ejector convergence angle (α1). It shows the continuous increase in 
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ejector convergence angle (α1) with the increase in condenser pressure. Figure 4 shows the effect of 

condenser pressure on nozzle exit position (NXP). Nozzle exit position moves away from constant 

area section with an increase in condenser pressure.  

      

Figure - 1 Comparison between Area ratio’s 

calculated by present model and data collected by 

experimental data of Huang et al. [4] 

Figure - 2 Comparison between entrainment ratio 

of CFD model and experimental results obtained 

from Huang et al. [4] 

   

Figure - 3 Effect of Condenser pressure on Ejector 

convergence angle 

Figure - 4 Effect of condenser pressure on Nozzle 

Exit Position 

    The results also show that a larger length of constant area section is required with the decrease in 

generator pressure and temperature. It indicates that with the increase in generator pressure and 

temperature the random motion of molecules increases and requires less constant area length for the 

mixing. The novel concept of Kelvin-Helmholtz instability defines the shape of mixing section (i.e. in 

between section 4-4 and 6-6). It defines there is no roll-up of vortices and will remain extremely flat if 

the value critical Mach number is above 0.6. And if it less than 0.6 than there will be a spreading rate 

of the vortices in the mixing section. Because of the spreading of these vortices the mixing section has 

to design in divergence section [12]. In this case, it is found that the value of critical Mach number is 

above 0.6 and a constant area section for mixing of both fluids can be taken. In addition, the CFD 

model shows the shock is fixed at the outlet of constant pressure area regardless of condenser 

pressure. The shock wave may transverse towards primary nozzle as the condenser pressure increases 

but in this case, all geometrical dimensions are so optimized that the shock will produce at end of 

constant pressure area. The ejector exit divergence angle (α2) calculated by the model is found to be in 

between 2.5° to 8° and is also validated by Huang et al. [13] as they use the same. The Huang et al. 

[13] had used the same operating conditions and geometry as Huang et al. [4]. The ejector divergence 

angle (α2) increase with an increase in ejector exit area (A8) and condenser pressure. As already 
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mentioned, if the pressure of both the fluids gets unequal at the primary nozzle exit than primary 

nozzle can have shocks and depend upon the pressure difference the primary flow may diverge or 

converge [9, 11]. So, for designing ejectors it is decided to have a shock free primary nozzle or equal 

pressure of both fluids at the nozzle exit. The value of convective Mach number calculated by the 

present model found above 0.6 in all results shows us the formation of vortices in between primary 

and secondary fluids during mixing and their effect is also considered in calculating area ratios. 

3. CONCLUSION 

The paper presents the development of a 1-D model for the calculation of all the geometrical 

dimension of an ejector for a fixed entrainment ratio and standard input conditions. The comparison 

shows the precision and adequacy of the proposed model for determining the geometrical dimensions 

of an ejector. The maximum difference in entrainment ratio of CFD model and experimental results of 

Huang et al. [4] is 12.75 %. With this validation, the 1-D model presented in this paper provides a 

solution for obtaining complete and accurate geometrical dimensions of an ejector for both critical 

and sub-critical mode of operations. The accuracy of the results is improved by using instantaneous 

specific heats and heat capacity ratios at the individual section, instead of taking them constantly. The 

present model shows a very low absolute average deviation of area ratio and entrainment ratio below -

0.287 % and 2.5 % respectively. The importance of geometrical dimensions on ejector behavior has 

been also discussed. The novel concept of Prandtl's mixing length relation is utilized for calculating 

the minimum length required to mix both fluids (primary and secondary) properly with each other. 

The concept of formation of vortices in the mixing of compressible fluids is also introduced and 

discussed. The shapes to be designed for mixing section are also discussed and provide some 

qualitative data with this. 
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ABSTRACT 

In this paper, a numerical study of the sinking of bulk solid PCM (Phase Change Material) / 

NEPCM (Nano-enhanced Phase Change Material) due to close-contact melting is performed. A 

macroscopic model that uses one-domain continuum formulation is presented for the melting of 

PCM (Erythritol as base material) and various NEPCM composites (Erythritol with nanoparticles). 

The thermophysical properties of the NEPCM composite are predicted using homogeneous mixture 

modeling. The melting pattern of PCM and various NEPCM composites are compared. The 

influence on the coupled heat transfer and fluid flow behavior due to close-contact melting is 

described with and without nanoparticles. The numerical predictions concluded that the mono-

nanoparticle (5%Cu / Erythritol) composite illustrate better thermal performance among all other 

multi-nanoparticles (2.5%Cu+2.5%Al / Erthyritol, 2.5%Cu+2.5%SiO2 / Erthyritol and 

2.5%Cu+2.5%TiO2 / Erythritol) composites explored in the current study. The insights from the 

thermal field, velocity field and liquid fraction field thus obtained in the current study (by 

incorporating nanoparticles along with Erythritol as base PCM) can be used to design medium 

temperature range (100 oC – 150 oC) waste heat recovery systems. 

Key Words: Solid sinking, Nanoparticles, Phase change material, Heat transfer, Convection. 

1. INTRODUCTION 

In World Energy Outlook (WEO, 2016), it is forecasted that there will be a surge in the global 

energy consumption with an increase in world population from 7.3 billion in 2015 to 9.2 billion in 

2040 [1]. The energy poverty due to this high energy demand can only be controlled using 

renewable energy resources effectively. The major prospects are biomass, hydropower, wind power 

and solar energy for meeting this energy scarcity. But, the reliability of such resources is still 

debatable due to their discontinuous supply. An appropriate solution to this limitation is to do 

integration with thermal energy storage (TES) devices. The latent heat based thermal energy storage 

systems with phase change materials are at the peak of popularity for storing energy. To explore 

waste heat recovery applications in the medium temperature range (100 oC – 150 oC), first of all an 

appropriate choice of the material is essential. Recently, researcher [2-3] have proposed the studies 

on the non-toxicity, reliability, cyclic stability and safety of the selected organic and inorganic 

phase change materials. The Erythritol (sugar alcohol) is observed to be the most suitable PCM for 

operation in medium temperature range (100 oC – 150 oC). In TES systems, mainly the heat transfer 

rate is restricted by the low thermal conductivity of the PCM. In order to address this issue various 

active or passive heat transfer enhancement techniques are being used [4-5]. Modification of the 

thermophysical properties of the base material to enhance heat transfer rates is one of the ways to 

overcome this limitation. The potential of improvement in heat transfer rate by adding nanoparticles 

in the PCM gives a surge to the requirement of NEPCM based TES systems for energy storage. In 

this paper, close-contact melting of erythritol phase change material is studied in a spherical 

reservoir to describe sinking effects with nano-enhancement. The insights from the current study 

can be used to design Erythritol based TES system with nano-enhancement for waste heat recovery 

in temperature range of 100 oC – 150 oC. 
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2. MODELLING 

A 2-D circular computational domain with internal diameter (d) 100.166 mm and aluminium wall 

of thickness 1.5 mm is considered. Considering the one domain continuum formulation [6,7], the 

governing equations are solved using a pressure-based finite volume method according to the 

SIMPLER algorithm [8]. The model is well validated with the benchmark experimental result [9]. 

The mesh dependency is performed and an optimised resolution is ensured using 20301 grids for 

numerical study. The governing equations in spherical coordinates (r and θ being the radial and 

polar coordinates, respectively) are as following [5], 

2.1 Governing equations 
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Momentum equation in radial direction 
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where C is a Darcy constant which reflects the morphology of the melting front. In the current study 

C is set to 1.0×105 kgm-3s-1 [4,5]. In order to avoid division by zero, a small constant ε is taken as 

0.0001. In the NEPCM system, the effective properties of nanofluid are considered as [10], 
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2.2 Solid bulk sinking model 

PCM and NEPCM sinking due to the close-contact melting of the lower surface is accounted 

separately using following formulation [11], 
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where Ste Fo =  , 
s

d
 = , Ar is the Archimedes number, Ste is the Stefan number, Fo is Fourier 

number, Pr is Prandtl number and s is the downward distance traveled by solid in time t.  

3. RESULTS 

PCM and NEPCM (Erythritol as a base fluid) when subjected to hot thermal boundary conditions, melt 

with dissimilar rates as shown in Fig. 1. Figure 1(a) shows the temperature map and Fig. 1(b) shows the 

liquid fraction map with superimposed velocity streamlines (with multiple vortices) for PCM (left half) 

and NEPCM (right half). In the liquid fraction contours, a clear distinction of the liquid region by the 

orange color and the solid region is denoted by blue color. 

  Vmax=3.4×10-3m/s Vmax=3.0×10-3m/s  

    

                       (a)                         (b)  

FIGURE 1. Melting at time = 1040 sec, (a) Temperature distribution (in ºC) (b) Liquid fraction 

distribution, for PCM (left half) and NEPCM (right half)  

As the melting advances, it is observed that there is a decrease in the heat transfer rate due to the 

varying thermal conductivity (decrease from solid to liquid phase) of Erythritol itself during the 

charging process. The sinking of solid PCM cause faster close-contact melting and push melted 

PCM towards the top from the lower surface. The buoyancy driven flow and the simultaneous 

sinking of solid PCM in the reservoir ensure the formation of layers of thermally stratified regions 

at the upper part of the reservoir as shown in Fig. 1(a). This region possesses the higher temperature 

than volumetric mean averaged temperature and aid in better thermal performance. Figure 2 

presents the evolution of transient liquid fraction in the reservoir. It is observed the 5% Cu / 

Erythritol composite has shown the earlier completion as compared to the other mixture composite 

(2.5%Cu+2.5%Al / Erthyritol, 2.5%Cu+2.5%SiO2 / Erthyritol, and 2.5%Cu+2.5%TiO2 / Erythritol), 

explored in the current study.  
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FIGURE 2. Solidified fraction of various NEPCM composites  

4. CONCLUSIONS 

The current study suggests that the varying thermal conductivity of the base fluid (Erythritol) itself 

reduces the heat transfer rate during charging of PCM. The buoyancy driven convection currents 

cause stratified thermal layers in the reservoir and aid in satisfaction of load. Multiple counter-

rotating vortices formation in the reservoir is observed during the melting. The 5%Cu / Erythritol 

composite has shown the better performance as compared to 2.5%Cu+2.5%Al / Erthyritol, 

2.5%Cu+2.5%SiO2 / Erthyritol and 2.5%Cu+2.5%TiO2 / Erythritol composites. Overall, the close-

contact melting with nanoparticles enhance the heat transfer rate and reduce the charging cycle 

time. The study delineate guidelines for designing NEPCM based waste heat recovery systems. 
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ABSTRACT 

CFD analyses were carried out using a commercially available code of NUMECA to analyse the 

flow in injectors of two different configurations. CFD analyses was carried out without considering 

the atmosphere and with atmosphere. Results are presented as the static pressure distributionand 

velocity contours. Experimentla tests were carried out and results will be presemted. 

Key Words: Bearing flow analysis, CFD, Oil Brooming 

1. INTRODUCTION 

Lubricating oils perform three functions in a gas turbine engine; lubrication, cooling and cleaning. 

The oil generally has low viscosity to flow easily between fast rotating parts. It will have a high 

viscosity to avoid interference between two metals and avoid wear and tear of the components. It is 

necessary that the lubrication should not break down under high temperatures and pressures.  

Similarly, the oil  must have a low pour point to flow readily when starting under extremely low 

temperatures.  

Lubricating oil cools the moving parts by carrying the heat away from gears and bearings. It carries 

away thedirt, small carbon and metal particles, gum and varnish to the filters. This has become 

increasingly important with the higher compression ratios, engine speeds, operating temperatures, 

and closer tolerances between parts in newer engines. 

It is necessary that the lubricating oil reaches the bearings without much spreading or broom due to 

mixing of jet with the surrounding rotating air. An attempt has been made to study the mixing 

phenomena of the jet with surrounding air in two injector geometries.  

A free jet after leaving the nozzle, entrains the surrounding fluid, expands and decelerate. Perry et 

al., 2007.The total momentum which is conserved as jet momentum is transferred to the entrained 

fluid. It is found that when the cross-sectional area of jet is less than 1/5 than the cross section of 

surrounding region then jet is considered to be free jet. 

McCabe et al., 1993 has explained that the high velocity liquid jet ejecting from nozzle situated at 

the entrance of ejector, flows through the stagnant fluid surrounding it, maintains its identity for a 

substantial distance.  

 

 

 

FIGURE:1. Flow of a submerged circular jet 
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Eroglu et al. (1991) measured the breakup length of round liquid jet in annular coaxial air streams. 

They further observed that the decreasing breakup length with increasing Weber number and they 

also found that liquid jet length increases by increasing Reynolds number.  

First geometry is made up of a hollow cylinder closed at bottom and has one hole on the 

circumference of the cylinder. The second geometry consists of two co-axial cylinders where the 

inner cylinder is perforated.  

Grid generation 

The mesh is generated using NumecaHexpress for both the geometries. The Y+ is 1.  

Boundary conditions 

Initial Total pressure – 7 Bar; Inlet temperature - 343 K and Exit static pressure – 1bar 

3. RESULTS 

Geometry 1 Flow Model without surrounding atmosphere 

The incompressible flow mode of the 3-Dimensional flow was analysed using the commercial 

software. Figure 2 shows the static pressure distribution in the cross sectional view of the original 

injector. It is found that the static pressure is uniform in the entire length of the injector. As it ejects 

from the orifice the static pressure further reduces from 500000 Pascals to 150000Pa.  One can 

observe the static pressure profile varying from 125000 at one end to 600000 Pa at the center of the 

injector and then reduces to 125000Paat the other end of the diameter of the injector. 

 

Figure 3 shows the velocity magnitude contours of the fluid in the injector. It also shows the 

velocity magnitude along the exit plane of the injector (diameter). It can be observed that the flow 

in the centre of the exit plane is sharper and one sided.  

 
 

FIGURE 2. Contour of Static 

pressure (pascal) 

FIGURE 3. Contour of magnitude of 

velocity and Plot of V (m/s) 

 

Geometry 2 Flow Model without Atmosphere 
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Incompressible flow analysis for the modified injector wascarried out. The static pressure 

contours are shown in a part of the injector body and the nozzle in Figure 4. It can be 

observed that static pressure is gradually decreasing along the nozzle length. Figure 5shows 

the magnitude of velocity contours. The graph adjacent to the contours predicts the velocity 

profile prevailing at the exit plane of the injector nozzle. It can be observed that the 

magnitude of the peak velocity has been reduced from 32 m/s to 24 m/s but is found to be 

more uniform.  

  

FIGURE 4. Contour of Static 

pressure (pascal) 

FIGURE 5. Contour of magnitude of 

velocity and Plot of V (m/s) vs Z (m). 

Similarly analyses were carried out by modelling the surrounding atmosphere and the 

results are shown in Figure 6, 7, and 8. 

FIGURE 6. Static pressure contour of the Flow in Geometry 1 with surrounding 

atmosphere 
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   Figure: 7. Contour of Velocity magnitude (m/s) 

 

FIGURE: 8. Contour of static pressure (pascal) 

4. CONCLUSIONS 

The jet length of the both geometries of the injectors were found to be of difference when CFD 

analyses were carried out. When the experiments were carried out, it showed verymarginal 

difference.  
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ABSTRACT 

Fluid flow and heat transfer characteristics in a double forward facing step in the presence of elliptic 

shaped obstacles with different axis ratios positioned before each step is numerically investigated. 

For the purpose, governing equations of fluid flow and heat transfer are solved in cartesian framework 

using an in-house code based on Streamline UPWIND/Petrov Galerkin (SUPG) finite element 

method. 

 The parametric study is carried out for various Reynolds number (Re=300,500,800 and 1000) and 

different axis ratios of the obstacles (AR=0.25, 0.5, 0.75, 1). It is observed that fluid flow pattern is 

altered due to the presence of obstacles near the steps and the reduction of the recirculation length 

when compared with no obstacle case. 

Key Words: SUPG finite element method, Double forward facing step  

1. INTRODUCTION 

In many engineering practices flow separation and reattachment occur depending on the flow 

velocities and physical model under consideration. Forward facing step are usually observed in 

electronic cooling applications, combustion chamber, open channels and building aerodynamics. 

Armaly et al. [1] presents a simulation of three dimensional laminar forced flow adjacent to backward 

facing step in rectangular duct to study the effect of step on flow characteristics. Yilmaz and Oztop 

[2] have numerically investigated the turbulent forced convection over double forward facing step 

and studied the effect of step lengths, step heights and Reynolds number on heat transfer and fluid 

flow. The main conclusion of the paper is that second step can be used to control fluid flow and heat 

transfer characteristics. Oztop et al. [3] have numerically studied the turbulent forced convection of 

double forward facing step with obstacles and studied the effect of step height, obstacle aspect ratio 

and Reynolds number on fluid flow and heat transfer in a double forward facing channel with 

rectangular obstacle before step. The main finding of the paper is that heat transfer rate increases 

when obstacle aspect ratio increases. Fluid flow characteristics over a forward facing channel with 

obstacles have received less attention in the literature. 

 The present work is carried out to study the effect of circular and elliptic obstacles in channel with 

double forward facing step to understand the variation in fluid flow pattern in the channel. For the 

purpose the axis ratio of the obstacle is varied and results are compared for channel flow without any 

obstacle. Further the cases are simulated to study the effect of Reynolds number and obstacle with 

various axis ratio.  
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2. MATHEMATICAL MODELING 

2.1 Physical domain 

A schematic description of the problem considered for this study is shown in FIGURE 1. The 

geometrical features of the domain are total length of channel L=1.6 m, step height h=0.024m, width 

of the channel at inlet w=0.1 m. 

 

FIGURE 1. Computational domain 

2.2 Governing equations 

The fluid flow is assumed to be viscous, two dimensional, time-dependent and incompressible with 

constant thermo-physical properties. The effect of gravity and viscous dissipation are neglected.  

The continuity and momentum equations can be expressed as follows, 

 

𝜕𝑢𝑖

𝜕𝑥𝑖
= 0                                                                                (1) 

𝜕𝑢𝑖

𝜕𝑡
  +  𝑢𝑗 

𝜕𝑢𝑖

𝜕𝑥𝑗
  =  −

𝜕𝑝

𝜕𝑥𝑖
+  

1

𝑅𝑒
 {

𝜕

𝜕𝑥𝑖
 (

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
 )}               (2) 

2.3 Boundary conditions 

The following boundary conditions are imposed for present domain of interest. 

Along Inlet: u = 1.0, v = 0.0 and   
𝜕𝑝

𝜕𝑥
= 0 

Along Top wall: u = 0.0, v= 0.0 and  
𝜕𝑝

𝜕𝑦
= 0 

Along Bottom wall: u = 0.0, v= 0.0 and 
𝜕𝑝

𝜕𝑦
= 0 

Along Outlet: 
𝜕𝑢

𝜕𝑥
= 0 

𝜕𝑣

𝜕𝑥
= 0 p = 0.0 

2.4 Validation 

The equations governing fluid flow and heat transfer are solved iteratively by using Eulerian velocity 

correction approach which is originally based on the projection scheme of chorin[4].The detailed 
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finite element formulation and validation for several benchmark cases (lid driven cavity and backward 

facing step) have been presented in Prakash et al.[5]. 

3. RESULTS 

In the present study, fluid flow dynamics in a double forward facing step without and with obstacle 

for various axis ratios of obstacle (AR=0.25,0.5,0.75 and 1) and for different values of Reynolds 

number is analysed. 

The streamlines near the steps for the different cases (Re=1000) are presented in FIGURE 2.  Pressure 

contours for different cases are presented in FIGURE 3. 

 

 

  

 

 

 

 

 

FIGURE 2. Magnified view of streamlines near the steps in Double forward facing 

stepped channel for Re=1000 (a) without any obstacle (b) with obstacle of AR=1(c) with 

obstacle of AR=0.75 (d) with obstacle of AR=0.5 (e) with obstacle of AR=0.25  

 

 

 

 

 

 

 

(b) 

(a) 

(b) 

(c) 

(d) 

(a) 

(c) 

(e) 
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FIGURE 3. Pressure contour in Double forward facing stepped channel for Re=1000 (a) 

without any obstacle (b) with obstacle of AR=1(c) with obstacle of AR=0.75 (d) with 

obstacle of AR=0.5 (e) with obstacle of AR=0.25 

4. CONCLUSIONS 

This study presents the numerical analysis of a channel with double forward facing step 

with and without obstacles before the steps. The streamlines results shows that due to the 

presence of obstacles the recirculation length reduces. The obstacles splits the flow before 

the steps and one part of the flow have to pass through a much smaller area compared to 

case without obstacle which results in the reduction of the recirculation region. The 

pressure drop is more for case with obstacles and is almost same for AR=1,0.75,0.5and 

0.25 cases. 
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ABSTRACT 

An inverse estimation of size and location of tumor is proposed in this paper using Bayesian 

framework. The forward model comprises of the Pennes equation and solved using commercial 

software. The forward solution of the problem is validated against the available literature and the 

results are found to be promising. Estimation of the size and location of the tumor is attempted 

based on Bayesian framework along with the Markov chain Monte Carlo method. This paper also 

demonstrates 2D and 3D modelling of the cancerous tissue and exploits the advantage of 2D model 

in the computation of MCMC method. An Approximation Error Model (AEM) is proposed in order 

to statistically account the model error during the estimation of the unknown parameters. The 

results of the AEM provide a new trend in the parametric study of cancerous tissue. 

Key Words: Bayesian, MCMC, Bio heat transfer, Pennes, estimation, AEM. 

1. INTRODUCTION 

Cancer is one of the leading diseases which is causing early end of the life span of human beings. 

The causes of the cancer can be due to smoking, drinking, pollution, excessive mental stress, 

genetic, etc. Various therapies have been developed in medical field to treat the cancer which gives 

a sign of relief but not the ultimate solution for the cure of cancer. Apart from developing medical 

technologies to cure cancer, it is important to understand how cancer develops and how it affects 

the nearby tissues.  This can be achieved by solving Pennes equation for bio heat transfer problems 

[1]. Several researchers worked towards the detection of tumor using Genetic algorithm [2]. Agnelli 

et al estimated the unknown parameters and geometrical properties of the tumor using the 

temperature data obtained from infrared thermography [3]. Several methods such as Lattice 

Boltzmann method (LBM), Finite Element Method (FEM), Finite Volume Method (FVM) are 

popularly used to solve the Pennes governing equation. Zhang et al used LBM method to solve 2D 

bio heat problems and a comparison between the numerical and analytical solutions can also be 

seen in [4]. Wu et al investigated the dependence of skin temperature distributions with various 

internal heat generation sources subjected to various physiological and environmental conditions 

using numerical solutions which help in knowing the physical phenomenon for various heat 

generation modifications [5]. Das and Mishra used inverse method to estimate the locations and size 

of the tumor [6].   

2. MATHEMATICAL MODELLING 

The 3-D hemispherical breast embedded with the tumor is as shown Figure 1. The dimensions of 

the 3-D model is as follows: hemisphere radius=10cm, tumor radius(rt)=1.5cm which is at a depth 

of 2cm from skin. Heat transferred blood perfused tissue is governed by Pennes equation which is 

given by 

𝑘  
𝜕2𝑇

𝜕𝑥2 +
𝜕2𝑇

𝜕𝑦2 + 𝜂𝑏𝜌𝑏𝐶𝑝𝑏  𝑇𝑎 − 𝑇 + 𝑄𝑚 + 𝑄𝑠 = 0   (1) 

where 𝜌𝑏 ,𝐶𝑝𝑏  and 𝜂𝑏are the density and the specific heat of the blood  perfusion rate of the 

tissue respectively. 𝑘is thermal conductivity, 𝑇𝑎  is the temperature of the artery in °C. The 
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terms 𝑄𝑚  and 𝑄𝑠   are the metabolic heat generation rate and distributed volumetric heat 

source respectively. The change in the value of 𝑄𝑚  will manipulate the value of the 

property 𝜂𝑏 . The hemispherical surface is subjected to a convective boundary condition 

and the core body is with a isothermal condition with 𝑇𝑎  . The above problem is solved 

using COMSOL multiphysics commercial software.  For a healthy or normal tissue, the 

values of 𝑄𝑚  and 𝜂𝑏  are taken to be 450𝑊𝑚−3 and 0.92 × 10−3𝑠−1 respectively. In 

presence of tumor, the values 𝑄𝑚  and 𝜂𝑏  are taken to be 29000Wm
-3

 and 4.5 × 10−3𝑠−1 

respectively. The thermophysical properties used are: 

𝜌𝑏 = 1052 𝑘𝑔𝑚−3, 𝐶𝑝𝑏 = 3800 𝐽𝐾𝑔−1𝐾−1. The values of 𝑘, and 𝑇𝑓  are taken as 

0.5 𝑊𝑚−1𝐾−1, 20 𝑊𝑚−2𝐾−1 and  20℃ respectively [6]. The initial temperature of the 

tissue is assumed based on the expression given as  

𝑇𝑒 = 𝑇𝑎 +
𝑄𝑚 +𝑄𝑠

𝜂𝑏𝜌𝑏𝐶𝑝𝑏
     (2) 

 

 

FIGURE 1. Representation of 3-D hemispherical 

breast with tumor. 

FIGURE 2. 2-D model of 3-D hemispherical breast 

with tumor. 

3. APPROXIMATION ERROR MODEL 

The modeling error is approximated based on statistical description in this technique. Therefore, the 

measurement model can be written as 

Y = Θp(P) + e      (3) 

Where Θp(P) represents the solution of the forward model. In Eqn. (3), “e” represents the 

uncertainties in the measurement and is also assumed to be normally distributed with zero mean and 

known covariance matrix W. Hence, in the light of all these facts, the forward model can be written 

as 

D 1
- -

T -12 2
p p

1
π(Y | P) = (2π) | W | exp{- [Y - Θ (P)] W [Y - Θ (P)]}

2  

   (4) 
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In Eqn.(4), D represents the total number of measurements and the forward solution is obtained 

from Θp(P). Let the reduced model be given as Θrp(Pr) and introducing the reduced model in to 

Eqn. (3), thus the resulting equation becomes 

Y = Θ
r
p(P

r
) +[Θp(P) - Θ

r
p(P

r
) ] + e   (5) 

The difference between the accurate and reduced models can be given as 

ε(P) = Θp(P) - Θ
r
p(P

r
)     (6) 

 Y = Θ
r
p(P

r
) + η(P)     (7) 

Where 

η(P) = ε(P) + e      (8) 

Assuming η(P) as normal random variable and the corresponding statistics can be computed from 

the knowledge of prior distribution. Now, the likelihood function is rewritten in terms of 

approximation error model. 

r r

D 1
- -

r r r T -1 r r2 2
p pp p

1
π(Y | P ) = (2π) | W | exp{- [Y - Θ (P ) - η ] W [Y - Θ (P ) - η ]}

2
 

 

    (9) 

where 

r r
rP

-1 r
ηp P

η = ε + e + Γ Γ (P - μ)     (10) 

r
r rP P

-1
ε η ηP

W = W + W - Γ Γ Γ     (11) 

,e and μ are the means of ε, e and P
r
 respectively and 1, r

rP
P

W and 
  are the covariancematrices 

ofε, η andP
r 
respectively. 

Assuming the measurement uncertainties have zero mean ( e = 0) and neglecting the linear 

dependency between η and P
r
 , then 

rP
  becomes zero. Thus, Eqns.(10) and (11) are simplified to 

obtain Enhanced Error model. 

rp
η ε    (12) 

 εW W + W    (13) 

4. RESULTS 

The computational time to solve 3-D hemispherical breast case was noted to be 67s. The 

temperature distribution along the centreline and the surface can be observed from Figures 3 and 4. 

The   In order to reduce the computational cost, the 3-D model is represented in terms of 2-D as 

shown in the Figure 2. The length and width were taken to be 10cm and 31.41cm (πr) respectively. 

The Length of the tumor is calculated as Lt
2 = πrt

2. For this 3D-2D case, the properties for healthy 

tissue used are ηb = 0.92 × 10−3s−1 and Qm = 450Wm−3. For tumor tissue, ηb = 4.9 ×
10−3s−1and Qm = 29000Wm−3. The values of k, ρ,Cp ,ρb  and Cpb  are taken as 
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0.42 Wm−1K−1, 920 kgm−3, 3000 JKg−1K−1 , 1052 kgm−3 and 3800 JKg−1K−1 respectively [6]. 

It was observed that the computational cost was reduced to 6-8 seconds. Figure 3 and 4  show the 

results of 2-D model agrees very well with the results of Das and Misra [6] as well as 3-D model 

but also helps in obtaining temperatures at lesser computational time. 

 
 

FIGURE 3. Temperature along the centreline for     

2-D equivalent model w.r.t 3D with cancer 

tumor. 

Figure 4. Temperature along the surface of the 

skin for 3D model with cancer tumor. 

5. CONCLUSIONS 

2D and 3D models of a cancerous tissue are considered in order to estimate the size and location of 

the tumour. The modelling error has been accounted in the Approximation Error Model proposed in 

this work. The sample space was explored using Markov Chain Monte Carlo method. The prior 

information was incorporated in the form of a probability distribution in the Bayesian framework. 

Thus, the combination of forward and inverse solutions with the help Approximation Error 

methodology proves to be potent tool in the field of bio heat transfer. 
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ABSTRACT 

Propagation of thermal wave phenomena in thin layer is examined using Finite element approach. 

The finite element model is developed from Cattaneo – Vernotte heat conduction model. This model 

is executed by applying symmetric boundary conditions, Newmark’s scheme and backward 

difference method to solve second order time derivatives. The results are compared with analytical 

solutions of same kind of problem solved by Ed Fong and Tung T.Lam [1] using superposition 

principle with solution structure theorems. In this study, the details of finite element modeling of 

parabolic equation, hyperbolic equation and thermal wave propagation of thermal waves are 

discussed. This finite element technique provides an alternate, simpler and convenient solutions 

compared to analytical solutions. 

Key Words: Finite Element Model, Thermal wave propagation, Hyperbolic model, Symmetric 

boundary. 

1. INTRODUCTION 

In the modern nano world the application of thin layers requires a better understanding of heat transfer 

phenomena in strong thermal wave environments. The approaches used to describe non-Fourier heat 

transport is different from classical Fourier heat transport. The speed of heat propagation in a body is 

infinite according to the classical Fourier heat conduction law given by  

 𝑞 =  −𝑘 ∇𝑇 (1) 

The body will be affected by the boundary condition or initial condition at the instant. However, the 

speed of heat propagation in a body is always finite. Thus, to account for phenomena involving finite 

propagation speed of the thermal wave, a more precise heat flux model needs to be assumed to modify 

the Fourier heat conduction law. Cattaneo [2] and Vernotte [3] suggested independently a modified 

heat flux model in the form coupled with the local energy balance as  

 𝜏
𝜕𝑞

𝜕𝑡
+ 𝑞 =  −𝑘 ∇𝑇  (2) 

 where 𝑞 is the heat flux vector, 𝜏 is the relaxation time, and 𝑘 is the thermal conductivity. Solving 

hyperbolic heat conduction equation is essential and considerable effort has been focused to the 

study of non-Fourier heat conduction problems.  

Ozisik and Tzou [4] have obtained analytical solutions for the hyperbolic heat conduction equation. 

Tan and Yang [5] investigated the propagation of thermal wave in thin films subjected to sudden 

temperature changes on its surfaces. Torii and Yang [6] studied heat transfer mechanism in thin layer 

with symmetrical heat source impingement on its boundaries by numerical technique based on 

explicit scheme. In the present investigation, a finite element model is developed to study the 

propagation and collision of thermal wave phenomena in nano size layers subjected to non-

homogeneous boundary conditions for two cases, one is classical diffusion (Parabolic) Fourier model 

and another one is non-Fourier (Hyperbolic) model. 
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2. MAIN BODY 

In finite element method, the given domain is divided into number of subdomains, called finite 

element, on each element the approximation functions of variational or weighted-residual can be 

constructed for the solution of the problem. The finite element method differs from the traditional 

Ritz, Galerkin, Least-squares, Collacation and other weighted-residual methods in the manner in 

which the approximation functions are constructed. The steps involved to solve finite element model 

is given by Reddy [7]. 

Parabolic Finite Element Model: 

It is a first order derivative with respect to time, which is used for solving transient heat transfer 

problems. The general form of heat conduction equation is, 

 ∇2𝑇 +
�̇�

𝑘
=

1

𝛼

𝜕𝑇

𝜕𝑡
  (3) 

The one dimensional transient problem without heat generation can be written as, 

 
𝜕2𝑇

𝜕𝑥2 =
1

𝛼

𝜕𝑇

𝜕𝑡
  (4) 

Eqn. (3) is the classical diffusion heat transfer model which governs the thermal energy transport in 

homogeneous solid. For convenience, the governing Eqn. (4) is non-dimensionalised by using the 

following terms 

 𝜉 =
𝑐 𝑥

2𝛼
, 𝜂 =

𝑐2𝑡

2𝛼
, 𝜃 =

𝜌𝑐2𝑇

𝑞𝑟
, 𝜏 =

𝛼

𝑐2  (5) 

After substituting the non-dimensionalised terms from Eqn. (5) in to Eqn. (4), the governing partial 

differential equation for one dimensional heat conduction equation can be given in the form of 

dimensionless equation as  

 
𝜕2𝜃

𝜕𝜉2 = 2
𝜕𝜃

𝜕𝜂
   (6) 

After assembly for the mesh of finite elements, 

 [𝐾]{𝜃} + 2[𝐶]{𝜃}̇ = {𝐹}  (7) 

 2[𝐶]{𝜃𝑛+1} = (2[𝐶] − [𝐾]∆𝜂){𝜃𝑛} + {𝐹𝑛}∆𝜂  (8) 

The Eqn. (8) can be used to solve the temperature at n+1th time for the given dimensionless time step 

∆𝜂 by applying initial and boundary conditions. The process can be extended until the previous time 

step temperature and current temperature are equal. After reaching steady state temperature the 

process can be terminated. 

 

Hyperbolic Equation: 

It is a second order derivative with respect to time which is used for solving transient heat 

transfer through thin layer problems in which finite heat propagation takes place. In case of parabolic 

heat conduction by considering Fourier effects, the heat propagation is infinite. The general form of 

Fourier conduction equation is given in Eqn. (1). 

Local energy balance equation can be written as, 

 𝛻𝑞 = −𝜌𝑐
𝜕𝑇

𝜕𝑡
  (9) 

After considering and rearranging Eqn. (1), Eqn. (2) and Eqn. (9), the general form of hyperbolic heat 

wave equation can be written as, 

 𝛼
𝜕2𝑇

𝜕𝑥2 = 𝜏
𝜕2𝑇

𝜕𝑡2 +
𝜕𝑇

𝜕𝑡
  (10) 
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After substituting the non-dimensionalised terms from Eqn. (6) in to Eqn. (10), the governing partial 

differential equation for one dimensional hyperbolic heat conduction equation can be given in the form 

of dimensionless equation as 

 
𝜕2𝜃

𝜕𝜉2 = 2
𝜕𝜃

𝜕𝜂
+

𝜕2𝜃

𝜕𝜂2  (11) 

 [𝐾]{𝜃} + 2[𝐶]{�̇�} + [𝑀]{�̈�} = {𝐹}  (12) 

where, 𝑀 is the mass matrix and the Eqn. (12) is the dimensionless hyperbolic form of finite element 

model which contains a first order time derivative {𝜃}̇ and a second order time derivative {�̈�}. After 

repeating the same procedure the 𝜃𝑛+1 can be solved by using the Newmark’s scheme. 

  

3. RESULTS 

Consider a thin layer of length 𝐿 with thermal conductivity 𝑘, density 𝜌 and specific heat capacity 𝑐𝑝. 

subjected to symmetrical boundary conditions. The left and right boundary are subjected to 

dimensionless temperature of 𝑇𝑤 = 2. The layer is discretized into 𝑛 number of linear elements with 

the following initial and boundary conditions,  

Boundary conditions: 

 𝜃(𝜉, 𝜂) =  2    𝑎𝑡  𝜉 = 0 (16) 

 𝜃(𝜉, 𝜂) =  2   𝑎𝑡  𝜉 = 1  (17) 

Initial conditions: 

 𝜃(𝜉, 𝜂) =  1    𝑎𝑡  𝜂 = 0, 0 < 𝜉 < 1  (18) 

 
𝜕𝜃

𝜕𝜂
(𝜉, 𝜂) =  0   𝑎𝑡  𝜂 > 0, 𝜉 = 0, 𝜉 = 1   (19) 

  
(a)                    (b) 

FIGURE 1. Thermal wave propagation (a) Parabolic mode and (b) Hyperbolic mode 

The propagation of thermal wave using parabolic model is shown in Figure 1 (a). The thin layer is 

initially at dimensionless temperature of 1 except the boundary and two sides of the layers are 

suddenly maintained symmetrically at dimensional temperature of 2 on both side of the layer. The 

thin layer length is taken as dimensionless length of 1. The thermal wave propagate from either sides  

of the layer towards the centre of the layer as shown in Figure 1 (a)  at time 0.01. After propagation 

the heat wave from both sides meet at centre of the layer and forms a smooth temperature profile. The 

smooth thermal wave propagate further upward and reaches steady state at time 1.5. 
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(a)                    (b) 

FIGURE 2. Temperature contours (a) Parabolic mode and (b) Hyperbolic mode 

Figure 1 (b) shows the thermal wave propagation of hyperbolic model which is totally different from 

the propagation happened in parabolic model. The characteristics of thermal wave propagation are 

examined with the help of temperature contours, for parabolic heat transfer model is shown in Figure 

2 (a) and that of hyperbolic heat transfer model is shown in and Figure 2 (b) are entirely different. 

4. CONCLUSIONS 

Finite element models for parabolic and hyperbolic heat transfer are successfully developed to 

investigate the behavior of thermal wave propagation in a thin layer subjected to symmetric boundary 

conditions. The solutions obtained from the finite element model is validated with analytical solutions 

and made good agreement with it. The characteristics of thermal wave propagation in both parabolic 

and hyperbolic models are examined by plotting temperature contours. It is seen that the propagation 

of thermal waves in hyperbolic heat transfer model is contrast with that of parabolic model. The finite 

element model will provide accurate solution similar to analytical solutions, simple and fast solutions 

than the solutions obtained by analytical method. 
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