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PREFACE 
 

It is our pleasure to welcome all participants of the First International Conference on 

Computational Methods for Thermal Problems (THERMACOMP2009) to Napoli. 

Computational and mathematical methods have had a profound impact on the 

understanding and advancement of engineering science and technology over the last few 

decades. Though there are many conferences in the area of computational methods 

serving the community, a focused conference in the area of computational methods for 

thermal problems has been long overdue. The conference aims to convene a diverse 

scientific audience of mathematicians, physicists and computational scientists that have 

a communal interest in modelling thermal problems. It is encouraging to learn that this 

conference represents an interdisciplinary forum of scientists with expertise ranging 

from heat conduction, convection and radiation to CFD and micro and nano heat 

transfer. We hope that the interaction between scientists during the conference leads to 

new topics of research and new collaborations.  

 

THERMACOMP2009 consists of three plenary lectures, six keynote lectures, four 

organized mini-symposia and nine standard sessions. We are grateful to all invited 

speakers for accepting our invitation.  

 

We thank THERMACOMP2009 sponsors, supporters, mini-symposium organizers, 

executive, advisory and local committee members for their support. 
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ABSTRACT 

Experimental results play a crucial role in the validation of mathematical and numerical models for 

a variety of basic and applied thermal transport problems. They are also used to establish the 

accuracy and predictability of numerical simulation, particularly for complex transport processes 

that arise in practical thermal systems. Material properties that are crucial to any accurate 

simulation are also obtained experimentally. In addition, there are many important processes where 

the boundary conditions are not well defined, or limited information is available on the imposed 

conditions. This makes an accurate numerical simulation of the problem difficult and, in several 

cases, virtually impossible. However, experimental work can be used, along with the numerical 

solution of an inverse problem, in some cases to provide the appropriate boundary conditions to 

allow the simulation of the system to be carried out and to obtain realistic and accurate results. 

Finally, there are many problems in which numerical simulation is particularly suitable over given 

parametric ranges, while experimentation is more appropriate over other regions, as defined by the 

governing parameters and operating conditions. In such cases, a concurrent numerical and 

experimental approach may be used to solve the problem more accurately and efficiently. The role 

and importance of experimental data in the accurate numerical simulation of a variety of 

fundamental and practical problems is discussed in this paper. The basic considerations that arise in 

these approaches are outlined and a few circumstances, where a coupling of the experimentation 

with the simulation is appropriate, are discussed. It is shown that experimental data are valuable in 

solving complex practical problems that involve thermal transport processes and are often critical 

for obtaining accurate, valid, physically realistic and dependable numerical results.   

Key Words: Simulation, Experimentation, Validation, Accuracy, Thermal Processes 

1. INTRODUCTION 

Numerical simulation of fundamental and practical problems, that involve convective heat transfer, is 

widely used to understand the underlying phenomena and to design, control and optimize thermal 

systems. Simulation involves mathematical modeling, which gives rise to the governing equations and 

the relevant boundary conditions, numerical modeling, which results in the discretized form of these 

equations, and the implementation of the model on a computer to obtain numerical results at a finite 

number of locations. Numerical modeling and simulation are extensively used because of the limited 

applicability of analytical methods, particularly for practical applications, which are generally quite 

complicated, and the expense and time involved in experimental methods [Jaluria, 2008]. However, the 

model is usually validated by the use of analytical and experimental results, if available. Experimental 
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results are also valuable for physical insight and basic understanding. However, besides validation and 

physical insight, experiments are needed in a wide range of problems to initiate and proceed with the 

numerical simulation, to obtain greater convenience, accuracy or efficiency in the solution, or to 

provide necessary inputs for accurate results. This paper focuses on circumstances where the 

simulation is strongly dependent or driven by the experimental data. 

 

Of particular interest in this review paper are the following aspects:  

 

• Material Characteristics and Properties 

• Validation 

• Experimentally Obtained Boundary Conditions  

• Solution of Inverse Problems with Experimental Inputs 

• Concurrent Simulation and Experimentation  

 
All these aspects are important for accurate, efficient, and convenient numerical simulation of practical 

convection heat transfer problems. The basic considerations involved in each are presented in this 

paper, along with examples from areas such as materials processing and cooling of electronic 

equipment to illustrate the approaches. Experimentation is needed to provide the material properties 

needed for the simulation, as well as data for validation of the mathematical and numerical models. In 

many problems, experimental results are needed to quantify the boundary conditions. In some cases, 

experiments can be obtained only over a limited region or domain and an inverse problem has to be 

solved to obtain the relevant conditions. Finally, there are circumstances where experimentation is 

more convenient, accurate and efficient than numerical simulation, whereas the latter may be more 

appropriate in other circumstances. Then, a combination of experimentation and numerical simulation 

can be used concurrently to solve the problem most efficiently and accurately. All these aspects are 

considered in detail in this paper. 

 

  

 

 

 

 

 

 

a b 

c 
d 

FIGURE 1. Examples of practical convective heat transfer problems: (a) Heat rejection from a 

power plant; (b) Cooling of an electronic system; (c) Chemical Vapor Deposition (CVD) reactor; 

(d) Fire in an enclosed region 
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Figure 1 shows some common convective heat transfer problems in which numerical simulation has 

been used to provide the inputs for design and for understanding the basic processes involved. The 

systems shown include heat rejection from the condensers of a power plant to a water body such as a 

lake, an electronic system consisting of three isolated heat sources, representing electronic devices,  in 

an enclosure with forced flow driven by a fan, a horizontal chemical vapor deposition (CVD) reactor in 

which chemical reactions result in the deposition of a thin film on the hot susceptor, and a room with a 

fire showing the stratified hot upper layer generated in the room due to the fire plume and flow 

exchange through an opening. Because of complexities such as turbulent flow, combined heat and 

mass transfer, chemical reactions, complicated geometry, variable material properties, buoyancy 

effects, and combined transport mechanisms, numerical simulation is needed to model the flow and the 

heat transfer in such thermal processes and systems. 

 

2. MATHEMATICAL AND NUMERICAL MODELING 
 

Mathematical modeling is one of the most critical elements in the characterization, control, design 

and optimization of thermal systems. Practical processes and systems are generally very 

complicated and must be simplified through idealizations and approximations to make the problem 

solvable. Once the mathematical model is obtained, resulting in the governing equations and 

boundary conditions, numerical modeling and simulation are used to obtain results that can be used 

to characterize the process and provide inputs for design and optimization.  

As an example, consider the schematic diagram in Figure 2, which shows the system for the 

polymer coating of an optical fiber after it is drawn in a furnace. The fiber is coated with a 

jacketing material for protection against abrasion, to reduce stress induced microbending losses, 

and for increased strength. Generally, curable acrylates, are used and the wet coating is cured by 

ultra-violet radiation as it passes through the curing station after the coating applicator. The basic  

   

            a                                                                           b 

 

coating process involves drawing the fiber through a reservoir of coating fluid from where it is 

passed through a die that may be used to control the thickness and the concentricity of the coating 

layer. Viscous shear due to the moving fiber results in a circulatory fluid motion within the fluid. A 

FIGURE 2. (a) Optical fiber coating system; (b) Grid for numerical simulation 

Reservoir 

Die 
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balance between surface tension, viscous, gravitational, and pressure forces results in an upstream 

meniscus at the cup entrance. Similarly, an exit mensistus arises at the bottom of the applicator. 

This process is considered in some detail later. 

 

If the boundary conditions are well defined, as shown in Fig. 2(a), the flow and heat transfer in the 

coating applicator and the die can be investigated numerically. The governing equations are: 
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Momentum Equation in z-Direction: 
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Energy Equation: 
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A wide variety of numerical methods, such as the SIMPLER algorithm developed by Patankar (1980), 

are available for the solution of these equations. Figure 2(b) shows the discretization of the 

computational domain. Three distinct regions are indicated. The first one is close to the fiber, which is 

around 125 µm in diameter, the second is a larger far-field region approximating the reservoir, where 

an external pressure and inflow may be imposed, and the third one approximates the exit die. A free 

surface is assumed at the top and no-slip conditions are employed elsewhere. Clearly, the problem may 

be solved to obtain the temperature and flow fields, from which the coating layer thickness, stability 

and uniformity may be studied. 
 
Similarly, in the case of a single-screw extruder, as shown in Fig. 3, the problem is complicated by the 

rotating screw and the complex geometry of the channel. Then, the coordinate system may be fixed to 

the rotating screw and the channel approximated as a wide channel, so that a two-dimensional flow 

may be assumed. The channels are straightened out mathematically, ignoring the effects of curvature. 

Then the complicated flow in the extruder is replaced by a pressure and shear driven channel flow, 

with shear arising due to the barrel moving at the pitch angle over a stationary screw. This is similar to 

the shear and pressure driven channel flow available in the literature. Therefore, this approximation 

substantially simplifies the mathematical/numerical model and has been used extensively to obtain the 
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velocity, temperature and pressure distributions in the extruder, from which the torque needed, 

pressure at the die inlet, and other engineering quantities of interest in the process can be determined 

[Karwe and Jaluria, 1990; Jaluria, 1996]. 

 

     

 

 

 

 

3. MATERIAL CHARACTERISTICS AND PROPERTIES 
 

Material properties are crucial to the accuracy of any numerical simulation. However, accurate 

property data are often not available and one has to base the simulation on the information 

available. Frequently, these data are available at conditions that may be different from those for the 

actual process, and thus severely limit the usefulness of the simulation. For instance, the 

manufacture of optical fibers employs the heating of a specially fabricated silica glass preform in a 

cylindrical furnace above its softening point Tmelt of around 1900K and pulling it into a fiber 

through a neck-down region [Paek, 1999]. The neck-down profile depends strongly upon the 

drawing conditions, as well as on the physical properties of silica glass, which are strong functions 

of the temperature T. They also vary with the composition, the main effect being on the radiation 

properties. The variation in the viscosity is the most critical one for the flow, since it varies quite 

dramatically with temperature. An equation based on the curve fit of available data for kinematic 

viscosity ν is written for silica, in S.I. units, as 

ν = 4545.45 exp [ 32 (Errore.- 1) ]                                                (5) 

indicating the strong, exponential, variation of� ν with temperature. The radiative source term 
'''

q  

in the energy equation is non-zero for the glass preform/fiber because glass emits and absorbs 

energy. The variation of the absorption coefficient with wavelength λ has been measured for 

certain compositions and glasses, as shown in Fig. 4(a). However, such data are often at room 

temperature, whereas the process itself is at much higher temperatures. Also, data may not be 

available for the particular glass or composition that is being simulated. Still, such data are 

extremely valuable and are used in the simulation, often approximating the continuous variation as 

bands with constant absorption over each band. A two- or three-band absorption coefficient 

distribution can be effectively used, as shown in Fig. 4(b). Then, methods such as the zonal model 

and the discrete ordinates method can be successfully used to model the radiative transport [Yin 

and Jaluria, 1997]. Other more accurate methods have also been used, though the major constraint 

has been the availability of accurate radiative property data.  

           

 

FIGURE 3. Single-screw polymer extruder; (a) Schematic of the system; (b) 

Mathematical modeling; (c) Resulting channel flow and coordinate system 
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Similarly, the transport processes in polymer processing or coating involve large material property 

changes. Since the properties may vary with temperature and species concentration, the flow is 

coupled with the heat and mass transfer problem. However, most materials are also non-Newtonian 

and the viscosity varies with the shear rate and thus with the flow, making the problem even more 

complicated. The fluid viscosity is often taken as 

µ = µo ( 
.
,γ    / 

.
,γ  o ) n - 1  exp ( b /T )

                                                        (6) 

where 
.
,γ  is the total strain rate, b the temperature coefficient of viscosity, subscript o indicates 

reference conditions and n is the power-law index of the fluid. The extruded material is thus treated 

as a Generalized Newtonian fluid [Tadmor and Gogos, 1979]. For food materials, the rheological 

model becomes even more involved because of the dependence on the moisture concentration C. 

The changes in the chemical structure can also be included as a factor in these equations if 

experimental data are available. Other constitutive relations for viscosity can easily be employed 

instead, depending on the material.  

 

4. VALIDATION 
 

An extremely important consideration in the modeling and simulation of thermal processes and 

systems is that of validation because of the simplifications used to treat various complexities. It is 

necessary to ensure that the numerical code performs satisfactorily and that the model is an accurate 

representation of the physical problem. Unless the models are satisfactorily validated and the accuracy 

of the numerical predictions established, the simulation cannot form the basis for design and 

optimization. A consideration of the physical behavior of the results obtained is used to ensure that the 

results and trends are physically reasonable. Comparisons with available analytical and numerical 

results, particularly benchmark solutions, can then be used for validation of the mathematical and 

numerical models, see, for instance, Roache (1998) and de Vahl Davis and Leonardi (2001). 

Comparisons with experimental results are obviously desirable. Experimental data may be available in 

some cases and, in others, data may be available on similar, though simpler, systems. These may be 

used for comparisons with numerical results. However, experimental data are often not available and it 

may become necessary to develop an experimental arrangement for providing inputs for validation. 

Though this is not a trivial exercise, it could be crucial to establish the validity of the models used, 

particularly for complex systems on which no other reliable information is available. 
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Figure 5 shows the comparisons between numerical results and experimental data on a natural lake, 

such as the one used for heat rejection in Fig. 1(a). A one-dimensional model is used, with 

approximations on mixing due to buoyancy [Moore and Jaluria, 1972]. The comparisons are shown for 

the yearly temperature cycle of the lake, indicating stable stratification in the summer and fully mixed 

conditions in the winter. Comparisons are also shown for the predicted and measured temperature 

profiles in the lake. It is interesting to note that, despite substantial complexities in the transport 

phenomena in the natural lake and the simplicity of the model, the numerical and experimental results 

show fairly good agreement. This is quite typical for a variety of practical processes, where the overall 

features are not very sensitive to the model. However, the local velocity and temperature fluctuations 

and distributions may be quite sensitive and could be used to select the most accurate model. 

 

   
Similarly, experiments have been carried to validate models for twin-screw extrusion, particularly 

the transport in the intermeshing region between the two rotating screws. Since the basic 

phenomena are not very well understood, an experimental system consisting of rotating cylinders 

was developed and the characteristics of the flow and the basic features of the mixing process in the 

intermeshing, or mixing, region were investigated [Sastrohartono et al., 1990]. Experimentally and  

  
 

 

 

 

 

 

FIGURE 5. Predicted yearly temperature cycle of a natural lake and calculated temperature 

profiles at various times during the year, along with experimental data 

FIGURE 6. Streamlines in the region between two rotating cylinders for CMC solution at 16 rpm. 

(a) Experimental results; (b) Numerical predictions for flow entering the region over one cylinder; 

(c) Comparison of flow division ratio x
f 
obtained from experimental and numerical results 

23



numerically obtained streamlines in the region between two rotating cylinders, approximating a 

twin-screw, are shown, indicating good agreement. Some of the fluid flowing adjacent to the left 

cylinder continues to flow along its surface, while the remaining fluid flows over to the other 

cylinder. A flow division ratio x
f
, defined as the fraction of the mass flow that crosses over from 

one channel to the other, is taken as a measure of mixing and is determined by using the dividing 

streamline that separates the two fluid streams. A comparison between experimental and numerical 

results is shown, indicating good agreement at the typically small Reynolds numbers encountered 

in extruders. A small difference, between numerical and experimental results, arises as Reynolds 

numbers increase beyond 1.0, because of significant inertia effects, which were neglected in the 

mathematical model. For more detailed comparisons, velocity and temperature distributions have 

been obtained using more elaborate experimental systems and compared with the numerical results 

[Jaluria, 2003].  

 

 
Figure 7 shows the numerical and experimental results for solidification of water in an enclosed 

region using the enthalpy-porosity model. The coupled conduction, or conjugate transport, in the 

walls of the mold is an important consideration in these problems. The effect of the imposed 

conditions at the outer surface of the mold on the solidification process can be obtained by solving 

this conjugate problem, which yields the temperature distribution in the mold as well as that in the 

solid and the liquid. Banaszek et al. [1999] carried out numerical simulations and appropriately 

designed experiments to demonstrate the importance of conduction in the wall, as shown in Fig. 7. 

Velocity and temperature fields are shown, along with the ice-water interface. The streamlines 

FIGURE 7. Experimental and numerical results for water solidification driven by 

convection and conduction, with conjugate transport in the mold 
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indicate the effect of thermal buoyancy which causes the interface between the solid and the liquid 

to bend, rather than remain parallel to the vertical boundaries. The amount of material solified 

increases with time. The recirculation in the liquid is clearly seen. The numerical results are found 

to agree quite well with experimental results. Such numerical and experimental studies can be used 

to determine the movement of the solidification front with time and thus monitor the generation of 

voids and other defects in the casting. Experimental studies have been relatively few because of the 

complexity of the process [Viskanta, 1988]. Detailed accurate experimental results are needed to 

critically evaluate the various models employed for simulation, as well as to provide information on 

the characteristics of the interface for the development of microscale models.  

 

5. EXPERIMENTALLY OBTAINED BOUNDARY CONDITIONS 

 

In basic and practical problems that involve convective heat transfer, it is important to model the 

boundary conditions correctly and accurately since the accuracy and validity of the simulation are 

strongly affected by the transport mechanisms at the boundaries. However, the shape and location of 

the boundary itself are not known in some cases, such as the neck-down profile in optical fiber 

drawing, mentioned earlier. This is an unknown free-surface resulting from the various forces acting 

on the fiber, as is also the case for other free-surface flows, such as those with a meniscus. Even if the 

boundary is well known, the conditions at the surface may involve a coupled, much more complex 

problem. In such cases, the boundary conditions are obtained from a separate experiment in order to 

simplify the problem, or to provide inputs that are not readily available from analysis.  

 

An example of a situation where experimentally obtained boundary conditions are frequently used to 

solve the problem is shown in Fig. 8. The conduction problem within the rectangular two-dimensional 

region can easily be solved by numerical simulation if the boundary conditions are given as convective 

with specified ambient temperature Tf  and heat transfer coefficient h, as shown in Fig. 8(a). Here, h is 

obtained from available empirical correlations based on separate experiments on similar geometries. 

Such correlations are widely available and used for a fairly diverse set of problems of interest to the 

industry. If the heat transfer coefficient h is not given, the problem involves combined domains and a 

conjugate problem, as shown in Fig. 8(b), which is substantially more complicated (Jaluria and 

Torrance, 2003]. The temperature gradient at the surface in Fig. 8(b) can be used to yield the heat 

transfer coefficient h, if needed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The nature and stability of the upper meniscus in the fiber coating process, shown in Fig. 2, have 

been studied in detail because the moving fiber can entrap air bubbles, resulting in a deterioration 

of the coating. This process is strongly affected by the stability and consequent breakdown of the 

meniscus. The problem is very complicated because it involves a dynamic contact angle, with the 

FIGURE 8. (a) Conduction problem with specified convective heat transfer coefficient h at the 

boundaries; (b) Conjugate conduction-convection problem 

a b 
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fiber moving at speeds as high as 20 m/s through the air and then plunging into the liquid, with air 

being replaced by the liquid in the boundary layer. It is a difficult problem to model analytically or 

numerically. However, the shape and dimensions of the meniscus are needed to solve for the flow 

and convective heat transfer in the coating applicator. 

 

Thus, this is a circumstance where experimentally obtained boundary conditions are needed for the 

numerical simulation to be carried out. Frequently, the shape of the meniscus is prescribed on the 

basis of experimental data and axisymmetric transport is assumed. The typical height of the 

meniscus varies from around 10 µm to 100 µm. The dynamic meniscus in pressurized and 

unpressurized fiber coating applicators has been studied experimentally by several investigators 

(Blyler and DiMarcello, 1980, Quere, 1999). Figure 9(a) shows the typical experimental results 

obtained by Abraham and Polymeropoulos (1999) and Ravinutala and Polymeropoulos (2002), in 

terms of images of the meniscus formed with the fiber moving into a pressurized applicator. They 

found that the effect of the imposed pressure is to flatten the meniscus and to increase the slope of 

the liquid-air interface near the fiber compared to that for an unpressurized meniscus. They also 

studied unpressurized applicators and obtained the meniscus for a wide range of fiber speeds and 

fluids. 

 

Typical numerical results obtained with a meniscus specified on the basis of these experiments are 

shown in Fig. 9 (b) from Yoo and Jaluria (2007). The computed velocity field in the applicator is 

shown, along with the flow near the meniscus. Even though the flow near the meniscus was found 

to change substantially with a change in the meniscus shape and dimensions, the flow far away was 

found to remain largely unaffected. A nanosecond double pulse laser source was also used to map 

and probe the flow field in the applicator, particularly in the vicinity of the moving 125 µm fiber, 

using particle image velocimetry. Good comparisons between the experimental and numerical 

results were ontained, lending strong support to the model.  

 

 
         a                             b 

 

 

 

 

Similarly, for optical fiber drawing in a furnace, several investigators assumed the neck-down 

profile on the basis of experimental data. This substantially simplified the analysis and, if 

experimental data are available for given ranges of the operating conditions, a specified neck-down 

FIGURE 9. (a) Upper meniscus in optical fiber coating at different imposed pressures in 

the applicator; (b) Numerical results with a specified upper meniscus 
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profile can be used to reduce the complexity of the problem and make it amenable to simulation 

with modest resources and effort [ Roy Choudhury and Jaluria, 1998].  

 

As another example of a practical problem where the boundary conditions are not known and 

experimental data are employed to define the conditions, consider the flow in a channel with 

isolated, protruding, heat sources, as shown in Fig. 10(a). The appropriate thermal boundary 

conditions at the walls are not known. Conjugate conditions exist at the boundary between the 

cooling fluid and the walls. Boundary conditions are also needed at the openings through which the 

fluid enters or leaves the system. The geometry can be complicated due to the positioning of the 

sources and the flow configuration. The governing mass, momentum and energy conservation 

equations for a two-dimensional laminar natural convection flow, with constant thermophysical 

properties and with Boussinesq approximations, can be written in the following dimensionless form 

as: 
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where the dimensionless variables are defined as: 
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Figure 10(b) shows a comparison between the computed temperature distributions for the two-

dimensional natural convection flow due to two sources located in the channel. The experimental 

study used the Filtered Rayleigh Scattering (FRS) technique to obtain the temperature profiles 

above the thermal sources, as shown in Fig. 10(a). However, the experimental study employed a 

channel open on all sides and the walls were unheated. The separation between the walls was much 

less than the width and length of the channel. The challenge was to simulate this experiment to 

obtain similar trends in the predictions (Icoz and Jaluria, 2005a) . The numerical results are 

compared with the FRS measurements in Fig. 10(b) for the region above the two sources, 

indicating good agreement. It is found that adiabatic conditions approximate the experiment much 

better than isothermal conditions. However, the actual boundary conditions involve conjugate 

transport. Developed flow conditions were assumed at the openings and this seemed to be a 

satisfactory approximation. Thus, even such a simplified model is able to capture the complexity of 

the experiment, which can, in turn, be used to obtain the appropriate boundary conditions.  

27



 

  
a          b 

 

 

 

 

 

6. SOLUTION OF INVERSE PROBLEMS WITH EXPERIMENTAL INPUTS 

 
There are circumstances where experiment data can be obtained over only a limited region because 

of access, time or other limitations. Strong constraints are thus placed on the experimental data that 

can be obtained through techniques such as laser and infrared diagnostics. Examples of such 

systems are combustors, furnaces, and reactors, where only a limited access to the convective 

domain is available. In such cases, numerical modeling and experimentation may be used together 

to solve an inverse problem in order to define and quantify the boundary conditions and then 

proceed to the numerical simulation of the complete problem. Thus, detailed quantitative in-

formation on the flow, temperature and other quantities, which is needed in order to optimize the 

system as well as to control the process, is obtained through the numerical solution of an inverse 

problem with selective experimental inputs. 

 

An important example of such limited access is the optical fiber drawing furnace, shown in Fig. 11. 

This high-temperature furnace typically has an infrared sensor to monitor the temperature of the 

heating element at only one location and to use its output for control [Issa et al., 1996, Paek, 1999]. 

The boundary conditions, particularly the thermal conditions, are not very well known. The 

temperature distribution at the wall is the result of the heat transfer mechanisms, particularly 

radiation, operating in the furnace and is not a known input to the numerical model. The 

temperature distribution affects the material properties, as well as the transport processes. It is thus 

a critical variable in the calculation of the glass flow, which then yields the characteristics of the 

fiber. The energy input to the heating element is known, along with the geometry and material 

characteristics. But the resulting wall temperature distribution is not easily obtained and is thus 

largely an unknown parameter. In such cases, the limited data that can be obtained by experiment is 

used in conjunction with numerical modeling to solve an inverse problem to determine the wall 

temperature distribution.  

 
Issa et al. (1996) obtained temperature measurements at the centerline of a rod placed at the axis of the 

furnace. An experimental procedure involving mounting rods of different materials and diameters 

axially within the furnace cavity was employed for this purpose. Each rod was instrumented with 

thermocouples inserted through an axial hole along the centerline. The temperature measurements were 

used along with a numerical model for the flow and heat transfer in the furnace in order to obtain the 

furnace wall temperature profile. This is an inverse problem since the centerline temperature in the rod 

is known whereas the furnace thermal conditions are not known. Then, they solved this inverse problem 

numerically to determine the wall temperature distribution that yielded the temperature measurements 

obtained in the graphite rod. An optimization technique was used to ensure 
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that the result of the inverse calculation was essentially unique. The results obtained using graphite rods 

suggest that the furnace temperature is not significantly affected by rod size, over the desired range of 

0.5 – 2.0 cm. A study of the flow and thermal transport associated with the draw furnace require 

accurate knowledge of the furnace wall temperature distribution. Figure 11(b) shows the computed 

temperature distribution along the graphite heating element. The dashed lines represent the water cooled 

portion of the furnace wall. The convergence of the optimization method used for deriving the heating 

element temperature distribution is demonstrated by the agreement between the predicted and measured 

rod temperatures. The computed maximum element temperatures were in good agreement with the 

furnace sensor temperature at the hot zone centerline, lending support to the model for the transport 

processes in the furnace. Similar results were obtained for the other furnace temperatures and for other 

materials, including silica glass. 

 

This approach was used for another practical system, the single-screw polymer extruder, shown in 

Fig. 12. The system consists of a rotating screw and a heated/cooled barrel, as described earlier. 

The temperature at the inner surfact of the barrel is critical in the computation of the flow, heat 

transfer, pressure and material changes in the extruder. However, the system involves a 

complicated, multi-region, conjugate problem, without well-known conditions at the outer surface. 

Access to the barrel wall is limited in practical systems because of the expense and complex 

geometry. Therefore, the approach outlined above may be used effectively. Limited experimental 

temperature data at the barrel wall and at the exit of the extruder may be used along with numerical 

simulation of the flow in the extruder to solve an inverse problem to determine the barrel 

tempeature distribution accurately and uniquely. This temperature distribution is then taken as an 

input to the computational model to calculte the conditions within the extruder, as shown in Fig. 

12(b) in terms of the calculated isotherms. Substantial work has been done on this problem as well 

[Jaluria, 1996] and only a brief description is given here. 

FIGURE 11. (a) Experimental system to measure the centreline temperature of graphite rods placed 

at the axis of the fiber draw furnace; (b) Measured and calculated centreline temperatures in the 

graphite rods, along with the predicted furnace wall temperature distribution 

a b 
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The preceding consideration can be further employed to develop Dynamic Data Driven 

Applications Systems (DDDAS), which is an innovative approach to engineering research based 

upon the synergistic interaction between experiment and simulation. There are two different 

implementations of DDDAS: Open Loop and Closed Loop.  In Open Loop, experimental data is 

streamed into the simulation (or vice-versa) to achieve greater accuracy, detail and/or robustness. 

An example is real time streaming of meteorological measurements into weather simulations. In 

Closed Loop, experiment and simulation interact in an iterative manner, i.e., the experiment guides 

the simulation and the simulation in turn guides the experiment (Darema, 2004; Mandel et al., 

2004). The DDDAS approach has been widely applied in engineering and science. Knight et al. 

(2002) and Zhao et al. (2007) applied the DDDAS concept to engineering design with the 

development of the Data Driven Design Optimization Methodology (DDDOM). This approach 

synergizes experiment and simulation in a manner, which exploits the advantages, and recognizes 

the limitations, of each approach, as discussed in the next section.  This effort focuses on the 

assessment of fluid-thermal systems that are characterized by two major limitations, namely, (1) the 

experimental measurements are limited to diagnostics in restricted regions of the flow, as seen 

above, and (2) there is incomplete a priori specification of the boundary conditions for the flow 

simulation, as also discussed earlier. The approach is founded on the Closed Loop DDDAS concept 

wherein the experiment directs the simulation and vice-versa. The method approximates the 

unknown boundary conditions for the simulations by minimizing the error in the prediction of the 

measured data and identifies needed subsequent experimental measurements to reduce the error. 

The result is a complete assessment of the fluid-thermal system. Neither the experiments alone, nor 

any simulation based on the a priori boundary conditions, can provide a complete assessment of the 

fluid-thermal system.  However, the synergism of experiment and simulation based upon the 

DDDAS concept yields a complete assessment of the fluid-thermal system (Knight et al., 2006, Ma 

et al., 2006).   

 

To further discuss this methodology, let us consider a jet in cross-flow, as shown in Fig. 13(a). This 

flow is important in the evaluation of environmental effects of thermal and material discharges into 

the environment. If limited data taken downstream can be used to determine the location and 

conditions at the inlet, it would allow the determination of polluting source as well as the impact on 

the environment. In many cases, information on the source is not known, though information 

downstream can be obtained. This circumstance can be simplified in terms of a rectangular jet 

injected perpendicular to an incompressible air flow, as shown in Fig. 13(b). The inflow is an 

equilibrium laminar boundary layer in air defined by the specified free stream conditions, velocity 

U∞ and temperature T∞. The jet is defined by the jet average velocity Uj and temperature Tj. The 

computational domain is shown. For the simulations, the free stream conditions are assumed to be 

known. By analogy to the optical fiber drawing furnace, the jet average velocity Uj and temperature 

Tj are assumed unknown. The objective is then the determination of the jet average velocity Uj and 

temperature Tj based upon a Closed Loop DDDAS methodology.  

FIGURE 12. (a) Single-screw extruder system, showing conjugate transport in the barrel; (b) 

Calculated temperature field in the extruder channel 
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The experiments were performed in a low speed wind tunnel, with a test section of 0.7 m x 0.7 m in 

cross-section and a length of 2 m. The maximum velocity in the test section is 30 m/sec and is 

measured using a traversing pitot tube and wall pressure taps. The wind tunnel velocity is 

controlled using LabView. A two-dimensional slot jet protrudes from a flat plate with the jet 

centerline at a distance of 188 mm from the leading edge of the plate. The flat plate has a sharp 

leading edge and is raised 50 mm above the wind tunnel floor to avoid the tunnel floor boundary 

layer. The jet slot width is 3.2 mm and the spanwise depth is 545 mm. The jet fences protrude 8.8 

mm above the flat plate and each fence is 6.4 mm wide in the x-direction. A diode laser system is 

used to measure the time-varying absorbance across the flow field in the spanwise direction at 

selected locations.  A 761nm Vertical Cavity Surface Emitting Laser (VCSEL) is placed in a 

temperature controlled housing (ILX Lightwave 4412).  The output wavelength is modulated by the 

injection current (ILX Lightwave Diode Laser Controller, LDC-3714B). Since the flow field is 

unsteady (as shown by the CFD simulations) at a fundamental frequency of approximately 20 Hz 

with higher order harmonics, the diode laser system was scanned at 400Hz.  The experimental 

temperature was measured using both the laser absorbance method and by a thermocouple. Additional 

details are presented by Ma et al. (2006). 

 

A validation study was performed to assess the accuracy of the simulations by comparison with 

experiment. The difference between the computed and measured mean temperature was found to 

vary from 0.2% to 10.5%. The variation between the laser and thermocouple measurements ranges 

from 2.4% to 10.8%. It is noted, however, that the thermocouple measures the temperature at a 

single point, whereas the laser absorbance is an integrated instantaneous measurement of the 

temperature over the span of the wind tunnel. Small instantaneous variations of the flow field in the 

spanwise direction will therefore cause a difference between the laser absorbance and thermocouple 

measurements. Moreover, the simulations are time-accurate two-dimensional, and therefore do not 

take into account possible small three-dimensional effects.  We may conservatively conclude that 

the simulation is capable of prediction of the experimental mean temperature within 10 K.   

 

The Closed Loop DDDAS methodology was applied to determine the unknown jet velocity Uj and 

jet temperature difference ∆Tj = Tj -T∞, as shown in Fig. 14. First, six locations were selected and 

the predictions from the simulations were used to build the Response Surface Model. Next, the 

experiment was performed with the jet velocity Uj and temperature Tj selected by the 

experimentalists but not communicated to the person performing the Closed Loop DDDAS 

Method. The experimental mean temperature at the six selected locations was provided to the 

Response Surface Model. The predictions of  Uj and ∆Tj based upon the Response Surface Model 

were found to be 7 ± 1 m/s and 117 ± 3 K. The uncertainty of  ± 1 m/s in the predicted value of Uj  

is attributable to the uncertainty in the experimental U∞ (i.e., U∞ = 4.0 ± 0.5 m/s). The uncertainty 

in the predicted value of ∆Tj is the standard deviation of the best fit to the Response Surface Model 

over the range of possible number of locations used to minimize the mean square error E. In Step 

No. 2, the Response Surface Models were used to select four additional locations. The second 

a        b 

FIGURE 13. (a) Buoyant jet due to thermal or material discharge in a crossflow; (b) 

Arrangement to predict discharge conditions from downstream measurements 
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experiment was performed and the mean temperature at the four additional locations was provided 

to the Response Surface Model. The predictions of  Uj and ∆Tj based upon the Response Surface 

Model were 7 ± 1 m/s and 129 ± 9 K. Thereafter, the experimental values of Uj and ∆Tj were 

announced. The experimental values were Uj = 7.97 m/s and ∆Tj = 107 ± 5 deg K. Thus, the Closed 

Loop DDDAS methodology predicted the jet velocity Uj within the experimental uncertainty 

associated with U∞ but over predicted ∆Tj by 9% in the first step and by 21% in the second step. 

The over prediction of 9% in the first step is comparable to the validated accuracy of the two-

dimensional simulations compared to the experiment.  

 

Thus, the Dynamic Data Driven Application Systems (DDDAS) method can be employed for 

assessing fluid-thermal systems wherein the complete boundary conditions are not known a priori. 

A simple example of the temperature and velocity for a jet in cross flow is given here, but the 

approach can be extended to more complicated problems. Current effort is being directed at such 

problems, for example, the determination of the location and energy input of a fire in an extensive 

or enclosed region. Bu measuring temperatures at the door or at a wall, the methodology can be 

used to predict the location and conditions of the source, thus impacting on fire safety,  prediction 

and control. 

 

7.  CONCURRENT SIMULATION AND EXPERIMENTATION 

In the solution of practical convection problems, it is often found that numerical simulation is 

particularly suitable over a certain domain, whereas experimentation is more appropriate and 

accurate over other domains. Then, the two could be used concurrently to obtain a more efficient 

approach to solving the problem. This is particularly valuable in system design and optimization. 

 

Conventional engineering design and optimization are based on sequential use of computer 

simulation and experiment, with the experiments generally being used for validation or for 

providing selective inputs, as discussed earlier. However, the conventional methods fail to use the 

advantages of using experiment and simulation concurrently in real time. Numerical simulation can 

easily accommodate changes in geometry, dimensions and material, whereas experiments can more 

conveniently study variations in the operating conditions such as flow rate, imposed pressure and 

heat input. Also, laminar and stable flows can be simulated conveniently and accurately, whereas 

transitional and turbulent flows are often more accurately investigated experimentally. By using 

concurrent numerical simulation and experimentation, the entire domain of interest can be studied 

for system design and optimization efficiently and accurately. This is the main motivation for this 

approach. 

 

FIGURE 14.  Results from applying the Dynamic Data Driven Applications Systems 

methodology to the flow circumstance of Fig. 13 (b) 
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Consider the simple physical system shown in Figure 15, consisting of multiple isolated heat 

sources, which approximate electronic components, located in a horizontal channel in a two-

dimensional configuration (Incropera, 1988, Sathe and Sammakia, 1998). A square vortex promoter 

of side hp is also shown in the figure to induce oscillatory flow and thus enhance heat transfer. The 

height and width of the sources are h and w, respectively. The heat sources are separated by 

distance d.  The thickness of the bottom plate is B. The problem involves removing the energy 

dissipated by these components by the flow of air or a liquid. The flow conditions are defined by 

Re and Gr, both being based on the channel height. The fluid is represented by its properties, 

particularly the Prandtl number Pr. Variables include the inlet fluid velocity, heat input to the 

components, channel dimensions, coolant, location and orientation of the heat sources. Typical 

design objectives are maximizing the heat removal rate from the components and minimizing the 

pressure drop. The temperature and pressure drop have to be kept below some allowable limits, 

Two, ∆Po. Numerical and experimental methods are to be used concurrently to study a wide range of 

design variables and operating conditions.  The overall inputs required for the design and 

optimization of  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the system are obtained using numerical simulation for low flow rates and heat inputs and 

experimental systems for larger values.  The switch from simulation to experiment is determined 

based on the critical values of Re and Gr values for transition to turbulence (Icoz and Jaluria, 

2005b). Two experimental setups have been used in this study, one for air and the other for liquid 

cooling. The experiments for air are performed for Re = 1000 – 5200. A similar arrangement is 

used for water. The liquid cooling experiments are performed to study the free and mixed 

convective heat transfer characteristics of two flush mounted discrete heat sources. The Reynolds 

number based on the channel height is varied in the range from 2800 to 5800.   

 

Numerical simulation can be used very satisfactorily for low Re and Gr. The governing non-

dimensional differential equations for laminar mixed convection flow, with constant 

thermophysical properties can be written in the following form: 
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FIGURE 15.  Two heating elements, simulating electronic components, in a channel with a 

uniform forced flow at the inlet and a vortex promoter 
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Conduction equation within the bottom plate (substrate): 
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where the dimensionless variables are defined as: 
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The boundary conditions implemented here involve fully developed axial and zero vertical velocity 

at the inlet at ambient temperature, fully developed flow conditions at the exit, no-slip conditions 

and adiabatic surface assumption at top and bottom walls. 

 

To validate the code the computed results are compared to the results obtained by Kim et al. (1992, 

1998) for forced convection in a channel problem with Re = 750.  The local Nusselt number along 

the first heat source surface was plotted and two results showed very good agreement, validating 

the present results (Icoz et al., 2006). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The temperature and velocity distributions, the heat removal rates and pressure drop are then 

calculated for laminar flows, as well as the beginning of oscillatory flow. Experiments are used for 

translational and turbulent flows. The first part of the simulation results deals with the 

determination of the critical flow conditions up to which numerical simulation can be used 

satisfactorily. The Gr value, which is set at 7.2×10
5
, is constant for all computations because the 

heat sources are treated as isothermal elements, at a temperature of 60°C above ambient, and the 

channel height, which is kept constant throughout the study, is chosen as the characteristic length 

for nondimensional parameters, such as Re and Gr.  The critical Re value is determined by 

observing the transient change in Nu values as a function of time for different Re values. The 

 

Re=600 
 

FIGURE 16.  Flow and thermal fields due to a vortex promoter and isolated thermal sources in a 

channel with forced flow 
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transient results reveal that the onset of unsteady flow starts at around Re = 1500. Similarly, other 

geometries and conditions were investigated. 

 

The basic approach outlined here was used for liquid cooling and also for enhanced heat transfer 

with the use of a vortex promoter in the channel (Icoz and Jaluria, 2006). Typical results are shown 

in Fig. 16. The increase in the heat transfer due to the presence of a passive vortex promoter in the 

channel flow was determined and concurrent simulation and experimentation was used to obtain 

the heat transfer and pressure results, as shown in Fig. 17. This figure shows the heat transfer rates 

Q1 and Q2 for the two sources (Q1 being for the source closer to the inlet) obtained from numerical 

simulation at low Re and from experiment at large Re. There is fairly good agreement between the 

two in the overlapping region, though there is uncertainty in the experimental data, as indicated 

here. These results were used to generate the response curves, from which optimal conditions were 

obtained. The shape of the promoter was also taken as a parameter, along with the channel height 

and source geometry. The operating conditions were also varied. Other optimization strategies were 

also used, but the input data needed for all these were obtained by concurrent simulation and 

experimentation. For additional results and further details, see Knight et al. (2002), Icoz and Jaluria 

(2006) and Zhao et al. (2007). 

 

 

 
 

 

 

 

Similar results were obtained for the sources in the channel without the promoter, as shown in Fig. 

18, which included results on Q1 and on ∆p. There is greater uncertainty in the experimental data 

for the pressure, as compared to that for the heat transfer rate. But there is reasonable agreement 

between the experimental and numerical results. Also, the two approaches are used concurrently to 

cover the entire domain. Similarly, parameters like geometry, dimensions and materials were varied 

in the search for the optimal design. Again, response surfaces were obtained and optimal conditions 

were determined. Figure 19 shows the variation of a composite objective function, which includes 

both the source temperature and the pressure drop, so that the minimum in the objective function is 

sought for the optimum.  

 

This is really a multi-objective function problem and has to be handled by considering the two 

objective functions separately. But this simple approach of combining the objectives into a single 

function similifies the problem. The weighted sums method, [Deb 2002], may also be employed in 

the form of: 

∑= ),,( 321 xxxFWF ii                                                   (20) 
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FIGURE 17.  Computed and measured (shown with uncertainty) heat transfer rates as functions 

of Re from (a) first heat source, and (b) second heat source, for flow in a channel with a vortex 

promoter 

35



    

 

 

 

 

 

 

 

 
 

 

 

 

 

 

where Wi (∈[0,1]) is the weight of the i-th objective function, and ∑ =1iW . The global optimal 

points and the value of the objective function for various weights were obtained. It was found that 

as the weight of the pressure drop is decreased to W1 /2 the optimal point is at the maximum values 

of the design variables. This is because the maximum heat transfer rates are obtained at the same 

point, and making ∆P less important by setting its weight a smaller value shifts the optimal point to 

the maximum values of the design variables. However, as the importance of ∆P increases, the 

optimal values of the design variables get smaller. When W3 is set 2×W1 and 3×W1 the optimal 

value of Re drops to 2855 and 1450, respectively. The optimal heat source height is found to be 

either h/H=0.35 or 0.15 depending on the relative importance of the individual objective functions. 

If maximizing the heat transfer rates is the primary design objective, the optimal h/H is found to be 

0.35. If minimizing the pressure drop is more important than the heat transfer rate, h/H is found to 

be 0.15. The optimal values of Re and d for a given of h/H, when the performance of individual 
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FIGURE 19. Optimization of the system with two isolated heat sources in a channel 

with forced flow, using a composite objective function 
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heat sources is of interest, were also obtained. The results reveal that the optimal Re value does not 

change significantly with h/H.  For the objective function of maximizing PQ ∆−1 , Re falls in the 

range of 3000 to 3400, and for the objective function of PQ ∆−2 , it varies between 1900 and 2200. 

Similar results arise for liquid cooling. A comparison of cooling capabilities of natural convection 

of air and de-ionized water was performed. Results show that the heat transfer coefficient for water 

is around 19 times greater than that for air.  The maximum heat transfer coefficient attained when d 

= 3.5w is found to be 18W/m
2
.K for air and 350W/m

2
.K for water.  

 

Therefore, it is shown that numerical simulation and experimentation can be used concurrently to 

yield an efficient approach to cover the entire operational domain and thus provide inputs needed 

for understanding the operation of the system, as well as for design and optimization. Though only 

a few simple circumstances are discussed here, the approach was used for more complicated 

circumstances such as the design of extruder systems, particularly dies, supersonic aircraft inlet and 

the system for polymer injection treatment of osteoporosis in human orthopedic systems.  

 

8. CONCLUSIONS 

Experimentation is needed in a wide range of basic and applied convective heat transfer problems in 

order to provide the inputs needed for accurately defining the boundary conditions, simplifying the 

modelling and obtaining results over regions where simulation is inaccurate, inconvenient or 

inefficient. In addition, experimental data are needed for material properties and for the validation of 

the models used. The accuracy of the numerical results depends strongly on the material properties. 

This paper presents various circumstances where the numerical simulation may be efficiently 

combined with experimentation, and indeed driven by experimental data, to obtain accurate, valid and 

realistic numerical predictions. Several examples of such problems are given and the difficulties with 

specifying the boundary conditions as well as with simulating the entire domain for design and 

optimization are outlined. Approaches for using experimental data driven simulation in such cases are 

discussed and results are presented for some simple and complex problems. It is shown that such 

approaches are critical to an accurate numerical simulation in many cases of practical interest. The 

basic methodology is presented and the present status as well as the needed future work is discussed. 

The review paper thus focuses on the role played by experimentation in an accurate numerical 

simulation of thermal processes and systems. 
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ABSTRACT

In this work we propose a variational multiscale finite element approximation for the incompressible
Navier-Stokes equations using the Boussinesq approximation to model thermal coupling. The main
feature of the formulation in contrast to other stabilized methods is that we consider the subscales
as transient and orthogonal to the finite element space. These subscales are solution of a differential
equation in time that needs to be integrated. Likewise, we keep the effect of the subscales both in the
nonlinear convective terms of the momentum and temperature equations and, if required, in the thermal
coupling term of the momentum equation. Apart from presenting the main properties of the formulation,
we also discuss some computational aspects such as the linearization strategy or the way to integrate
in time the equation for the subscales. This strategy allows us to approach the problem of dealing with
thermal turbulence from a strictly numerical point of view and discuss important issues, such as the
relationship between the turbulent mechanical dissipation and the turbulent thermal dissipation, that is
to say, what could be called the turbulent Prandtl number.

Key Words: Thermally coupled flows, variational scale splitting, dynamic subscales

1. PROBLEM STATEMENT

Let Ω ⊂ R
d, with d = 2, 3, be the computational domain in which the flow takes place during the

time interval [0, T ], and let Γ be its boundary. The initial and boundary value problem to be considered
consists in finding a velocity field u, a pressure p and a temperature ϑ such that

∂tu+ u · ∇u− ν∆u+∇p+ αgϑ = f + αgϑ0 in Ω, t ∈ (0, T ),

∇ · u = 0 in Ω, t ∈ (0, T ),

∂tϑ+ u · ∇ϑ− κ∆ϑ = Q in Ω, t ∈ (0, T ),

together with appropriate initial and boundary conditions. In these equations, ν is the kinematic vis-
cosity, κ the thermal diffusivity, α the thermal expansion coefficient, f the external body forces, ϑ0 the
reference temperature, g the gravity acceleration vector, Q the heat source and u0 and ϑ0 the initial
conditions for velocity and temperature, respectively.

2. SCALE SPLITTING

Let us consider a finite element partition {Ωe}, e = 1, ..., ne, of the computational domain Ω, from
which we can construct finite element spaces for the velocity, pressure and temperature in the usual
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manner. We will assume that they are all built from continuous piecewise polynomials of the same
degree k.

The basic idea of the multiscale approach we will follow [1] is to split the continuous unknowns as

u = uh + ũ, (1)
p = ph + p̃, (2)

ϑ = ϑh + ϑ̃, (3)

where the components with subscript h belong to the corresponding finite element spaces. The compo-
nents with a tilde belong to any space such that its direct sum with the finite element space yields the
functional space where the unknown is sought. For the moment, we leave it undefined. These addi-
tional components are what we will call subscales. Each particular variational multiscale method will
depend on the way the subscales are approximated. However, our main focus in this work is not how
to choose the space of subscales (in our case for velocity, pressure and temperature), but to explain the
consequences of considering these subscales time dependent, and therefore requiring to be integrated
in time. Likewise, we will keep the previous decomposition (1)-(3) in all the terms of the variational
equations of the problem. The only approximation we will make for the moment is to assume that the
subscales vanish on the interelement boundaries, ∂Ωe. This happens for example if one assumes that
their Fourier modes correspond to high wave numbers, as it is explained in [2].

From the previous splitting two sets of equations can be obtained. The first is the projection the original
equations onto the finite element spaces of velocity, pressure and temperature. On the other hand, the
equations for the subscales are obtained by projecting onto their corresponding spaces, that is, by taking
the test function ṽ in the space of subscales instead of in the finite element space. If P ′ denotes the
projection onto any of the subscale spaces (for velocity, pressure or temperature), these equations are

P ′[∂tũ+ (uh + ũ) · ∇ũ− ν∆ũ+∇p̃+ αgϑ̃] = P ′(Ru) (4)

P ′(∇ · ũ) = P ′(Rp) (5)

P ′[∂tϑ̃+ (uh + ũ) · ∇ϑ̃− κ∆ϑ̃] = P ′(Rϑ), (6)

where

Ru = f + αgϑ0 − [∂tuh + (uh + ũ) · ∇uh − ν∆huh +∇ph + αgϑh]

Rp = −∇ · uh

Rϑ = Q− [∂tϑh + (uh + ũ) · ∇ϑh − κ∆hϑh],

are the residuals of the finite element unknowns in the momentum, continuity and heat equation, respec-
tively. Equations (4)-(6) need to be solved within each element and, as we have assumed, considering
homogeneous velocity and temperature Dirichlet boundary conditions.

It is not our purpose here to discuss how to approximate (4)-(5) which, in fact, is the essence of the
different stabilized finite element methods that can be found in the literature. We will adopt a simple
approximation that can be found, for example, in [2] and references therein. Our main concern, as in
the reference just mentioned, is to keep the time dependence of the subscales, as well their nonlinear
effects. When their time derivative is neglected, we will call them quasi-static, whereas otherwise we
will call them dynamic.

Using the same arguments as in [2], now extended to thermally coupled flows, we propose to compute
the subscales within each element of the finite element partition as solution to

∂tũ+
1

τ1

ũ = P ′(Ru), (7)

1

τ2

p̃ = P ′(Rp + τ1∂tRp), (8)

∂tϑ̃+
1

τ3

ϑ̃ = P ′(Rϑ), (9)
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where the stabilization parameters τ1, τ2 and τ3 are computed as

τ1 =

(

c1

ν

h2
+ c2

|uh + ũ|

h

)

−1

, (10)

τ2 =
h2

c1τ1

= ν +
c2

c1

h|uh + ũ|, (11)

τ3 =

(

c1

κ

h2
+ c2

|uh + ũ|

h

)

−1

, (12)

where h is the element size and c1 and c2 are algorithmic constants (we have adopted c1 = 4 and c2 = 2
in the numerical experiments).

3. MAIN PROPERTIES OF THE FORMULATION

The first and most important point to be considered is the effect of considering the subscales dynamic,
and therefore to deal with their time variation. Some of these properties are:

• The effect of the time integration is now clear. Certainly, the effective stabilization parameters
have to be modified (as it is done for example in [3, 4]), but when the steady-state is reached
the subscale ũ that is obtained satisfies

(

1

βδt
+
1

τ1

)

ũ =
1

βδt
ũ+Ru,

from where

ũ = τ1Ru,

so that the usual expression employed for stationary problems is recovered.

• From the point of view of the algebraic solver, the factor
(

1

βδt
+ 1

τ1

)

−1

instead of τ1 is crucial
for the conditioning of the system matrix, since both for δt → 0 and for δt → ∞ the matrix
contribution of the stabilization terms is dominated by the contribution from the Galerkin terms.
If τ1 is used as stabilization factor, when δt → 0 (and thus the leading terms are those coming
from the discretization of the time derivative) both the Galerkin and stabilizing terms could
lead to matrix terms of the same order and the condition number of the matrix of the Galerkin
method could be deteriorated.

• It is clear that space discretization (understood as scale splitting) and time discretization com-
mute, that is time discretization + stabilization (scale splitting) = stabilization (scale splitting)
+ time discretization.

• Numerical experiments show that the temporal time integration is significantly improved:
– Oscillations originated by initial transients are eliminated.
– The numerical dissipation is minimized.

For the numerical results that demonstrate this fact we refer to [5]. This is also observed in the
numerical experiments of Section 4.

• The numerical analysis shows optimal stability without any restriction between τ1 and δt. Con-
trary to classical stabilized methods, anisotropic space-time discretizations are allowed [6]. See
[5] for a stability analysis of the linearized Navier-Stokes equations and [7] for a complete
stability and convergence analysis for the Stokes problem.

• It can be shown that the formulation presented implies global momentum conservation, and
also global energy conservation. The proof of the first fact can be found in [5], whereas the
proof of the second follows similar arguments.

Another very important issue of the formulation presented in the possibility to model turbulent flows.
The term 〈ũn+β , ũn+β ·∇vh〉 = 〈∇vh, ũ

n+β ⊗ ũn+β〉 can be understood as the contribution from the
residual stress tensor or the subgrid scale tensor of an LES approach. Therefore, we may expect that,
in some sense, modeling ũn+β implies to model the subgrid scale tensor. The question is how good
this model will be. The numerical models proposed here yield two possibilities, but many others can be
devised.
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FIGURE 1. Temperature evolution and p-ϑ limit cycle for the 8:1 cavity. Left: Ra =
106, right: Ra = 107

Related to the why turbulence is modeled, the numerical formulation proposed has an inherent turbulent
Prandtl number. In other words, it is not necessary to specify which is the amount of turbulent thermal
dissipation, but emanates directly from the formulation.

4. EXAMPLE

As an example of application of the formulation presented, we have modeled the flow in a differentially
heated cavity with aspect ratio 8. The data of the problem can be found in [8]. The interest of this
problem in that it displays transition to chaos as the Rayleigh number is increased.

In Fig. 1 the temperature evolution and the p-ϑ limit cycles are shown for Ra = 106 and Ra = 107. In
the second case, the flow is fully chaotic. For Ra = 106 good results are obtained even if the dynamic
behavior of the subscales is neglected, that is to say, quasi-static subscales are used (see Fig. 1 left).
However, for Ra = 106 there are some oscillations in the pressure when using quasi-static subscales
(see Fig. 1 right) that are removed when dynamic subscales are used (not shown).
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1. Thermal Management of Data Centers  

Data centers are computing infrastructure facilities that house arrays of electronic racks containing data 

processing and storage equipment, whose temperature must be maintained within allowable limits as it 

dissipates power. A common approach currently used for thermal management of air cooled data centers 

consists of computer room air conditioning (CRAC or AC) units that deliver cold air to the racks arranged 

in alternate cold/hot aisles through perforated tiles placed over an under-floor plenum.  

The power consumption of data center facilities can be in the range of tens of MW, with an additional 

30% or more needed for powering the cooling systems. Energy-efficient design of the cooling systems is 

essential for containing operating costs, and promoting sustainability. Through better design and preventing 

over-provisioning, it should be possible to reduce energy consumption by the cooling systems. Predicting the 

flow and specially temperature fields inside data centers in terms of the involved design parameters is 

necessary for an energy efficient and reliable cooling system design.   

2. CFD/HT Modeling of Data Centers 

Generally, the air flow inside data centers is turbulent. Also, buoyancy effects can usually be neglected. 

The Reynolds-averaged Navier-Stokes equations (RANS) are commonly used to simulate the turbulent mean 

flow in air-cooled data centers, by modeling the effect of turbulence on the mean flow as a spatially dependent 

effective viscosity. Also, the mean energy equation with effective thermal conductivity can be used to 

compute the temperature field.  

Several researchers have simulated the air flow and temperature fields in data centers. Optimization and 

design incorporating different parameters involved in these systems have also been performed. Computational 

Fluid Dynamics/Heat Transfer (CFD/HT) is usually used to predict the air velocity and temperature fields 

inside the data center. Numerical thermal modeling has been used for geometrical optimization of plenum 

depth, facility ceiling height and cold aisle spacing for a single set of CRAC flow rates and uniform rack 

flow and power dissipation. Researchers have either modeled individual racks as black-boxes with 

prescribed flow rate and temperature rise, or with fixed flow rate and uniform heat generation. A procedure 
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to model individual servers within each rack was developed in [1]. The multi-scale nature of data centers 

needs to be considered in the numerical modeling. The multi-scale model of a representative data center in 

[1, 2] consists of ~1,500,000 grid cells and needs more than 2400 iterations to obtain a converged solution. 

This model took about 8 hours to converge on a 2.8 GHz Xeon with 2 GB memory [1]. In light of this, a 

comprehensive CFD/HT multi-scale model of operational data centers, which may contain thousands of 

racks, seems infeasible due to limits on available computing. A compact or low-dimensional model which 

could run much faster, while including the influence of all important scale parameters with sufficient 

fidelity is essential.  

3. Low-Dimensional Modeling Approaches 

Meta-modeling techniques can be used to extract the dominant characteristics of a system, trading a 

degree of accuracy for much greater computational speed. Approaches such as linear response surfaces 

using Design of Experiments (DOE), krieging, multivariate adaptive regression splines, and other more 

advanced interpolation approaches offer approximations to generate a surrogate model of the system 

response in terms of the design variables.  

On the other hand, reduced order modeling of turbulent thermal/fluid systems can be done through 

flow structure identification. The process of taking a model based either on detailed numerical simulations 

or full-field experimental measurements from a large number of degrees of freedom (DOF) to one 

involving significantly fewer DOF is termed model reduction. An approach to develop reduced order 

models of turbulent flows is based on the observation that many such flows are characterized by 

characteristic recurrent forms that are collectively called coherent structures. These are energetically 

dominant in many flows. So, it should be possible to build a relatively realistic, low-dimensional model of 

the flow by keeping only the dominant coherent structures, and simulating the effect of the smaller, less 

energetic, apparently incoherent part of the flow in some way [3].  

Flow structure identification techniques can be used to capture the coherent structures of turbulent 

flows, using a time dependent data set obtained after refining some numerical or experimental velocity 

data. Eulerian or Lagrangian approaches can be used for physical description of the coherent structures. 

Appropriate averaging procedures and corresponding transport equations are needed to compute the 

evolution of the coherent structures in turbulent flows. The fundamental principle in generating low 

dimensional turbulence modeling based on the coherent structures is to find a representative set of modes 

or bases to project the governing equations onto, reducing the solution procedure to finding the appropriate 

weight coefficients that combine the modes into the desired approximate solution. All classical methods in 

turbulence rely on the Fourier representation. But, turbulent motions are nonseparable in the Fourier 

representation. Wavelet transform-based techniques are alternative tools to identify the coherent/incoherent 

structures, and model and compute turbulent flows. The most useful property of the wavelet transform is its 

ability to detect and accurately measure the strength of individual singularities in a signal. So, wavelet-
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based techniques can be used to separately model the coherent and incoherent flow components, something 

that Fourier based models cannot do.  

In addition to the Fourier and wavelet based techniques, the Proper Orthogonal Decomposition (POD) 

can also be used to accomplish low dimensional turbulence modeling. The POD, also known as the 

Karhunen-Loeve decomposition, is a statistical technique and has several properties that make it well suited 

for turbulent flows. First, it has been shown experimentally that low-dimensional models using POD can 

well address the role of coherent structures in turbulence generation [3]. Secondly, it captures more of the 

dominant dynamics for a given number of modes than any other linear decomposition [3]. Finally, the 

empirical determination of the basis functions makes this method ideal for nonlinear problems.  

4. Low-dimensional Modeling of Data Centers 

Aside from CFD/HT, Simulation methods based on some heuristic approaches have also been explored 

to predict the air temperature at discrete points, such as server inlets/outlets, for a new heat load distribution 

among the data center racks or servers. Recent work on reduced order thermal modeling of data centers 

using POD has extended the capabilities of the POD technique [4-6]. These extensions and representative 

results from [4-6] are briefly reviewed in the following. 

 Samadiani and Joshi [4] have presented an approach to handle the challenges of multi-parameter 

reduced order thermal modeling in complex multi-scale convective systems. The approach is centered on 

the integration of three constructs: a) POD, b) Galerkin projection, and c) energy balance/heat flux 

matching. It is applicable to systems where the temperature field at selected scales or components drives 

the thermal design decision. The energy equation is solved only at these dominant components via system 

POD modes and Galerkin projection to obtain a more accurate zoomed prediction at these components, 

instead of the entire domain. The effects of the phenomena at other scales are modeled through simple 

energy balance equations and known heat flux and temperature matching, as well as appropriate matching 

conditions at the component interfaces. Unlike the previous studies on data center rapid modeling, the POD 

based modeling is a deterministic approach which can predict the temperature at the whole data center 

domain in terms of multiple design variables. Also, a novel feature, compared with the previous POD 

related studies, is the use of POD modes and Galerkin projection with special treatment of boundary 

conditions for solving the governing turbulent convection equation in a complex multi-scale system. The 

method has been applied to a representative data center cell with 5 design variables. It is shown that the 

average error at the rack inlets for different test cases is less than 1 oC, while the maximum local error is ~2.5 
oC for some small regions [4]. Also, the mean error, the standard deviation, and the Euclidean L2 norm of the 

POD temperature error at all 114,000 points of the rack scale for 15 test cases have been shown in [4]. The 

mean error varies from 0.35 oC to 2.29 oC, while the average error is 1.36 oC, and the average standard 

deviation 1.12 oC. Also, the error norm changes from 1.8% to 10.1%, while the average is 6.2% [4]. These 

values confirm that the presented POD method is accurate enough at the rack scale for design purposes. 
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Regarding the computational efficiency of the technique, the POD-based algorithm [4] generates the 

temperature field for a new test case with different CRAC velocity and rack heat loads in 12 minutes, while 

the CFD/HT simulation takes ~2 hours for the same test case on the same computing platform (a high end 

desktop computer). Also, the most time-consuming part of the method, integrating the velocity terms in the 

Galerkin projection over the domain, can be done once for all observed CRAC velocities, if the method is 

to be used for many simulations. It takes ~38 minutes to calculate these terms. After that, the algorithm is 

ready to obtain the POD temperature field for each new test case in only 4 seconds [4].    

 Samadiani and Joshi in [5] have presented a simpler POD based method to generate a reduced order 

thermal modeling of complex systems such as air cooled data centers. In this method, the algebraic 

equations to be solved for POD coefficients are obtained simply through energy balance equations, heat 

flux matching, and/or surface temperature matching for all convective components of the complex system. 

The method application for a data center cell shows that the average error at the rack inlets for different test 

cases is less than 1.5 oC, while the maximum local error is ~2.5 oC for some small regions. Also, the 

temperature prediction error at all 431,120 points representing the entire data center cell have been studied 

for six test cases in [5]. The mean error for the six test cases varies from 0.63 oC or 2.4% to 2.13 oC or 

8.4%. The average of the mean absolute and relative error for all cases is 1.24 oC and 4.9%, while the 

average standard deviation is 1.46 oC. These values confirm that the presented POD method is accurate 

enough for the entire data center cell. Regarding the computational efficiency, it takes only ~48 seconds to 

obtain the POD temperature field by the method in [5], which is ~150 times faster than the full field CFD/HT 

simulation.  

 Each of the two POD based methods explained above has its own pros and cons. Unlike the POD based 

method in [4], the presented method in [5] does not need fluid flow modeling and is accurate throughout 

the entire domain. Also, the method in [5] is much simpler and its application is easier for reduced order 

thermal modeling of operational data centers, where the observation data are gathered experimentally and 

thermal sensors are deployed at the inlet/outlet of the servers. 

 As a deficiency, the number of available algebraic equations to be solved for the POD coefficients in 

the presented method in [5] is limited by the number of convective components and available thermal 

information for the components in the system. This brings a limitation to the method whose effect on the 

results for the data center cell is studied in [5]. It is concluded that the method can be used as a reliable and 

rapid predictor to obtain a new temperature field throughout the system, unless the number of components 

or available thermal information in the form of equations at the component boundaries is very close to or 

less than the number of dominant modes. This would not typically cause a problem in thermal model 

reduction of operational data centers with several housed servers if enough numbers of servers have 

thermal sensors at their inlet/outlet.   
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 On the other hand, the POD technique based on Galerkin projection in [4] does not have any limitation 

regarding the number of components, since using Galerkin projection to obtain the algebraic equations 

results in m distinct algebraic equations for each component, if m POD modes are used.  

5. Conclusions 

 While most of the studies in the literature on rapid thermal modeling of data centers are based on 

heuristic approaches, two recently developed POD based reduced order thermal modeling methods for data 

centers are reviewed and compared. POD based techniques have shown great approximation for multi-

parameter thermal modeling of data centers. It is believed that wavelet based techniques due to the their 

ability to separate between coherent and incoherent structures- something that POD cannot do- can be 

considered as new promising tools for reduced order thermal modeling of complex electronic systems such 

as data centers.  
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ABSTRACT 

This extended abstract briefly presents some methods to determine the performance of compact heat 
exchangers. Engineering methods for the rating, sizing and design of heat exchangers as well as 
methods based on computational fluid dynamics methods are concerned. Results are presented to 
highlight the opportunities and limitations of the considered methods. 

Key Words: Compact Heat Exchangers, CFD, Engineering Approaches, Correlations. 

1. INTRODUCTION 

To calculate or estimate the performance of compact heat exchangers some different methods are 
possible. One method is to adopt an engineering approach based on overall data and such 
approaches are generally described in textbooks or handbooks in heat transfer, [1-3]. Conveniently 
rating and sizing issues can be handled. Another method is to adopt so-called computational fluid 
dynamics approaches (CFD) which also allow detailed analysis of basic transport processes within a 
heat exchanger. The principles of CFD might be found in [4, 5]. This paper describes these 
computational procedures for compact heat exchangers. Constraints, problems, difficulties and 
limitations are outlined. In the full paper some examples are presented to demonstrate the methods 
and the results are interpreted. It is found that computational heat transfer methods of various kind 
and complexity are useful tools if carefully handled. What approach being recommended depends 
on the overall purpose of the calculations, i.e., related to what kind of results being of interest. 

2. ENGINEERING APPROACHES 

2.1  The LMTD Method for Analysis of Heat Exchangers 

In the thermal analysis of heat exchangers the total heat transfer rate Q�  [W] is of primary interest. 

To get started, the overall heat transfer coefficient U is assumed to be constant in the whole heat 
exchanger (average value). The heat transfer rate is then written 

 
m

Q UA t= ⋅ ∆�  (1) 

where A is the heat transferring area and mt∆  a proper average of the temperature difference 

between the hot and cold fluids. Now one has to find an expression for mt∆  so that eq. (14) is valid. 

In general the logarithmic mean temperature difference (LMTD) for a counter flow heat exchanger 
is applied. For heat exchangers not operating in counter flow, correction factors are introduced. The 
overall heat transfer coefficient (U) is found from available empirical correlations for the heat 
transfer coefficients on the hot and cold sides, respectively. 
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2.2  The ε - NTU Method for Analysis of Heat Exchangers 

In the analysis of the performance of a certain heat exchanger the amount of heat being transferred, 
outlet temperatures of the fluids and the pressure drops are of most interest. At the design and sizing 
stage of a heat exchanger, the heat transferring area and other dimensions are determined in such a 
way that a prescribed heat flow can be transferred and that the pressure drops are within permitted 
limits.  

If the inlet and outlet temperatures of the hot and cold fluids are given, the LMTD – method is quite 

suitable. In other cases the so-called  ε - NTU method is more appropriate.  

The efficiency or effectiveness ε is defined as  

 
max

real heat transfer rate

maximum possible heat transfer rate

Q

Q
ε = =

�

�
 (2) 

NTU, the number of transfer units is defined as 

 
min

UA
NTU

C
=  (3) 

Relations between ε and NTU are available for some heat exchanger configurations in textbooks. 

3. CFD – HEAT TRANSFER AND FLUID FLOW ANALYSIS 

As the flow pattern is important for the convective heat transfer process both the flow and thermal 
fields have to be considered as research and development for improvement are attempted. In heat 
exchanger applications many duct configurations are employed. Enhancement of heat transfer on 
one or both sides of the heat exchanger is attempted for to reduce the size of the equipment for a 
given duty, increase the capacity of an existing apparatus, or decrease the approach temperature 
difference. Common enhancement techniques are offset strip fins, wavy fins, tube inserts and vortex 
generators. Also the duct walls might be corrugated or wavy. As measurement procedures become 
quite difficult and it is a formidable task to obtain whole field information particularly for complex 
and narrow geometries it would be ideal if some form of computer simulations could be carried out. 
Computational Fluid Dynamics, CFD, is nowadays an established name for a technique to model 
fluid flow and heat transfer (and other transport phenomena as well) using computer simulations. 
The rapid growth of powerful computer resources and the development of general purpose CFD 
software packages have created a tool for simulation of industrial thermal problems. Nevertheless 
several shortcomings still exist but progress is continuously achieved. The CFD tool can be applied 
to simulate the flow and temperature fields, the pressure drop and heat duty. The temperature fields 
can be used to calculate heat transfer coefficients which can be applicable in structural analysis of 
the equipment. Then some evaluation versus the design specifications can be made. If needed an 
iterative process can be performed and the geometry data can be changed and the simulations be 
repeated until satisfactory results have been achieved. The fluid-structure coupling (becoming more 
and more important) is of a sequential type allowing various codes to be applied. However, recently 
development of CFD methods to directly couple the solid-fluid and thermal analyses has been 
promoted, [8]. Nowadays computational tools are able to handle geometries of any arbitrary shape. 
The geometry has to be represented by a computational mesh consisting of a large number of cells 
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or control volumes. All equations are solved in all these control volumes according to the 
conservation equations describing the transport phenomena (momentum, heat, mass). Special mesh 
generating software produces meshes based on CAD (computer-aided-design)-data representing the 
three-dimensional geometry. Such mesh generators enable convenient adaptation of the mesh to 
modifications in the CAD-data. The accuracy and resolution of the results obtained depend on the 
number and distribution of the control volumes, convection-diffusion schemes being applied and 
how the turbulence is modeled. 

The results from the simulations can be visualized as vector plots for flow velocities, contour plots 
for scalar quantities like pressure, temperature etc. Many CFD packages have visualization tools 
and can also be linked to such independent tools. Animations are also possible and such 
opportunities are particularly useful for unsteady or transient problems. Figure 1 shows a plot of the 
flow and thermal fields (including local Nusselt numbers) for a ribbed duct. The ribs are used to 
enhance the heat transfer. 

 

 

 

 

 

 

 

 

 

 

Figure 1. Flow and thermal fields for a ribbed duct. 

CFD is particularly useful in the initial design steps reducing the number of testing of prototypes 
and providing a good insight in the transport phenomena occurring in the heat exchanger. Also heat 
exchanger optimization is important for process intensification and here also CFD can be a helpful 
tool. Failure investigation is another opportunity. For  severe situations where very high pressure 
prevails, very hot or cold or toxic fluids are involved, quick results are needed, accurate CFD tools 
would be ideal. 

CFD can be applied to heat exchangers in different ways. One way is to model the entire heat 
exchanger or the heat transferring surface. This can be done by using large scale or relatively coarse 
computational meshes or by applying a local averaging or porous medium approach. For the latter 
case volume porosities, surface permeabilities as well as flow and thermal resistances have to be 
introduced. The porous medium approach was first introduced by Patankar and Spalding [9] for 
shell-and-tube heat exchangers and has later been followed up by many others and not only for 
shell-and-tube heat exchangers. 
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Another way is to identify modules or group of modules which repeat themselves in a periodic or 
cyclic manner in the main flow direction. This will enable accurate calculations for the modules but 
the entire heat exchanger including manifolds and distribution areas are not included. The idea of 
streamwise periodic flow and heat transfer was introduced by Patankar et al. [10] and has been 
successfully followed up by many investigators.  

Nowadays, there are a number of software packages available and CFD codes are introduced to 
various extent in industries. To be successful in application of CFD methods for engineering tasks it 
is required that experience and understanding exist for the physics of transport phenomena and 
fundamentals of numerical algorithms and turbulence modeling. Without these it is unlikely that the 
user will benefit extensively from the available commercial codes. Awarenesses of shortcomings 
and limitations are also important for successful application.  

4. CONCLUSIONS 

It is found that computational heat transfer methods of various kind, complexity etc. are useful tools 
if carefully handled. However, there are several constraints, difficulties and limitations to be aware 
of. 
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ABSTRACT 
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1. INTRODUCTION 

The governing equation for sediment transport and deposition, in a one-dimensional cross section of 

the landscape, is the Exner equation [1] 

( ) σ−
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∂
ε q

xt

h
    (1) 

where h is the height of the land surface above a datum(sea-level), ε is the porosity of the 

deposit, σ is a subsidence/uplift rate, and q is a unit sediment flux (area/time). The sediment is 

moved and deposited across the land surface by water flows. Through a momentum balance, 

coupled to basic sediment transport laws, it is possible to show, for a variety of field and laboratory 

scenarios [2], that the sediment flux can be reasonably modeled by the diffusion law 
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where )(xf=ν is the diffusivity.  When the law in (2) is applicable, (1) essentially reduces to the 

Fourier heat conduction equation with a source term. In this way, a range of interesting and critical 

geomorphology problems can be molded using the tools and methods of numerical heat transfer. 

This not only provides a rich area of application for these tools but also leads to the derivations of 

problems and models that contain unique features and signatures not usually associated with 

traditional heat transfer problems. In this paper this aspect is illustrated via two examples. 

2. EXAMPLES OF GEOLOGICAL PROBLEMS WITH HEAT TRANSFER ELEMENTS 

In its simplest form the first example involves the filing of sediment, at a constant flux, into a body 

of water with a variable base bedrock topology. As time advances a sediment “wedge” is developed 

that advances into the body of water. The elements of this problem are illustrates in Figure 1.    
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FIGURE 1.  Schematic of sediment wedge advancing into a body of water with variable topology. 

At time t = 0 a constant sediment flux q0 is introduced into the system at x = 0. This flux deposits 

into the ocean to form sediment wedge with subaerial (fluvial) and submarine portions. As time 

increase the shoreline, s(t)—the wedge vertex marking the transition between the subaerial and 

submarine sediment—advances into the ocean. At the same time, the height of sediment at the 

origin increases from its initial value of h(0) = 0. If submarine sediment transport processes are 

assumed to maintain a constant slope α   for the submerged front of the sediment wedge (dashed 

line in Figure 1) and subsidence is neglected, the problem of tracking the advance of the shoreline 

can be stated as follows. Sediment transport and deposition in the subaerial fraction of the domain is 

described by  
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with boundary conditions 0qxh −=∂∂  at x = 0 and 0=h  at )(tsx = . An additional condition 

resulting from the mass balance of sediment at the shoreline )t(s  is [3] 
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∂
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Equations (3) and (4) can be seen to have an immediate connection to the classic one-phase Stefan 

melting problem.  As such the extensive numerical heat transfer tools (enthalpy, deforming mesh, 

coordinated transformation, level set, heat balance integral, etc.,) can be used to arrive at methods to 

track the advance of the shoreline )t(sx = . Recognise, however, that the condition (4) represents a 

unique modification over the standard Stefan condition. In the standard condition the latent heat 

term L is a constant. In the sediment wedge problem however )su(L −α=  , i.e., it is a function of 

position.   In fact, if subsidence/sea-level rise was also included in the model the latent heat term 

would be a function of both space and time.  This condition, along with other geological 

considerations, leads to fascinating behaviours such as (i) the appearance of multiple moving 

boundaries where vertices of the sediment wedge can move both seaward and landward [2], and (ii) 

boundaries that can reverse in direction [3].  A range of experimentally validated analytical and 

numerical solutions [2-4] have been developed for this general moving boundary problem.  An 

example of a case with multiple moving boundaries is illustrated in figure 2. This figure shows 

predictions for a fixed grid enthalpy like solution for a two-dimensional version of the problem in 
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Figure 1. In this solution two moving fronts need to be tracked, the shoreline advancing out into the 

ocean and the landward moving alluvial/bedrock transition, the line where sediment begins to 

deposit on the bed-rock. As described in [3] the phenomenon of boundary reversal occurs when 

subsidence is important. In this situation, an ever increases amount of sediment needs to be 

provided to maintain the system. This eventually results in a starving of sediment supplied to the 

shore that can only be fed by a reversal of the shoreline movement.   

 

FIGURE 2. Subaerial fraction of an ocean delta forming on constant sloping bedrock: Note two 

moving fronts; (i) an advance of the delta shoreline to the right (solid line) and (ii) the repositioning 

of the alluvial bedrock transition up the bedrock slope (dashed line) to the left.  

The second example of an interesting numerical heat transfer application in geomorphology relates 

to anomalous diffusion. Up to this point, all the examples presented assume the sediment transport 

is via diffusion, i.e., the sediment flux is proportional to the local slope of the landscape, xh ∂∂ /  (h- 

height of landscape above a datum). There are good arguments, however, that suggest, in some 

cases, that sediment transport is via anomalous diffusion where, for example, the flux is related to a 

fractional slope 10,/ <α<∂∂ αα
xh .  Such diffusion forms are not readily amenable to basic 

numerical heat transfer methodologies. One approach, however, is to use a Monte Carlo simulation. 

Typical Monte Carlo heat transfer simulations are based on the random-walk analogy with heat 

diffusion. In application, the steps in the random walk are chosen from a normal distribution with 

decaying vanishing tails. This Monte Carlo approach can be extended to the anomalous diffusion by 

selecting the steps from random walks from an alternative PDF (associated with the fraction α ) 

which has decaying but non-vanishing “thick” tails—representing the non-local behavior of the 

diffusion.  Figure 3 shows recent simulations [5] using this Monte Carlo approach to predict the 

fluvial surface shape for a steady-state diffusion transport problem.  

   FIGURE 3. Fluvial profiles solution of steady-state fractional diffusion equation, solid lines 

analytical solution, points Monte Carlo Solution.   
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4. CONCLUSIONS 

Thos short paper has illustrated two current problems in the modelling and understanding of 

geomorphology systems that can be readily resolved using the techniques and methods of numerical 

heat transfer. In many ways the problems are just reveal the “tip of the iceberg” in terms of the 

research opportunities to apply numerical heat transfer techniques to problems in geomorphology.  
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ABSTRACT 

The convective heat transfer in helical tubes is numerically investigated with the aim of evaluating 
the enhancement effect associated to the swirl flow regime. The effect of the geometrical 
parameters, and of the Swirl and Reynolds numbers as well, on both the thermal and the velocity 
boundary layer and then on the Nusselt number is analysed in order to provide heat transfer 
correlations capable of predicting the thermal performance of the geometry. 

Key Words: Enhanced Heat Transfer, Convective Heat Transfer, Swirl Flow, Helical Tubes. 

1. INTRODUCTION 

Regarding to forced internal flow in single-phase systems, a widely used passive heat transfer 
enhancement technique is based on wall corrugations which are expected to act on the boundary 
layer by producing significant benefits to the local heat transfer coefficient. A method which has 
revealed particularly attractive consists in helical repeated corrugations which are performed by 
cold working on a thin metal wall. These surface roughnesses produce a single or multiple helical 
profile which may result in a good heat transfer enhancement without severe pressure drop and 
fouling factor penalties. 

Most of the available data about this type of tubes deal with turbulent forced flow of single-phase 
Newtonian fluids, see, for instance, [1,2]. In these conditions, a significant heat transfer 
augmentation (up to 300 percent increase over the smooth tube) is reported.  It is widely accepted in 
literature (see for instance [3]) that the augmentation mechanism related to wall corrugation is due 
to several reasons, among which the augmentation of the heat transfer surface, the periodic 
disruption of the boundary layer, that forms on the heat exchange surface, by increasing the 
temperature gradient at the wall, the induced secondary flows which promote the mixing in the 
boundary layer and the onset of instabilities in the flow which lead to an early transition to the 
turbulent flow.  

From the analysis of the literature data on heat transfer enhancement in forced convection inside 
channels, it appears evident that the most important effect is related to the macroscopic mixing of 
the fluid, activated by the destabilization of the flow which leads to the transitional/turbulent 
regime. Consequently, when the flow is characterized by very low Reynolds numbers, like in highly 
viscous fluids, the surface corrugation is expected not to produce significant benefits to the energy 
transfer [4], since the onset of instabilities in the flow are prevented in these conditions. Therefore it 
can be concluded that the local disturbance due to the wall corrugation is accompanied by a 
significant heat transfer enhancement only if the transition flow regime is achieved. 

The majority of the literature on passive techniques of heat transfer enhancement based on wall 
corrugation relies on experimental investigations. The results are then presented in terms of 
correlations which are of certain usefulness in the design of the heat transfer apparatuses but which 
are often not exhaustive for understanding the mechanisms responsible for the intensification of the 
heat transfer coefficient. Either the numerical or the analytical approach, when available, may 
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provide a better deal of insight into the flow structure. The detailed mapping of the flow velocity 
and temperature distributions allows to understand the connection between the overall heat transfer 
performance and the changes induced in the flow pattern by the shape of the surface,  thus 
providing the necessary guidelines in order to optimize the heat exchanger’s design. The numerical 
approach has been widely used to investigate the heat transfer in periodic wavy passages with 
various profiles, (see for instance [5,6,7,8]). This approach enables to correlate the wall geometry to 
the onset of flow instabilities which are responsible of the departure from the laminar regime. In 
relation to the transition, a heat transfer enhancement effect, which is explained as a consequence of 
the enhanced mixing between the core fluid and the fluid near the walls which periodically happens 
in the oscillatory and then unsteady quasi-chaotic regime, is reported. 

When the flow conditions are such that the critical Reynolds number cannot be reached, because for 
instance of the strong effect of viscous forces as it may happen in the flow of fluid foods, the 
passive enhancing techniques which act on the hydrodynamic and thermal boundary layer by 
optimizing the fluid velocity and temperature profiles appear a suitable solution. In fact it is well-
known [9,10] that the devices which are able to disturb the axial flow, by inducing tangential 
velocity components, bring positive effects to the heat transfer by locally increasing the heat 
transfer coefficient. These solutions, which generally produce a swirl flow regime, have been 
extensively considered in applied research for heat exchanger applications. Twisted tape, wire coil  
inserts or guided vane swirl generators belong to this category of passive enhancement techniques 
and they are widely used in applications dealing with the laminar flow of highly viscous liquids.  

An alternative technique to obtain a swirl-type flow and thus modifications in the boundary layer 
able to intensify the convective heat transfer coefficient, is based on the curvature of the tube’s wall 
[13]. This effect is for instance achieved by coiling the tube helically.  The main factor affecting the 
flow pattern, and therefore the heat transfer performance of the geometry, is  the swirl intensity, 
generally quantified by means of the Swirl number [11], defined as the ratio of the angular 
momentum flux to the axial momentum flux at a given cross-section. The Swirl number can be 
computed on a given cross section only if the velocity distribution is known. This can be hardly 
reconstructed by means of experimental measurements, and therefore, in the practical engineering 
approach, the Swirl number is often replaced by a design Swirl number, defined as the ratio of 
maximum (or average) tangential velocity to a maximum (or average) axial velocity ([12]). In fact, 
several empirical correlations are available for estimating the heat transfer performance in swirl 
flow conditions where the Nusselt number is expressed as a function of a design Swirl number and 
of the Reynolds number as well. In this contest, the analytical or numerical analysis appears as a 
powerful tool for understanding in detail how the curvature of the surface may affect the velocity 
and temperature boundary layers and therefore the heat transfer performance of the geometry. The 
numerical approach is here adopted to investigate the effect of the swirl flow regime on the heat 
transfer performance of a promising geometry [13] obtained by protruding a circular section 
helicoidally, that is by rototranslating a circular section eccentric with respect to the rotation axis.  

2. GEOMETRY AND SOLUTION PROCEDURE  

A module of a representative helical tube, completed by the definition of the important geometrical 
parameters, is reported in figure 1. The governing equations, that is the continuity, the momentum 
and the energy equations are here integrated numerically in time under the assumption of 
incompressible Newtonian and constant properties fluid and of periodically fully developed laminar 
flow both for what concerns the hydrodynamic and thermal problem. The numerical integration of 
this system of partial differential equations is performed within Comsol 3.5a© environment under 
the assumption of uniform heat flux density applied to the wall, that is by assuming the Neumann 
boundary condition for the thermal problem.  
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3. RESULTS 

Five helical geometries characterized by a dimensionless eccentricity e/D equal to 52 / and 
dimensionless helix pitch P/D equal to 4,5,6,7 and 8 have been here investigated in Reynolds 
number range 100÷600 for a Newtonian fluid having a unitary Prandtl number. The corresponding 
flow show a stable behaviour in the whole  Reynolds number range investigated, thus confirming 
the effect of turbulence suppression of the wall curvature, as reported in [14].  Es expected, the 
resulting velocity distribution (reported with regards to the azimuthal component in figure 2) 
confirms the onset of a continuous swirl flow as a consequence  of the torsion of the trajectories 
which the fluid particle are forced to follow.  Moreover the secondary centrifugally induced 
pressure gradient forces the fluid in the core region to be swept outward and the fluid near the wall 
to be driven toward the core region. Therefore by increasing the Reynolds number the velocity 
profile departs from the parabolic shape, as shown by the data reported in figure 3, thus inducing 
two local maxima close to the wall. The Swirl number, reported in figure 4,  increases with the 
Reynolds number by assuming  a constant value  depending, for a given helix eccentricity, on the 
dimensionless helix pitch. The Nusselt number, averaged over a module of the helical tube, is 
reported versus the Reynolds number divided by the dimensionless helix pitch in figure 5.  As 
expected, the heat transfer performance of the helical tube, as a consequence of the increased 
velocity  gradient near the wall, is enhanced in comparison to the straight tube for which the value 
of 48/11 holds for the asymptotic Nusselt number in the fully developed laminar flow regime. 
Helical enhanced tubes show then interesting heat transfer performances and they suggest 
convenient applications also for highly viscous fluids which are often treated under the laminar flow 
regime. 
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FIGURE 1. A module of the helical tube under test (a) and geometrical characterization (b). 
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FIGURE 2. Distribution of the azimuthal velocity 
for Re=580.  

FIGURE 3. Dimensionless axial velocity 
distribution for different Re. 

 
 

FIGURE 4. Swirl number for the helical tubes 
under test. 

FIGURE 5. Average Nusselt number for the helical 
tubes under test. 
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ABSTRACT 

A numerical analysis of conjugate heat transfer in a typical finned heat sink used for electronic 
cooling is carried out. The uniform thermal load, applied on the unfinned face of the base plate, is 
redistributed through conduction in the solid and concentrated toward the fin roots. The effect of 
such a redistribution is investigated for various base plate thicknesses and for different Reynolds 
numbers in the laminar regime. Most previous literature references for the same type of analysis 
rely on reduced computational domains with simplified boundary conditions of constant 
temperature or constant heat flux. In this work, such reduced models are compared with the fully 
conjugate heat transfer solutions and it is shown that, for common high conductive solid materials, 
the most appropriate simplified boundary condition is a Dirichlet boundary on the temperature. 

Key Words: electronic cooling, fin arrays, conjugate heat conduction and convection, numerical 

analysis, uniform heat flux boundary condition. 

1. INTRODUCTION 

Typical heat sinks used for electronic cooling consist of an array of longitudinal fins attached to a 
common solid plate [1], as shown in figure 1a. The fins are relatively thick, being characterized by a 
ratio δf /δb between the fin and the plate thickness of the order of 1. A fluid, very often air, flows 
through the channels formed by adjacent fins and the thermal load, applied on the unfinned face of 
the plate, is dissipated first through conduction in the solid and then through convection in the fluid. 
Thus, even if a uniform heat flux is applied, the conduction redistributes the heat flow lines leading 
to higher heat fluxes through the fin roots [2]. 

The numerical investigations of heat sinks have almost invariably disregarded the coupled 
conduction-convection problem, relying on a reduced computational domain with simplified 
boundary conditions of constant temperature or constant heat flux imposed on the plane where the 
fins are attached (see, for example: [3]). The accuracy of uniform temperature boundary condition 
applied directly to the fin bases has been recently investigated in the context of tube-fin heat 
exchangers utilized in air-conditioning [4]. The conclusion reached has been that constant 
temperature boundary conditions are quite acceptable for design purposes, since they lead to errors 
in the estimation of heat flow rates that are always less than 2%. In the tube-fin heat exchangers 
investigated, however, the unfinned (internal) side was heated or cooled by convection and the ratio 
δf /δb between the thicknesses of the fin and the base (the tube in this instance) was quite small, of 
the order of 0.1 at most. Thus, it  was inferred that with relatively low heating and cooling loads and 
small δf /δb ratios, the fins perturb the thermal field only in very limited zones close to their roots. A 
different conclusion, in fact, was reached in an analysis of coolant passages with arrays of pin fins 
[5]. In this application, a relatively large constant heat flux was imposed on the unfinned face of the 
plate and the ratio Dh /δb between the hydraulic diameter of the pins and the plate thickness was 
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relatively large (of the order of 1). Thus, conduction allowed for a significant redistribution of heat 
flow lines in the whole plate, leading to a far from constant heat flux on the plane where the fins 
were attached. Even in this case, however, temperature variations on the plane where the fins were 
attached remained relatively small. As a consequence, if a reduced computational domain 
(excluding the plate) was chosen to limit the computational effort, the fixed temperature boundary 
condition was found to be the most appropriate.  

The aim of the present work is to evaluate the accuracy reached with a reduced computational 
domain and a uniform temperature boundary condition on the fin bases in the context of heat sinks 
consisting of an array of relatively thick longitudinal fins attached to a solid plate. To this purpose 
we assume constant heat flux boundary conditions on the unfinned face of the plate and we solve 
the resulting, fully conjugate, heat transfer problem. In the simulations we consider various δf /δb 
ratios and different Reynolds numbers in the laminar regime. Three-dimensional simulations are 
carried out using an in-house FEM code. Results and comparisons are presented in terms of Nusselt 
number, heat flux concentration factor, and Biot number referred to the base plate thickness. 

2. STATEMENT OF THE PROBLEM 

The study considered here refers to an incompressible, laminar flow of air treated as a constant 
property fluid. The governing equations are the Navier-Stokes and the energy equations (not 
reported here for brevity). In the numerical simulations, the Navier-Stokes equations are solved 
only in the fluid region, while the energy equation is solved in both the fluid and the solid regions. 
Obviously, in the solution of the energy equation in the whole domain, we refer to the pertinent 
thermophysical properties in each region, and we assume a zero velocity field in the solid region. 

Appropriate conditions are imposed on external boundaries. At the inflow, uniform velocity and 
temperature are prescribed, to simulate the thermal and hydrodynamic development of the air flow. 
On the unfinned surface of the base plate a uniform heat flux is prescribed, while the opposite 
surface is considered adiabatic, as shown in Figure 1a. 

In the numerical solution, convergence to steady state is obtained through a pseudo-stationary 
process, employing an in-house FEM code whose reliability had already been demonstrated through 
examples of application concerning compact heat exchangers of different kinds [3-6]. 
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FIGURE 1. Schematization of a fin array (a) and the computational domain (b) 
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3. RESULTS AND DISCUSSION 

The geometry analysed is represented in Figure 1a. It can be characterised by fin thickness δf, fin 
spacing Sf, fin length Lf , fin height Hf and base plate thickness δb. A single fin array geometry is 
considered, whose geometrical parameters, chosen with reference to a typical commercial heat sink, 
are: Sf /δf = 1.5, Hf /δf =8 and Lf /δf = 20. The base plate thickness ranges from zero to  2δf. Operating 
fluid is air, with a value of the Prandtl number Pr = 0.71, and the solid material has a thermal 
conductivity ks = 100 W/(mK). A constant heat flux q′′b is imposed on the unfinned surface of the 
base plate. Different laminar flows have been considered with frontal velocities uf varying in the 
range from 0.5 m/s to 2 m/s that lead to Reynolds numbers: ReLf  = ρ u Lf /µ (referred to the fin 
length Lf  and to the mean fluid velocity u) ranging from 5,500 to 22,000. 

Using existing symmetries, the computational domain can be reduced to the shaded region in Figure 
1b, encompassing both the fluid and the solid regions. Final grids, made of hexahedral, non-
uniform, structured elements, present a number on nodes ranging from a minimum of 110,352 (for 
δb = 0) to a maximum of 139,392 (for δb = 2δf). 

As an example, Figure 2a shows the temperature field in the solid region of the domain (fin and 
base plate) in four different transverse sections for δb /δf = 2 and uf = 1.0 m/s. The temperature field 
development from inlet to outlet, and its perturbations close to the fin root, can be clearly seen. In 
Figure 2b, temperatures on the horizontal planes y = Hf  (at the base fin) are shown for different base 
plate thicknesses; temperature variations are smaller for larger values of δb, due to the heat flux 
redistribution in the solid base. 

As expected, the value of the average heat flux q′′f through the fin base is higher than the imposed 
constant value of the heat flux q′′b on the unfinned surface of the base plate. The concentration 
factor q′′f /q′′b is plotted in Figure 3a versus the ratio δb /δf. As remarked, simplified approaches 
neglect the base plate and impose boundary condition on the fin base plane. However, for a heat 
flux boundary condition, obviously we get q′′f /q′′b = 1, and thus we completely miss the 
concentration effect. On the contrary, as shown in Figure 3a , a physically reasonable result is given 
by the fixed temperature boundary condition. 

The global thermal resistance can be considered as the sum of the equivalent convective resistance 
through the fluid and the solid (including the fins) and the conductive resistance through the base 
plate.   
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FIGURE 2. Temperature fields: (a) in the solid region for δb /δf = 2 and uf = 1.0 m/s and (b) at y = Hf 

for different values of δb /δf  and uf = 1.0 m/s (figures not to scale in the z direction) 
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FIGURE 3. Concentration factor q′′f /q′′b versus δb /δf  (a) and Nusselt versus Biot numbers (b) 

Therefore,  we define the  global  thermal resistance  U as the sum of two terms: 1/U = 1/h + δb/ks, 
where h is the equivalent convective coefficient of the fluid/fin system and δb/ks is the thermal 
resistance of the base plate. The total heat flux can be expressed as q = UA�t, where the reference 
area A is the heated surface of the base plate and �t is the log-mean temperature difference. Finally, 
the Nusselt number can be defined as Nu = (hDh)/kf, where Dh is the hydraulic diameter of the fluid 
channel formed by adjacent fins. The Nusselt number takes into account the convective resistance 
of the fluid/fin system, and thus allows comparisons with the results of simplified solutions 
neglecting the base plate effect. The plot of the Nusselt number as a function of the base plate Biot 
number, Bi = (hδb)/ks, is reported in figure 3b. If we do not take into account the base plate to 
reduce the computational effort, the fixed temperature boundary condition yields again a quite 
reasonable approximation to the complete, fully coupled solution. 

4. CONCLUSIONS 

The conjugate heat transfer problem has been numerically solved in a typical finned heat sink used 
for electronic cooling. Results for different values of the base plate thickness have been presented in 
terms of Nusselt number and heat flux concentration factor. It was thus shown that a reduced 
computational domain with fixed temperature boundary conditions on the surface where the fins are 
attached yields results that are quite acceptable for design purposes. 
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ABSTRACT

The problem of heat transfer between forced moist air and a flat plate with water condensation is studied
numerically by means of Fluent. The problem is modelled as a flow of a mixture of air and water vapour
over a cooled vertical surface, with water condensation on the surface. The two-phase flow is modelled
with a VOF model, with the gas flow flowing within a rectangular channel under a turbulent regime and
exchanging heat with a cooled vertical surface. The water film or droplets creation on the surface is
modelled by means of user defined functions (UDF) built ad hoc. The numerical solution is compared
with experiments performed by Bozzoli et al. [1]. Local heat transfer coefficient is obtained in order to
validate the UDF functions built to model source terms.

Key Words: Computational heat transfer, water condensation, inverse heat transfer problem.

1. INTRODUCTION

Film or droplets condensation occurs in various applications, such as heat exchangers in electronic
cooling, automotive air conditioning, and refrigeration.
From the experimental point of view, the problem of condensation has been largely studied in the past
few years. Cavallini et al. [2] dealt with condensation in a large range of tube section sizes and shape.
Ad instance, they obtained the heat transfer coefficients for condensation of R134a inside multiport
minichannels. Kim et al. [3] proposed a new technique to measure condensation heat transfer of R134a
inside a smooth single tube. They found that the measured local heat transfer coefficients are close to
the values predicted by the correlation of Shah for the lower mass fluxes. Koyama et al. [4] studied
the condensation of refrigerant R134a in four kinds of multiport extruded aluminum channels. They
measured the local heat transfer and pressure drop for smooth rectangular channels and for rectangular
channels with straight microfins.
On theoretical side, a few studies have been conducted for condensation by means of numerical pro-
cedures. Zhang et al. [5] used the volume-of-fluid (VOF) method to simulate the capillary blocking
in the convective condensation in horizontal tube channels. Comini et al. [6] dealt with the numerical
simulation of moist air cooling in compact heat exchangers. They solved a coupled problem, with in-
terface temperatures calculated at the same time as temperature distributions in adjacent fluid and solid
regions. They solved energy equation in the whole domain, including the solid region, and the latent
heat flux on the surfaces, where condensation occurs, is taken into account by means of an additional
internal boundary condition.
The aim of this work is to study numerically the problem of heat transfer between forced moist air
and a flat plate with water condensation. The problem is modelled as a flow of a mixture of air and
water vapour over a cooled vertical surface, with water condensation on the surface. The water film
or droplets creation on the surface is modelled by user defined functions (UDF) built ad hoc. The nu-
merical solution is validated by a comparison with experiments performed by Bozzoli et al. [1]. Local
heat transfer coefficient is obtained by numerical simulations and compared with experiments in order
to validate the UDF functions chosen to model source terms.
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2. MODELLING SETUP

The problem of heat transfer between forced moist air and a flat plate with water condensation is studied
numerically by means of Fluent. The problem is modelled as a flow of a mixture of air and water vapour
over a cooled vertical surface, with water condensation on the surface. The two-phase flow is modelled
with a VOF model, with the gas flow flowing within a rectangular channel under a turbulent regime and
exchanging heat with a cooled vertical surface. The water film or droplets creation on the surface is
modelled by user defined functions (UDF) built ad hoc. For the phase change model it is assumed that:

• the condensation is homogeneous (i.e., no impurities are present to form nuclei);
• the droplet growth is based on average representative mean radii;
• the droplet is assumed to be spherical;
• the heat capacity of the fine droplet is negligible compared with the latent heat released in

condensation.

The mass generation rate is modelled with two contributions for the droplets mass increase, the nucle-
ation (the formation of critically sized droplets) and the growth/demise of these droplets. The expansion
process is very rapid. Therefore, when the state path crosses the saturated-vapor line, the process will
depart from equilibrium, and the supersaturation ratio will assume values greater than one. The con-
densation process involves two mechanisms, the transfer of mass from the vapor to the droplets and
the transfer of heat from the droplets to the vapour in the form of latent heat. The formation of a
liquid-phase in the form of droplets from a supersaturated phase is modelled by assuming the absence
of impurities or foreign particles. The nucleation rate is modelled with source terms, added directly into
momentum, energy, and scalar equations, by means of defined functions (UDF) for all the correspond-
ing equations.
The numerical solution is validated by a comparison with experiments performed by Bozzoli et al. [1].
The experimental apparatus consists of a closed-loop wind tunnel, with a flow of air and water vapour
up to the saturation point by the steam produced by a variable-power boiler. In order to regulate both
the water vapour content and the temperature, the humid air stream is forced through a finned tube
heat exchanger connected to a heat bath. It enters then into a settling chamber and then into a channel
where the test section is arranged. On one vertical wall an aluminium plate is placed, with no geomet-
rical discontinuities on the channels wall on which the aluminium plate is fitted. The test section is
located downstream the channel inlet section, in order to assure that a fully developed boundary layer is
achieved for the whole Reynolds number range under investigation. The temperature along three sides
of the metallic fin is controlled by means of direct contact with a copper tube where a fluid coming
from a circulator bath flows. The external surface of the metallic plate has been coated by a thin film
of opaque paint with uniform and known emissivity. The surface temperature distribution has been
acquired by means of an infrared thermographic system. When the infrared thermographic technique is
adopted, like in the present investigation, some problems arise, due to the reduced detectors sensitivity
at low temperatures shown by both cooled and uncooled sensors. The estimation procedure under ques-
tion, based on the solution of the inverse heat conduction problem in the wall, has been here successfully
adopted to estimate the local heat transfer coefficient for a humid air turbulent flow maintained at the
saturation point, by considering three different Reynolds number values, ranging from 21000 to 35000.
The heat transfer coefficient in wet condition is measured by means of an estimation technique of the
local heat transfer coefficient, well established in single-phase conditions ([6]-[9]) and successfully ap-
plied to the two-phase convection problem which occurs when the water vapour carried by a humid air
stream condenses on a cooled surface [9]. The interesting aspect of this estimation technique is related
to the fact that it enables to recover the heat flux exchanged locally at the surface, while the majority of
the experimental procedures available in literature regarding this argument enables to determine only
spatially integrated heat transfer coefficient values.
The geometry considered for numerical simulations is a rectangular channel with the same dimensions
of the test section in the wind tunnel described above, with a vertical cooled surface with the same di-
mensions. The same boundary conditions as those considered for experiments are imposed to the inlet
flow and to the cooled surface. Local heat transfer coefficient is obtained by numerical simulations and
compared with experiments in order to validate the UDF functions chosen to model source terms.
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3. RESULTS AND DISCUSSION

First, numerical results without water condensation have been obtained, in order to compare the numer-
ical single-phase heat transfer coefficient with experiments and with the literature. A good agreement
has been found for air flow velocity u in the same range of the experiments, i.e. in the interval 8-13
m/s. The data obtained for average heat transfer coefficient, shown in Table 1, are in a good agreement
both with experiments and with Dittus-Böelter correlation.

u (m/s) h (W/m2 K) Dittus-Böelter

8 35 34.5
9 37 37.9
10 41 41.2
11 44 44.5
12 47 47.7
13 50 50.9

TABLE 1. Average heat transfer coefficient obtained without condensation

Then, water condensation model has been introduced. Figure 1 shows instantaneous temperature con-
tours obtained for the case of air flow velocity u =13 m/s. Temperature profiles shown by the figure
are on the cold plate, during droplets formation.

FIGURE 1. Temperature profiles (K) on the cold plate

The cold zones arise in correspondence of water droplets condensation. From temperature profiles,
local heat transfer coefficients have been obtained. The results are plotted in Fig. 2, for the case of air
flow velocity 13 m/s. In this figure, instantaneous plots of local h on the middle of the cold plate are
shown. The condensation phenomenon improves heat transfer coefficient up to five times more than
the case without condensation, as observed by Bozzoli et al. [1]. Also the averaged values obtained
from the instantaneous plots shown by the figure have been found in a very good agreement with those
measured by Bozzoli et al. [1].
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FIGURE 2. Local heat transfer coefficient
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ABSTRACT 

This paper presents the first results of a numerical investigation on fluid dynamics and heat transfer 
characteristics of a forced air-flow inside a rectangular channel with the lower and upper walls 
wavy configured at Reynolds numbers ranging between 500 and 10000. The duct cross-section is 
120 mm wide and 12 mm height whereas waviness have in streamwise direction a triangular profile 
of 68-mm pitch and 161° apex angle; the channel is operated with the wavy walls at fixed 
temperature and the side ones adiabatic. The numerical analysis is performed by means of a finite 
volume, commercial CFD code considering a three-dimensional fluid domain over a single module 
with periodic conditions; analysis over 6 modules and a 400-mm length, adiabatic inlet-duct are 
also performed. Results are compared with the data obtained by an experimental facility with the 
same geometry and operating conditions as the numerical  model. 

Key Words: Heat Transfer, wavy channel, experimental approach, computational fluid dynamic, 

forced convection. 

1. INTRODUCTION 

In designing compact heat exchangers, high values of heat transfer area per unit volume are looked 
for; however, increasing this parameter over a given value, thermal performances start worsening. 
Indeed, the higher the surface-to-volume ratio, the narrower the passages, and hence the air velocity 
has to be lowered to maintain acceptable pressure drops; in turn, narrow passages and low air 
velocities induce a laminar or weakly turbulent flow that is characterized by a quite poor convective 
coefficient which eventually defeats completely the area increase benefits. To overcome this limit, 
designer enhances heat transfer using specially configured extended-surfaces, such as offset or 
louvered or wavy fins, which are an efficient and cost-effective solution. These structured extended-
surfaces modify the fluid dynamics by various mechanisms, such as periodic interruption of the 
boundary layer growth or periodic streamline deflection, and in addition they promote turbulence 
development as their characteristic size is close to the turbulent microscales (the lower the Reynolds 
number, the larger the size of dissipative structures). 

As the shape of these structured extended-surfaces depends on the enhancement mechanisms 
employed, there is a large variety of geometries and consequently a large number of studies in the 
literature (Webb [1] reports near 40 papers). More precisely, several correlations deal with the 
offset and louvered fins (Joshi and Webb [2], Wieting [3], Davenport [4]), whereas the wavy-fin 
geometry is suffering from a some lack of data as well as of relevant correlations yet. For this 
reason, the authors are currently involved in an investigation on fluid dynamics and heat transfer 
characteristics of forced convection inside wavy channels. This paper reports on the numerical 
results on the convective coefficients and pressure drops of an air-flow inside a wavy channel, 
which reproduces geometry and operating conditions of an experimental facility; comparisons 
between numerical and experimental results are also presented. 
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2. NUMERICAL MODELLING 

The wavy channel here investigated has a rectangular cross section whereas the corrugations, 
schematically showed in Figure 1, have in streamwise direction a triangular cross-section, with the 
apex on one wall coinciding with the throw on the other wall; it is noteworthy that corrugation 
dimensions, listed in the table also reported in the figure, are a scale modelling of a typical 
geometry used in compact heat exchangers with this kind of extended surfaces. 

 

 
 
 
 
 
 
 

FIGURE 1. Geometrical characteristics of the wavy channel under analysis 

The wavy channel experimentally investigated, which the present numerical analysis refers to, is 
820 mm long, and hence there are 12 wavyness, and it is operated with the wavy walls at fixed 
temperature while the side ones being adiabatic. Upstream the wavy channel, there is an entry-
section, which consists of a 400-mm long rectangular channel with the same transverse dimensions 
as the test section but with flat and adiabatic walls, in order to attain developed velocity conditions 
at the test channel entry. Room air flows through the test section by means of a blower operating in 
the suction mode since it is mounted as the last stage of the facility. Finally, air flow rates have been 
varied in order to investigate Reynolds numbers, based on the duct hydraulic diameter, between 500 
and 10000.  

From the modelling point of view, a three-dimensional fluid domain over a single module is used 
and considered as periodic, referred to as MODEL1, in order to reduce grid size and calculation 
time. Anyhow, to check the relevancy of the assumption of periodic conditions without taking into 
account neither the actual velocity-profile development of the air flow entering the test section 
during the experiments nor the consequent effects on thermal development, a second modelling 
approach is used which considers the entry section and 6 full periodicities without periodic 
conditions (MODEL2). 

In both cases, the mesh strategy is based on a structured-like approach, as it can be seen from Figure 
2, and the map scheme is used because almost orthogonal and uniform elements help in reducing 
numerical diffusion far as discretization is concerned. Special attention is also given, by means of a 
grading on the wall, to the boundary layer in order to properly capture the velocity and thermal 
profiles at wall. The total number of elements is almost 397,000 for the laminar cases and the 
MODEL1. For the turbulent cases, a further adaption up to 600,000 elements in the wall region was 
done in order to avoid wall functions. For the MODEL2 the mesh is obtained by repeating the mesh 
of the single corrugation. 

The models are implemented and solved in a finite volume, commercial CFD code, i.e, FLUENT 
vers. 6.3.26. Due to the flow characteristics and the Reynolds number investigated, the Pressure 
Based solver is used and the SIMPLE algorithm is applied in velocity-pressure coupling. A second 
order scheme is used for the spatial discretization. A steady and unsteady laminar flow model is 
used for Reynolds number up to 1000 and a comparison between different two-equations RANS 
models is studied for the other Reynolds while keeping the same mesh size. A sensitivity analysis is 
computed on the grid, and the Grid Convergence Index is evaluated. The asymptotic convergence 
criterion for the mesh used is confirmed, and a numerical error band not greater than 10% for the 
turbulent cases and 1% for the laminar one was found.  

Geometry   
Duct width (W) 120 mm 
Duct high (H) 12 mm 
Aspect Ratio 10  
Wavy pitch (L) 68 mm 
Hydraulic Diameter 21.5 mm 
Corrugation angle (α) 161°  

H 

L 
αααα    
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Convergence is checked from both the numerical and physical point of view by using residual 
criterion, mass unbalance and by monitoring meaningful quantities stability. 

 

FIGURE 2. Model1: 3-D mesh   

3. RESULT DISCUSSION AND CONCLUSIONS 

Numerical results here reported are for Reynolds number ranging from 500 to 10000, and they are 
all grid independent; for Re>1000 a RNG k-ε turbulence model is used. Figure 3 (left) shows the 
per-module-average values of the Nusselt number, based on the hydraulic diameter as well, plotted 
versus the Reynolds number; for comparison, the figure also reports the corresponding values 
experimentally found. It is quite evident the laminar-turbulent transition starts at Re slightly greater 
than 1000. In laminar flow, numerical evaluations seem to be a 10% lower than the experimental 
one, but we have to take in mind they are obtained with the MODEL1 and therefore they are the 
thermally fully-developed values whereas the experimental Nu are values averaged over the entire 
test section which thus benefit of the entry region. Indeed, the Nu value found at Re=1000 with the 
MODEL2, which accounts for the first 6 modules, is quite coincident with the experimental datum. 
In transitional flow-regime, instead, numerical evaluations tend to slightly overpredict experimental 
values, but differences are within 20% while experimental uncertainties being around 10%. Anyway 
as Re increases, numerical and experimental values are again in good agreement. Heat transfer 
enhancement with a respect to a flat rectangular channel ranges between 20% and 60%. In Figure 3 
(right) the apparent Darcy-Weisebach friction factor is plotted versus the Reynolds number.  
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FIGURE 3. Per-module average Nusselt number (left) and Darcy-Weisebach friction factor (right) vs 
Reynolds number   

Since at this time no experimental data are available yet, the figure reports as a light line the values 
calculated by means of the Churchill correlation adapted to a rectangular flat duct, with the same 
cross-section dimensions as the investigated channel, according to Shah and London. As it can be 
seen, there are no significant differences between the evaluations with the two models, and it is 
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confirmed that laminar-turbulent transition occurs for Re between 1000 and 2000. Penalization in 
pressure drops amounts to 30% on average. 

Figures 4 and 5 report the velocity magnitude in the streamwise and spanwise directions, 
respectively, for Reynolds number of 1000 and 10000. Numerical results show the streamwise flow 
is deflected to the pressure-side wall and it separates on the peak corner while recirculation 
occurring inside the opposite corner, i.e., between the suction and pressure sides. The behaviour is 
more evident at low Reynolds numbers. Finally, it is noteworthy to highlight the wavy channel here 
investigated has some geometric characteristics, when compared to other wavy channels studied in 
the literature, that have to be taken into consideration. For instance, with respect to the channel 
considered by Hwang et al. [5] our channel has a wider cross section, a larger hydraulic diameter 
and, more important, a lower corrugation angle. This configuration, in some sense, is less critical 
than the Hwang’s channel and it yields to a fluid dynamic behaviour more similar to the flat 
channel. This could explain why the Taylor-Görtler vortex pairs do not appear in neither the laminar 
and transitional cases. This consideration suggested to the authors a major parametric investigation 
with special attention to the corrugation angle which strongly effect fluid dynamic behaviour. The 
analysis is currently under processing.  

        

FIGURE 4. Velocity magnitude in the streamwise direction at Re 1000 (left) and 10000 (right) 

 

FIGURE 5. Velocity magnitude in the spanwise direction at Re 1000 (left) and 10000 (right) 
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ABSTRACT 

Heat transfer enhancement in fluids is very important in many industrial heating and cooling equipments. 
Convective heat transfer can be enhanced passively by adopting different solutions. A possibility for 
increasing the heat transfer with fluid is to employ extended surfaces. When a fluid flows in a channel, 
transversal ribs break the laminar sub-layer creating local wall turbulence but increasing pressure drops. In 
this paper a numerical investigation is carried out on air forced convection in a channel with constant flux 
applied on the external walls. Properties of fluid are considered temperature-dependent and flow regime is 
turbulent. Several shapes and arrangement of ribs are analyzed. The investigation is accomplished by means 
of the commercial code Fluent. The aim of this study is to find the shape and arrangement of ribs such to give 
high heat transfer coefficients and low pressure drops. 

Key Words: Heat Transfer, Forced Convection, Heat Transfer Enhancement. 

1. INTRODUCTION 

Heat transfer enhancement technology has the aim to develop more efficient systems as demanded 
in many applications like heat exchangers for refrigeration, automotives, process industry, solar 
heater etc.. Bergles et al. [1] identified thirteen different techniques, segregated into two groupings: 
‘passive’ and ‘active’ techniques. Passive techniques does not require external power supplies and 
employ special surface geometries, like coated surfaces, rough surfaces, swirl flow devices, fluid 
additives for enhancement [2]. The use of artificial roughness has been found to be as an efficient 
enhancement method. The ribs break the laminar sub-layer and create local wall turbulence due to 
flow separation and reattachment between consecutive ribs, which reduce thermal resistance and 
greatly augment the heat transfer. This behaviour overcomes the effect linked to the increased heat 
transfer area due to rib [3]. However, higher friction losses are expected and so turbulence must be 
created only in the region very close to the heat transferring surface and the core flow should not be 
unduly disturbed. Several experimental studies have been carried out but very few attempts of 
numerical investigation have been made due to complexity of flow pattern and computational 
limitations. Liou et al [4] have performed both numerical and experimental study the flow in a 
rectangular channel with periodic ribs mounted on one of the principal walls. Manca et al. [5] 
investigated the behavior of a rectangular channel with the heated walls provided with rectangular 
or square ribs at different dimensionless heights, pitches and Reynolds numbers.  
The main target of the present analysis is to investigate the flow and the heat transfer characteristics 
of a two dimensional rib-roughned rectangular duct with the two principal walls subjected to 
uniform heat flux. The aim is to generate friction and heat transfer data, for different dimensionless 
pitches and Reynolds numbers in the range 20000-60000 for rectangular, triangular and trapezoidal 
shape. 
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2. NUMERICAL MODEL AND VALIDATION 

A computational analysis of a two-dimensional rectangular duct model is carried out by means of 
the commercial code FLUENT. The length is 250 mm while the height is set equal to 10 mm and 
the hydraulic diameter, dh, is 19.8 mm. The 3 mm thick wall is made up by aluminium and a 
constant heat flux equal to 10 kW/m2 has been applied. On the duct wall ribs are introduced (fig. 1). 
Different fluid velocities are set at the inlet section and they vary in order to ensure Reynolds 
numbers in the range 20000 – 60000. 

 

Figure 1 – Characteristic rib parameters. 
 
Governing equations of continuity, momentum and energy are solved for a steady state turbulent 
flow and the k-ω sst turbulence model has been adopted. The working fluid is air and its properties 
are considered temperature-dependent. The considered roughness parameters are the height (e), the 
pitch (p), the width (w) and the shape of roughness elements. In this paper relative roughness 
pitches from 4 to 20 are considered and e/dh is set equal to 0.05. A segregrated method is chosen to 
solve the governing equations and a second-order upwind scheme is chosen for energy and 
momentum equations. The SIMPLE coupling is chosen as scheme to couple pressure and velocity. 
The convergence criteria of 10-5 for the residuals of the velocity and energy components have been 
considered. It is assumed that the incoming flow is at a temperature equal to 300 K. Three different 
structured grid meshes are tested on ribs roughness, with p/e = 8, e/dh=0.05 and w/e=0.5, to ensure 
that the calculated results are grid independent. They have 54600, 100100 and 185900 nodes, 
respectively. The second grid case has been adopted because it ensured a good compromise 
between the machine computational time and the accuracy requirements. The smooth model has 
been validated by comparing the obtained numerical data with the numbers calculated using the 
following correlations for Nu, f : 

4.08.0 PrRe024.0 dsNu =       (1) 25.0Re079.0 −= dsf       (2) 

Fig. 2 shows small percentage errors for the sst k-ω model both in terms of Nusselt number and 
friction factor.  
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Figure 2 – Validation of results: a) Nusselt number; b) friction factor. 

3. RESULTS 

Results show that Nusselt number increases as Re raises for all the considered configurations, as 
presented in figs. 3a and 4a. Nusselt numbers for triangular and trapezoidal ribs are, respectively, at 
least 1.58 times and 1.47 times higher than the smooth channel values. Triangular ribs ensures the 
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highest heat transfer coefficients; however, for both triangular and trapezoidal ribs the highest Nu 
are detected for p/e = 12 (fig. 3b). There are no significant differences among the solutions for 
different p/e ratios except for p/e = 4, where Nu is the lowest because the heat transfer is damaged 
by the very small distance between two adjacent cells. In fact, the rough behaviour associated to 
low pitches, called d-rough type, is observed. It is characterized by a single trapped eddy which 
hinders the heat transfer. For larger pitches the k-type behaviour is detected. The vortex length scale 
is comparable to the roughness height and the eddies characterized by a length scale of the order of 
roughness height are shed from roughness elements and penetrate into the bulk flow toward 
boundary layer. The friction factor increases as Re augments as shown in fig. 3c while for the 
trapezoidal ribs (fig. 4b) f tends to augment until Re = 40000 then it becomes constant attaining an 
asymptotic value which denotes the fully rough condition. It depends by the height of the 
roughness, in agreement with Moody chart. However, the value of the friction coefficient is almost 
six-times greater than one referred to the smooth case. Fig. 3d depicts the f profile depending on p/e 
ratio for the triangular ribbed channel. The highest value is detected for p/e = 10 for all the 
Reynolds numbers. This behaviour is observed for the trapezoidal ribs, too. 
Figure 5 shows a comparison with rectangular ribs (w/e = 2) in terms of Nusselt number and f for   
p/e = 12 and p/e = 10, respectively. It is observed that this configuration expresses lower Nu and f. 
The Nu number is at least 4% lower and the asymptotic value of the fiction factor is about 0.118. 
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Figure 3 – Results for triangular ribs: a) Nusselt number depending on Reynolds number; b) 
Nusselt number depending on p/e ratios; c) friction factor depending on Reynolds number; d) 

friction factor depending on p/e ratios 

4. CONCLUSIONS 

In this work a 2-D rectangular duct with triangular, trapezoidal and rectangular ribs on the walls, 
heated by a constant heat flux equal to 10 kW/m2 for e/dh=0.05 and different pitches and 
Reynolds numbers was studied. The introduction of ribs augments both the heat transfer 
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coefficients, at most Nu = 1.84 Nus for triangular ribs, both friction coefficients, in comparison 
with a smooth duct. For both triangular and trapezoidal ribs, the highest Nusselt number was 
evaluated for p/e = 12, while regarding the friction coefficients, the maximum values were 
calculated for p/e = 10. Furthermore, it is shown that for trapezoidal ribs the friction coeffients 
are lower although the lowest values are detected for the rectangular ones. Nusselt numbers raise 
as Reynolds numbers increase. On the other hand losses augment although, for Re > 40000, f 
tends to an asymptotic value for the rectangular and trapezoidal shapes. 
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Figure 4 – Results for trapezoidal ribs depending on Reynolds number: a) Nusselt number; b) 
friction factor. 

 

Re

N
u

20000 30000 40000 50000 60000

40

50

60

70

80

90

100

110

120

130

140

150

rettangolari
trapezoidali
triangolari

p/e = 12

 Re

f

20000 30000 40000 50000 60000
0.09

0.1

0.11

0.12

0.13

0.14

0.15

0.16

0.17

0.18

0.19

rettangolari
trapezoidali

triangolari

p/e = 10

 
a) b) 

Figure 5 – Comparison with rectangular ribs: a) Nusselt number for p/e = 12; b) friction factor for 
p/e = 10. 
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ABSTRACT 

 A two-dimensional steady developing fluid flow and heat transfer through 
periodic wavy passage (with and without baffles) will be numerically studied for a 
fluid with a Prandlt number of 0.7. The wavy walls will be studied for certain values 
of baffle length to module maximum height ratio. A representative runs will be made 
for different values of Reynolds number. The effect of each run on the velocity 
profile, streamline, and normalized temperature field will be compared to flow 
through a corresponding wavy walls channel without baffles. Domain disrectization 
will be carried out in body fitted coordinate system. The contravariant components of 
velocities will be used as the dependent variables. The governing equations will be 
solved using a finite volume technique. Fluent program is utilized to solve the 
problem. Grid independence study will be carried out and average Nusselt number 
and normalized pressure drop will be reported.  

 
Key Words 
          wavy channel, heat transfer enhancement, vertical baffles 
   

INTRODUCTION 
          Heat transfer enhancement is a matter of great importance in various 
engineering applications, especially those associated with compact heat exchangers. 
Flow interruptions provided by the corrugation patterns on the plate-surfaces in effect 
promote heat transfer enhancement in channels. The various applications considered 
in these types of studies include wavy-plate-fin cores [1-4], and dialysis devices and 
membrane oxygenators [5–10]. Numerous publications have been dedicated to the 
study of pioneering implementation of heat transfer enhancement strategies in 
compact heat exchangers [11-15]. One of the simplest geometry of the flow passage 
which is relatively easy to fabricate and can be used to enhance heat transfer, is the 
symmetrical corrugated or wavy walled channel. Of particular interest for a wide 
spectrum of usage in food, pharmaceutical, and chemical processing is the plate heat 
exchanger [16-18].                     
           It has to be emphasized that the papers published in the literature are much 
related to each other in the aspect that they all consider symmetric wavy walls 
(triangular, sinusoidal, and arc-shaped wall). However, none of the above has probed 
a wavy channel with baffles the additional vertical baffles (X/L) as shown in Figure 1. 
The wavy channel with baffle will be studied for certain value of vertical baffles to 
module length ratio. Such an idea may have a considerable impact on the location of 
the recirculation size and strength which could affect the heat transfer augmentation. 
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The purpose of this study is to examine the effects of such change on the two-
dimensional developing fluid flow and heat transfer characteristics. 

 
(a)        (b) 

Figure 1: Geometrical Flow Domains showing a wavy Channel with and without 
vertical baffles: (a) X/L = 0 and (b) X /L = 1/10. 
 

DISCUSSION OF RESULTS 
          Representative results of (8) different parametric runs are presented in this 
work.  The effect of each parameter on the velocity profile, streamline, normalized 
temperature field, normalized pressure drop, and module average Nusselt number will 
be discussed. Most of the cases attain periodically fully developed profiles 
downstream of the first module.  Thus, discussion of the one of the interior module 
will be enough to show most of the details needed for examining the streamlines 
instead of showing the entire domain with dense repeated information. Figures 2 and 
3 show the effect of Reynolds number on the non-dimensional stream function for one 
module for wavy channel with no vertical baffles and with vertical baffles, 
respectively. 
          When Reynolds number as low as 25 flow separation can hardly be detected. 
As Reynolds number increase, the separated flow covers a smaller portion of the 
domain until it completely covers the trough at higher Reynolds number.  In fact, the 
entire area is occupied by recirculation for Re = 200 and 400, though the center of the 
recirculation is shifted slightly downstream closer to the next module at Re = 400. 
This significant difference is a result of a higher flow rate which pushes the 
recirculation further downstream. 

Since the flow is attaining periodically fully developed behavior, it is clear 
that the values are nearly constant for a given Reynolds number. Therefore, it is 
reasonable to present the numerical data across one module as a function of the 
Reynolds number as shown in Figure 4 and 5. Minor variations were detected for the 
first and the last modules due to entrance and exit effects. 

 
CONCLUSIONS 

 Fluid flow and heat transfer in periodic, corrugated wavy channels with and 
without vertical baffles have been numerically investigated for steady flow conditions 
using finite volume method for a fluid with Prandlt number 0.7, representative value 
for air. Flow attained periodically fully developed state and thermally periodically 
fully developed state downstream of the first module for all cases. Two different types 
of wavy geometry, wavy without vertical baffles and wavy with vertical baffles, were 
considered. The recirculation flow covers a smaller portion of the domain at lower Re 
values and it covers most of the domain at higher Reynolds numbers in case of no 
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vertical baffles. However, in case of vertical baffles, the recirculations take place at an 
upstream module due to the disturbance space available for the flow. 
 

 

 
 

 
 

 
Figure 2: Effect of Reynolds number on 
the streamlines for one module of wavy 
channel configuration with vertical 
baffles. 

Figure 3: Effect of Reynolds number 
on the streamlines for one module of 
wavy channel configuration without 
vertical baffles. 
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 Wavy channel without vertical baffles provide lower normalized pressure drop 
values when compared to wavy channel with vertical baffles. The module average 
Nusselt number monotonically increases as Reynolds number increases. However, it 
shows lower profile in the case of wavy channel without vertical baffles when 
compared to wavy channel with vertical baffles. 

  
  

 
 
Figure 4: Effect of Reynolds number 
on Average Nusselt number (Nu) for 
the fifth module of both wavy 
channels with and without baffles.

 
Figure 5: Effect of Reynolds number 
on Normalized Pressure Drop (PD) 
for the fifth module of both wavy 
channels with and without baffles
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ABSTRACT

In this study thermal phenomena in micro and nanofluid flows are investigated. A better insight on
the thermal interactions involved inside micro and nanofluidic devices is essential for optimising their
performance. The fidelity of the computational models employed for the thermal wall is examined.
Molecular dynamics simulations are utilised to exploit the impact of the wall models on the heat transfer
across the solid-liquid interface. The performed simulations revealed that the thermalisation procedure
and the solid’s bond stiffness have a direct impact on the thermal transfer to and from the solid boundary.
Therefore, their selection has to be thoroughly examined.

Key Words: Heat transfer, thermal walls, micro/nanofluid dynamics, molecular dynamics.

1. INTRODUCTION

In recent years high-fidelity computational modelling of micro and nano fluid flows has emerged as a
viable tool able to assist the design and optimise the performance of devices operating at these scales
[1, 2]. Miniaturisation of the conventional macro scale devices offers numerous advantages including
reduced operating volume, increased throughput and improved accuracy [3, 4]. As the operational di-
mensions shrink to smaller scales the surface-to-volume ratio increases and the inter-facial interactions
dominate the phenomena observed inside the micro and nanofluidic devices. Computational techniques
and specifically molecular dynamics (MD) simulations [5, 6, 7, 8] are employed to study from first
principles these surface effects.

The majority of the numerical studies are mainly focused on the effects of the wall-fluid interactions to
the existence of slip near the solid boundary. On the other hand, phenomena related to thermal transport
across solid-liquid interfaces have not been equally exploited. Previous works[5] revealed that the main
difficulty, associated with the thermal boundary conditions, is related to thermal wall models employed
by the molecular simulations. Realistic modelling of the solid wall is a crucial issue for the accuracy of
the numerical experiments and the primary objective of the current study.

Two are the main thermal wall models applied to MD simulations. In the first one [9, 8] the wall
consists of a fixed lattice structure and interacts with the fluid through the intermolecular forces applied
among the particles. Since the wall molecules are fixed in their lattice positions, a thermostat has
to be applied in the fluid, to dissipate the excessive viscous heating of the system. This wall model
cannot accommodate heat transfer from and to the solid boundary and therefore the thermal interactions
cannot be realistically simulated. In the second wall model [6, 5] the solid particles are attached to their
equilibrium lattice sites with a non linear spring potential. They are allowed to vibrate from their lattice
position, imitating the thermal motion, and these thermal oscillations impact the momentum transfer
across the interface. The walls operate as heat baths aiming to maintain the liquid’s thermal equilibrium
by circumventing the need for an additional thermostat.

In this paper, different thermal wall models are utilised to simulate heat transfer problems aiming to
broaden our understanding of thermal transport across solid-liquid interfaces.
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2. SIMULATION METHOD

The computational domain for the current molecular simulations consists of monoatomic fluid particles
confined by two thermal walls separated by a distance H along the y direction. Periodic boundary
conditions are applied in the x, y directions and the total size of the considered computational domain
is 16.97σ, 34.64σ and 6.54 in the x, y and z direction, respectively.

The interatomic interactions of the wall and fluid particles are modelled by the shifted Lennard-Jones
(LJ) potential and for a pair of atoms i and j with distance rij the potential is:

(1) V LJ
ij = 4ε

[(
σ

rij

)12

−
(

σ

rij

)6

−
(

σ

rc

)12

+
(

σ

rc

)6
]

where ε is the characteristic energy level, σ is the molecular length scale and rc is the cut-off distance.
For the scope of this study liquid Argon particles are simulated particles with mass m, ε = 120K/kB

and σ = 0.34nm with density ρf = 0.8 mσ−3, cut off distance rc = 2.2 σ. The parameters for the
wall fluid interaction are εwf = 0.2 ε and σwf = 0.72 σ.

Each wall consists of 528 atoms and the fluid of a total number of 2640 liquid Argon particles. The time
step used in all the simulations is δt = 5 · 10−4τ , where τ is the characteristic time τ =

(
mσ2/ε

)0.5,
and the simulations have been performed for 2, 5 · 106 time steps to reach steady state and another
2, 5 · 106 time steps for averaging.

For the scope of the current study two wall models are examined. In both models the walls are simulated
as (111) fcc planes with density ρw = 4.0 mσ−3. The mass of the wall and fluid particles is equal and
the wall’s particles are attached to their equilibrium lattice sites with a non linear spring potential:

(2) Vw =
1
2
κr2

where κ is the spring stiffness. The value specified for the stiffness κ should not allow the mean square
displacement of the wall atoms to be larger than the Lidemann criterion of melting [10, 6]. For the
current simulations two values κ = 100εσ−2 and κ = 600εσ−2 have been assigned for the spring.
The main difference between the two models is based on the wall’s thermalisation process. In the 1(st)
model a velocity rescaling thermostat [11] is applied to the entire solid wall whereas in the 2(nd) model
the thermostat is applied to every layer of the wall separately.

3. RESULTS

In the first test case the temperature on both upper and lower walls of the channel is kept constant
Tw = 1.1 εk−1

B . Two simulations for each wall model have been carried out for the two aforementioned
values of the spring stiffness κ = 100, 600 εσ−2. Figure 1 shows the temperature profiles based on
the corresponding numerical experiments. It can be identified the profiles obtained from simulations
where the 1st wall model has been encompassed, are not physically realistic and consistent. In the
current test case the temperature of the fluid along the channel is expected to remain constant and
equal to the walls’ temperature. In the case where the 1st wall model is applied, although the fluid’s
temperature remains constant, its value presents significant deviations compare to the one applied on the
walls. Furthermore, major deviations are also observed for the different values of the spring stiffness.
For the 2nd wall model, as shown in Figure 1, the temperature profiles, from both values of the bond
stiffness, remain constant and very close to the walls’ temperature. The motion of the fluid’s particles
is primarily experienced by the solid molecules that belong to the first wall layer. As a consequence,
the first solid layer has higher thermal velocity and higher temperature compared the averaged wall’s
values. Therefore, each of the layers has to be thermalised independently, to avoid any artifacts induced
in the thermal transport.

In the second test case a temperature difference is applied between the walls and specifically the temper-
ature for the lower and upper one is Tw,lower = 1.1 εk−1

B and Tw,upper = 1.3 εk−1
B respectively. Figure

2a shows the temperature distributions obtained when the 1st wall model is engaged. The outcomes are
not physically correct since the temperature remains constant, despite the temperature difference that

102



y/H

T
(ε

k B-1
)

0.2 0.4 0.6 0.8
0.9

1.1

1.3

1.5
1st model κ=100 εσ-2

1st model κ=600 εσ-2

2nd modelκ=100 εσ-2

2nd modelκ=600 εσ-2

Figure 1: Temperature profiles for the examined wall models with various spring stiffness, when the
same temperature is applied to both walls
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Figure 2: Temperature profiles for the examined wall models with various spring stiffness, when a
temperature difference is applied to the channel’s walls

is applied between the walls, and in the case of spring stiffness κ = 600 εσ−2 is outside the applied
temperature regime. Figure 2b shows the results obtained when the 2nd wall model has been employed.
The expected linear profile [5] is obtained. In addition a temperature jump is observed in the liquid
solid interface. This jump can be quantified through the thermal (Kapitza) resistance and it varies with
the spring stiffness, as shown in Figure 2b the temperature jump is higher for stiffness κ = 600 εσ−2.
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4. CONCLUSIONS

An investigation of the different thermal wall models employed in molecular simulations has been pre-
sented. Two wall types have been examined for two fundamental heat transfer test cases. In both models
the solid particles are attached to their equilibrium positions with a spring potential, and they are al-
lowed to vibrate aiming to mimic the thermal oscillations. The main difference in the two approaches
remains in the thermalisation process. The numerical experiments revealed that a thermostat has to be
applied in every solid layer separately in order to represent realistically the thermal transport. Further-
more, the simulations showed a temperature jump in the solid liquid interface which is related also to
the value of the bond stiffness of the wall.
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ABSTRACT 

The effects of dimension and heat loss on methane combustion in a rectangle microchannel are 
numerically investigated. A two-dimensional model is solved to study the volumetric reaction of the 
premixed methane/air mixture in the microchannel by using Fluent 6.2. A one step irreversible 
reaction is used. It is found that under the adiabatic condition, large height and thick walls of the 
channel result in high wall temperature and more uniform temperature distribution. While the effect 
of 0.4mm-thick walls on the combustion characteristics has a little difference from that of the 
0.8mm-thick walls. No oscillatory behavior is observed when the heat transfer coefficient is less 
than 50 W/(m2·K). With the increase of heat transfer coefficient on the external walls of the channel, 
the wall temperature and downstream fluid temperature decrease. However, numerical simulation 
also shows that when the heat transfer coefficient is 100 W/(m2·K), the steady flame is not obtained. 

Key Words: Micro-combustion, Methane, Dimensions, Heat loss. 

1. INTRODUCTION 

Microscale power generation devices are increasingly applied in many fields recently, such as 
micro-spacecraft, micro-satellite, soldier portable power applications, and many other miniature 
space systems. Due to the large energy density of hydrocarbons (40-50MJ/kg)[1], people try to use 
combustion producing energy to meet the needs of these miniature devices. However, as one could 
understand, it is still a great technological challenge to burn fuels stably and efficiently in a 
confined and very small space. With the decrease of the combustor size to the micro-scale level, the 
time available in the channel for the combustion reaction is very short. Moreover, the surface-area-
to-volume ratio for a micro-scale combustor is approximately two orders of magnitude larger than 
that of a typical combustor. The heat loss increases more rapidly than the heat production as the 
combustor size is reduced[2]. Therefore, homogeneous flames are often quenched when confined in 
the spaces with dimensions below 1-2mm[3]. Recent experiments have found flame could 
propagate stably in micro-combustor through preheating the feed or reducing heat loss to the 
surroundings[4-6]. While the mechanism of the flame stability and combustion characteristics of the 
micro-systems are poorly understood. 

The numerical approach was widely used in studying micro-combustion process. Many scholars 
studied the catalytic combustion in microtubes. Kim[7] investigated the propagation of premixed 
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flame in small tubes without considering the thermal conduction within the walls. Norton[3, 8] 
firstly investigated the effect of walls on microcombustion. They studied the effects of many factors 
on combustion characteristics and analyzed the flames stability of premixed methane/air and 
propane/air mixtures in channels. Zhong[9,10] studied the extinction limits of CH4/air premixed 
combustion in a microtube. They found the effect of heat transfer within the walls is significant and 
very important. The feeds are preheated by upstream heat transfer within the walls. This is 
necessary for flame ignition and stability. Whereas, the wall condutivity used in their model is small. 
In fact, the stainless steel is often used in engineering applications. Therefore, it is special 
importance to study the combustion characteristics in microchannels made of stainless steel. This 
paper intends to analyze the volumetric reaction of premixed methane/air mixture in rectangle 
channel in which the thermal conductivity of walls is 16.7 W/(m·K). Here we also take the heat 
conduction of the walls into consideration. 

2. MODEL 

The mixture of premixed methane/air are fed into a microchannel at a fixed velocity (v0=0.5m/s). 
The stoichiometric ratio of methane/air mixture is 1. A two-dimension symmetry section is the 
computational domain. The schematic is shown in FIGURE 1. In this figure, H is the height of the 
channel, L is the length and Lw is the thickness of the walls. Three different sizes of the rectangle 
microchannel are simulated, the height and the length are 0.6mm×10mm, 1.0mm×10mm and 
2.0mm×20mm, respetively. 

L

H/2

Lw

L

H/2

Lw

 
FIGURE 1. The computational domain. 

A two-dimensional parabolic model is solved to study the effects of dimension and heat loss on 
combustion characteristics. Control equations are omitted here. Radiation is not included in the 
model and the effects of viscous dissipation and mass forces are also not considered. Fluent 6.2 is 
used to perform all the simulations. The finite difference method is used to discretize the two-
dimension equations. The boundary and initial conditions are as follows. A fixed, uniform velocity 
profile is used at the inlet. Symmetry boundary condition is applied at the centerline of the channel. 
A fixed pressure condition is used at the exit. The Newton’s cooling law is applied at the external 
walls. At the interface between the wall and fluid, no-slip boundary conditions and coupled 
conditions are applied. The heat flux at the solid-fluid interface is computed using Fourier’s law. 
The continuity in temperature and heat flux links the fluid and solid phases. The thermal 
conductivity of the walls is set at 16.7 W/(m·K). The temperature of the inlet mixture is 300K.  
Because of the low Reynolds numbers(＜1000), the Laminar Finite Rate model is used for all 
simulations. 

3. RESULTS 

The study is based on the parabolic model. The initial time step size is 0.0005s. After about forty 
thousands steps, the time step size is adjusted to be 0.05s. In all simulations of this paper, the results 
are all at steady state. The time for reaching the steady state is different for different cases.  

3.1 The effects of the channel height on combustion characteristics 

Three channels whose height are 0.6mm, 1.0mm and 2.0mm, respectively are studied. FIGURE 2 
compares the influences of the channel height on axial temperature distribution and the reaction rate. 
As can be seen from this figure, increasing the channel height shifts the flame location downstream 
and increases the flame length. The maximum temperature also shifts to the down stream and 
decreases with the channel height. It is also disclosed that the smaller the height, the stronger the 
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reaction is. Furthermore the flame location is closer to the entrance as the height of the channel 
becomes shorter, and this in turn causes lower wall temperature and steeper temperature distribution.  
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FIGURE 2.  The profiles of (a) temperature; (b) reaction rate along the centerline. 
(The wall thickness is 0.2mm, the heat transfer coefficient on the external wall is 0 W/(m2·K)) 

3.2 The effects of wall thickness on combustion characteristics 

FIGURE 3 shows the influences of the wall thickness on the combustion characteristics. The 
thermal conductivity of the wall material is 16.7 W/(m·K) and is relatively large. The wall 
temperature distribution along the axial direction is relatively uniform. The thicker the wall, the 
more uniform the temperature. This is because the thicker wall has larger equivalent area for axial 
thermal conduction. However this effect decreases as the thickness increases. As one can see, 
though the combustion characteristics of the 0.2mm-thick wall channel and that of the 0.4mm-thick 
wall channel shows significant difference, there is only a very slight difference between the 0.4mm-
thick wall channel and the 0.8mm-thick wall. 
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FIGURE 3.  The profiles of (a) temperature ; (b) reaction rate along the central line. 
(The channel’s height is 0.6mm, the heat transfer coefficient on the external wall is 0 W/(m2·K)) 

3.3 The effects of heat loss on combustion characteristics 

In these simulations, the Newton’s cooling law is applied at the exterior walls. The heat transfer 
coefficient is set at 0, 5, 10, 16, 50, 100 W/(m2·K), separately. FIGURE 4 presents the axial profiles 
of temperature under different cooling conditions. As one may expect, the wall temperature and 
fluid temperature all decrease as the heat transfer coefficient increases. And furthermore, if the 
cooling is too strong, for example, when the heat transfer coefficient increases to 100 W/(m2·K), the 
numerical simulations reveal that no stable flame could maintain. 

4. CONCLUSIONS 

The effects of dimension and heat loss on microcombustion of methane/air in a microchannel are 
investigated by solving a two-dimensional parabolic model. The thermal conductivity of wall 
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material is set at 16.7 W/(m·K) and the premixed, stoichiometric methane/air mixture are fed to the 
rectangle microchannel at 0.5m/s velocity. It is found that under the adiabatic condition, large 
height and thick walls of the channel result in high wall temperature and more uniform temperature 
distribution. While the effect of 0.4mm-thick walls on the combustion characteristics has a little 
difference from that of the 0.8mm-thick walls. No oscillatory behavior is observed when the heat 
transfer coefficient is less than 50 W/(m2·K). With the increase of heat transfer coefficient on the 
external walls of the channel, the wall temperature and downstream fluid temperature decrease. 
However, numerical simulation also shows that when the heat transfer coefficient is 100 W/(m2·K), 
the steady flame is not obtained. 
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FIGURE 4.  The profiles of (a) temperature along the centric axis; (b) temperature along the walls. 
( The wall thickness is 0.2mm, the channel’s height is 0.6mm.) 
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ABSTRACT

In this paper, numerical modeling of Joule heating in electroosmotic flows in a T-mixer is described in
some detail. The finite element method is used for the spatial discretization along with the characteristic
based split (CBS) time discretization. A new non-dimensional scaling is also introduced. The non-
dimensional scales and the numerical algorithm are demonstrated by solving the electroosmotic flow
and heat generation in a T-mixer.

Key Words: Micro channel flows, electroosmosis, heat generation, biomedical applications, numerical
modeling.

1. INTRODUCTION

Electro-osmotic flow (EOF) has been a basis for designing certain types of biomedical and micro-
cooling devices for several years. EOF is used as pumping, valving, mixing, splitting and delivering
mechanisms in ”lab-on-chip” devices for biological and chemical analyses and medical diagnoses[1].
It is also used in cooling of electronic equipment[2]. In both these applications, Joule heating can be
a factor in the design. In biological applications, increased use of low cost, but poor heat conducting
materials[3], poses the problem of heat dissipation. In electronic cooling applications, Joule heating
increases the temperature of the coolant and imposes an extra burden on the cooling system. Thus,
Joule heating and it’s the dissipation are of one of the major challenges currently faced by heat transfer
engineers. Numerical modelling of Joule heating helps to estimate the approximate increase in the
electrolyte temperature and thus leads to a better device design to dispose the heat generated.

A small number of modelling studies have been reported on Joule heating in EOF and different non-
dimensional scalings have been adopted in these studies [4-8]. Though the scalings used in these works
are correct, some of them may not always be convenient and they are not sufficiently general to use.
Thus, we use a non-dimensional scaling scheme that is often adopted in the natural convection and
conjugate heat transfer studies[9]. This scaling is general and it does not change with the boundary
conditions or other variable parameters.

The objective of the present work is thus to introduce the new non-dimensional scales and also to
solve the heat generation problem using the implicit-explicit approach[10]. Section 2 introduces the
governing equations and the non-dimensional scales. The numerical algorithm is briefly presented in
Section 3. Section 3 provides some results to demonstrate the non-dimensional scales and the numerical
algorithm proposed.

2. GOVERNING EQUATIONS AND SOLUTION ALGORITHM

2.1. Governing Equations. Following scales are selected to non-dimensionalise the governing equa-
tions.

φ∗ =
φ

φ∞
;ψ∗ =

ψ

φ∞
;β∗ =

βL∞
α∞

; u∗ =
uL
α∞

;

t∗ =
tα∞
L2
∞

; p∗ =
pL2

ρα2
∞

;T ∗ =
T − T∞
T∞

(1)
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where

(2) α∞ =
k∞

(ρcp)∞

and the subscript ∞ indicates a reference quantity. Assuming φ∞ = kbT∞/ze and substituting the
above scales, we obtain the non-dimensional form of the equations as:

Laplace equation:

(3) ∇. (λ∗∇φ∗) = 0

where λ∗ = λ/λ∞. Poisson-Boltzmann equation:

(4) ∇. (ε∗∇ψ∗) = ka2sinh(
ψ∗

T ∗ + 1
)

where

(5) ε∗ =
ε

ε∞
; ka = (

2n0z
2e2L2

∞
ε∞ε0kbT∞

)
1
2

The non-dimensional form of the momentum equation is

(6)
(
∂u∗

∂t
+ u∗.∇u∗

)
= −∇p∗ + Pr∇.τ∗ + J sinh

(
ψ∗

T ∗ + 1

)
∇φ∗

where

ν∗ =
ν

ν∞
; J =

2n0kbT∞L
2
∞

α2
∞ρ

;Pr =
cpµ∞
k∞

; τ∗ = ν∗
(
∇u∗ +∇u∗T

)
(7)

Finally, the non-dimensional form of the energy equation may be written as

(8)
(
∂T ∗

∂t∗
+ u∗.∇T ∗

)
= ∇. (α∗∇T ∗) + Ju λ∗|∇φ∗|2

where

(9) α∗ =
α

α∞
; Ju =

λ∞k
2
bT∞

k∞z2e2
;λ∗ =

λ

λ∞

In the present work, the electrical conductivity, viscosity and thermal conductivity are assumed to be
temperature dependent[9]. The important non-dimensional parameters identified above include the
Prandtl number, Pr, and the parameters J , Ka and Ju. As seen, these parameters are defined using
properties of the fluid and geometry that are known a priori for the electrolyte and the geometry used.
Thus, determining these parameters independent of each other is straight forward. Table 1 lists various
parameters, reference quantities and their values.

TABLE 1. EOF and Joule heating parameters.

Parameter Value
α∞ 0.146 × 10−6 m2/s
ε∞ 78.5
J 0.1 - 220 (micro-channel size between 1µm to 100 µm)
Ju 0 - 10−2 (depending on the reference electrical conductivity)
ka 10 - 80
k∞ 0.6138 W/mK
λ∞ 0.2 S/m
ν∞ 0.8666 × 10−6 m2/s

φin; φout 134.4; 0.0 (equal to an electric field of 11.679 kV/m)
Pr 5.877
ζ -3.7 (corresponding dimensional value is 95 mV)
T∞ 298 K
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(a) EOF potential (b) Horizontal velocity (c) Vertical velocity (d) Temperature

FIGURE 1. EOF and Joule heating in a T-mixer. Contours of variables.

FIGURE 2. EOF and Joule heating in a T-mixer. Temperature contours

2.2. Solution Procedure. We solve the electric field equations using a GMRES solver[10]. To over-
come standard difficulties, a fractional step algorithm involving three steps and the energy equation
may be written as (asterisks are dropped from the non-dimensional equations for simplicity)

Step1: Intermediate momentum

(10)
(

∆ũ
∆t

+ un.∇un
)

= Pr∇.τn+θ1 + J sinh
(

ψ

T + 1

)n+θ

∇φn+θ

where ∆ũ = ũ− un and ũ is an intermediate velocity field. Step2: Pressure calculation

(11) (1− θ2)
(

1
β2

)n ∆p
∆t
−∆t∇2pn+θ2 = −∇.ũ

Step3: Momentum correction

(12)
un+1 − ũ

∆t
= −∆pn+θ2

Energy equation:

(13)
(

∆T
∆t

+ un.∇Tn
)

= ∇.
(
α∗∇Tn+θ1

)
+ Ju

(
λ|∇φ|2

)n+θ

In the above equations θ1 and θ2 vary between 0 and 1 depending on whether equations are treated
explicitly, implicitly or semi-implicitly. All the results given in the present work are generated by
assuming θ = θ1 = θ2 = 0[9,11].

3. RESULTS

EOF and heat generation in a two-dimensional T-mixer is studied here. The total length and width of
the mixer are ten times the width of the inlet or exit sections. The mixer is symmetric with respect to
the vertical central axis. The electrolytes used at the two horizontal inlets are assumed to be identical
for demonstration purposes. All the other properties used are given in Table1.

A total of more than one hundred thousand finite elements are used to generate the finite element
mesh. The temperature boundary conditions used are zero non-dimensional temperature at the inlet
and insulated boundary conditions on all the remaining surfaces including the exit. All the walls are
prescribed with a constant zeta potential value and an external electric field is introduced between the
inlets and exit.
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Figure 1 shows the contours of EOF potential, velocity components and the temperature. As expected
the distribution of variables is symmetric with respect to the vertical central axis due to the identical
electrolytes assumed at both the horizontal exits. The high EOF potential gradient clearly introduces
a very high velocity gradient all along the walls of the T-mixer. The full details of the temperature
distribution are shown in Figure 2. In addition to the given parameter in Table1, a Ju value of 0.00001
is used in the calculation. The increase in temperature for the above parameters is approximately 0.8oC.

4. CONCLUSIONS

A detailed modeling procedure for dealing with EOF based Joule heating was explained. The non-
dimensional scales used are clearly an improvement over the existing scales. The formulation shows
that the parameter Ju is the most important parameter in determining the heat generation.
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Università degli Studi di Udine, Dipartimento di Energetica e Macchine,

Via delle Scienze 208, 33100 Udine, Italy
carlo.nonino@uniud.it

Stefano Savino
stefano.savino@uniud.it

Stefano Del Giudice
stefano.delgiudice@uniud.it

ABSTRACT

A hybrid technique, which has the advantage of accounting for all three-dimensional features of the
flow field, but with a limited computational effort, is used for the solution of conjugate convection-
conduction heat transfer problems in a cross-flow micro heat exchanger. The key feature of the pro-
cedure is represented by the separate computation of the velocity field in single microchannels. Then,
such velocity fields are mapped onto a grid used to solve the thermal problem.

Key Words: Finite elements, conjugate heat transfer, micro heat exchangers.

1. INTRODUCTION

In most microscale thermal devices the area of the section of the solid material normal to the direction of
the flow is comparable to the area of the channel cross-section. Therefore, it has long been recognized
that the thermal performances of micro heat exchangers and heat sinks are strongly affected by the
coupling of the heat conduction taking place in the solid walls and of the forced convection inside the
flow passages [1].

Results of numerical simulations can give a useful support to experimental work, but, due to limited
computational resources, the numerical solution of a complete micro heat exchanger has only seldom
been carried out in the past [2, 3]. In general, the computational domain only corresponds to one or two
microchannels and allows the analysis of the thermal behaviour of dissipators or of parallel-flow and
counter-flow micro heat exchangers [4, 5].

In this paper, as an alternative to massive CFD, a hybrid technique [6], which has the advantage of
accounting for all three-dimensional features of the flow field, but with a limited computational effort,
is proposed for the solution of conjugate convection-conduction heat transfer problems in cross-flow
micro heat exchangers.

2. STATEMENT OF THE PROBLEM AND MATHEMATICAL MODEL

The cross-flow micro heat exchanger considered here consists of a number of layers of 10 square mi-
crochannels each, as shown in Fig. 1(a). For the sake of simplicity, in this analysis the hot and cold
fluids are assumed to have the same (constant) thermophysical properties. Moreover, the same mass
flow rate is also assumed in all the microchannels, which all have the same height H (equal to their
width). The thicknesses of the solid walls, both between two adjacent microchannels of the same layer
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and between to adjacent layers, is equal to H/2. The length of the microchannels is 15H . If only
the part of the micro heat exchanger away from the external surfaces is considered, the computational
domain, because of the existing symmetries, can be limited to two half-layers as illustrated in Fig. 1(b).

The adopted solution procedure implies a separate computation of the velocity field in single microchan-
nels. Then, such velocity fields, which, in the present case are all equal, are mapped onto a grid used to
solve the thermal problem [6]. Thus, a very efficient finite element procedure is first employed for the
step-by-step solution of the parabolised momentum equations in a domain corresponding to the cross-
section of each microchannel, which is discretized using a sufficiently fine grid [7]. Provided that the
axial diffusion of momentum can be neglected, such an approach is very advantageous with respect to
the one based on the steady-state solution of the elliptic form of the Navier-Stokes equations in a three-
dimensional domain corresponding to the whole duct because of the high value of the ratio between
the total length and the hydraulic diameter. Then, the three-dimensional hydrodynamically developing
velocity field thus determined is mapped onto the parts of the three-dimensional mesh corresponding
to the flow passages in the grid used to discretize the entire domain (solid and fluid parts) for the finite
element solution of the steady-state energy equation. However, before solving the energy equation, the
fulfilment of the discrete mass conservation constraint for the velocity field mapped onto the new grid is
obtained by solving a Poisson equation for a velocity correction potential which allows the calculation
of appropriate velocity corrections. This technique is standard in the context of fractional step methods,
which are often used to solve the continuity and the Navier-Stokes equations.

As the velocity field is determined before the conjugate thermal problem is solved, the energy equation
is the only equation that needs to be solved in a large and complex domain. This, of course, allows
significant savings in computer time with respect to a situation where the Navier-Stokes equations also
had to be solved in their elliptic form in the same domain. It must be pointed out that, even if here
the same cross-sections, fluid thermophysical properties and mass flow rates have been assumed for all
the microchannels, the procedure is much more general. In fact, if this is not the case, it is sufficient
to determine and appropriately map a different velocity field for each combination of microchannel
cross-section, fluid properties and mass flow rate.

3. RESULTS AND DISCUSSION

In this demonstrative analysis, two values of the Reynolds number (Re = 100 and 200), chosen among
those typical of microchannel applications, are considered together with a Prandtl number Pr = 5 for
both fluids and six values of the ratio ks/kf of the solid wall to fluid thermal conductivities, namely,
ks/kf = 2.5, 8, 25, 80, 250 and 800. In particular, the first value has been selected to show the
behaviour of the micro heat exchanger when walls are made of a low thermal conductivity material. The
third and fifth ones, instead, have been chosen because they are representative of a condition where, if
the fluid is water, the microchannel wall is made of stainless steel (ks/kf = 25) or of silicon (ks/kf =
250). The last value (ks/kf = 800), instead, corresponds to the combination silicon–refrigerant fluid.

The computational domain, whose overall size (width×height×length) is 15H × 1.5H × 15H , is dis-
creditezed using a non-uniform mesh of 240 × 24 × 240 eight-node hexahedral (brick) elements, with
a total of 1, 452, 025 nodes. There are 16 subdivisions across each microchannel and 8 subdivisions
across each solid wall separating two adjacent flow passages or layers. The two-dimensional domain
where the parabolized Navier-Stokes equations are integrated corresponds to one half of the cross-
section of one microchannel and is discretized using 60 × 30 bilinear elements, with sizes gradually
increasing with increasing distance from the walls, with a total of 1891 nodes. The values of the di-
mensionless step Δx/H adopted to march forward in the axial direction range from 1 × 10−4, at the
microchannel inlet, to 1× 10−2, at the outlet. Appropriate boundary conditions are applied to take into
account that all external surfaces are considered adiabatic and that the hot and the cold fluids enter the
microchannels at the temperatures th and tc, respectively.

Sample results are shown in Figs. 2 to 4. The temperature distributions on five planes in the computa-
tional domain are reported in Fig. 2 for both Reynolds numbers and for ks/kf = 2.5 and 25 (expanded
scale in the vertical direction). Those for higher values of ks/kf are not shown since, in this case, the
solid wall is nearly isothermal.
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FIGURE 1. Cross-flow micro heat exchanger: (a) sketch of the geometry; (b) compu-
tational domain.

(a) (b) (c) (d)

FIGURE 2. Temperature distributions on different planes in the computational domain
(expanded scale in the vertical direction): (a) Re = 100 and ks/kf = 2.5; (b) Re =
200 and ks/kf = 2.5; (c) Re = 100 and ks/kf = 25; (d) Re = 200 and ks/kf = 25.

Tb Tb

 / x H  / x H
(a) (b)

ks /kf  =  800

2.5

ks /kf  =  800

2.5

0.25

0.20

0.15

0.10

0.05

0.00
 15 10 5 0

0.25

0.20

0.15

0.10

0.05

0.00
 15 10 5 0

FIGURE 3. Axial distributions of the dimensionless bulk temperature Tb in different
microchannels of the cold layer: (a) Re = 100; (b) Re = 200.
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FIGURE 4. Minimum (Tbo,min), maximum (Tbo,max) and stream (T bo) dimensionless
outlet bulk temperature of the cold fluid: (a) Re = 100; (b) Re = 200.
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The axial distributions of the dimensionless bulk temperature

(1) Tb =
tb − tc
th − tc

in all the microchannels of the cold layer are reported in Fig. 3 for ks/kf = 2.5 and 800 and the
considered values of the Reynolds number. For a given axial position x/H , higher values of Tb refer to
the microchannles closer to the inlet of the hot fluid. Obviously, higher values of Tb are also obtained
for larger values of ks/kf and lower values of Re. It must be pointed out that, since the heat capacity
rates are the same for all the microchannels of both the hot and cold streams, the dimensionless bulk
temperatures of the hot fluid is the complement to one of that of the cold fluid at the same axial position.

Finally, the minimum and maximum values (Tbo,min and Tbo,max) of the dimensionless bulk tempera-
tures (Tbo)i at the outlet of the microchannels of the cold layer are shown in Fig. 4 for different values
of ks/kf , together with the dimensionless outlet bulk temperature of the whole cold stream

(2) T bo =
tbo − tc
th − tc

=
1
10

10
∑

i=1

(Tbo)i

As expected, the temperature difference Tbo,max−Tbo,min reaches its maximum for intermediate values
of the ratio ks/kf , since it must tend to zero both for ks/kf → 0 (zero flux, i.e., (Tbo)i = 0 for all the
microchannels of the cold layer) and ks/kf → ∞ (isothermal walls at T = (t − tc)/(th − tc) = 0.5).
It must be pointed out that, in this case, the value of T bo coincides with that of the effectiveness ε of the
micro heat exchanger which can be expressed as

(3) ε =
tbo − tc
th − tc

= T bo

As can be seen, also the effectiveness of the micro heat exchanger reaches a maximum for intermediate
values of the ratio ks/kf .

4. CONCLUSIONS

As an alternative to massive CFD, a hybrid technique, which has the advantage of accounting for all
three-dimensional features of the flow field, but with a limited computational effort, has been employed
for the solution of conjugate convection-conduction heat transfer problems in cross-flow micro heat
exchangers. Future plans include the application of this efficient method to more systematic analyses
of micro heat exchangers of the same type.
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ABSTRACT 

Vortex shedding from a transversely oscillating circular cylinder confined in a channel and its 
effect on the wall heat transfer of a channel under constant heat flux wall boundary condition 
are studied by utilizing an arbitrary Lagrangian Eulerian formulation based on h/p finite element 
algorithm. The numerical method exhibits spectral accuracy and allows large mesh deformation 
in the computational domain. The simulations are performed at Re=100 for a fixed maximum 
cylinder displacement of 0.4 times the cylinder diameter. For all these cases, blockage ratio is 
equal to 1/3. The simulation results show that the vortex shedding from the cylinder increases 
the heat transfer levels significantly. The transverse oscillation of the cylinder creates strong 
vortices close to the walls which results in an effective heat transfer mechanism from the 
channel walls. Numerical simulation results, conducted for a wide range of cylinder excitation 
frequencies, show that the highest heat transfer enhancement is arisen for the cylinder 
oscillation to natural vortex shedding frequency ratio of 0.75. 

Key Words: Heat Transfer, Transverse Oscillation, Vortex Dynamics, Vortex Shedding 

1. INTRODUCTION 

The thermal performance of cooling systems can be substantially improved by various 
augmentation techniques. Heat transfer enhancement is often obtained by geometric 
modifications of the wall boundaries. For example, casting artificial roughness or putting 
obstacles on the solid boundary can substantially increase the wall heat transfer coefficient [1]. 
Such boundary modifications can generate vortices, which increase mixing, reduce the thickness 
of the thermal boundary layer, and thereby enhance heat transfer. Since the fluid velocities and 
characteristic length scales are relatively small in meso-scale heat transfer devices, flow 
Reynolds number is low or moderate. Therefore, these devices are operating at laminar 
condition usually. Moreover, the lengths of these devices are long enough that the flow is 
considered to be hydro-dynamically fully-developed. Utilizing a proper vortex generation 
mechanism can effectively enhance heat transfer in such devices [2-6]. When the cylinder is 
forced to oscillate in the cross-flow direction with a frequency that is in the vicinity of natural 
vortex shedding frequency, the vortex shedding synchronizes with the cylinder movement [7-9]. 
This synchronization condition is known as lock-in, and the cylinder excitation frequencies that 
yields this state is called primary lock-in regime. The main objective of the present study is to 
enhance the heat transfer in a straight channel by utilizing the vortex shedding mechanism from 
an adiabatic circular cylinder, which is subjected to forced transverse oscillation in cross flow 
direction at Re =100. The influences of the vortex dynamics on heat transfer from the channel 
walls, which are under constant heat flux, were studied systematically for wide range of cylinder 
excitation frequency values.  
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2. GOVERNING EQUATIONS AND NUMERICAL METHOD 

The simulations presented here are based on the numerical solutions of two dimensional, 
unsteady, incompressible Navier-Stokes equations and energy equation in a moving domain. 
For a Newtonian fluid, non-dimensional Navier-Stokes equations are as follows: 

21
( ) p

t Re

∂
+ − ⋅∇ = −∇ + ∇

∂

u
u w u u

 

(1) 

The velocity field obtained from Eq. (1) satisfies the continuity equation written below. 
.0=⋅∇ u  (2) 

In a moving domain, non-dimensional form of the energy equation is as follows: 

T
Pe

T).wu(
t

T 21
∇=∇−+

∂

∂
 

(3) 

where Pe can be written in terms of Re and Pr as below: 

Pr.Re
UD

Pe =
κ

=  
(4) 

In order to solve Eqs (1)-(3) in a moving domain, an arbitrary Lagrangian Eulerian (ALE) 
formulation based on h/p finite element algorithm is utilized in this study [10]. The algorithm 
uses third order time accurate operator splitting scheme [11-12]. 
 

3. PROBLEM DEFINITION 

 

FIGURE 1. Details of the mesh that is utilized for the simulation of a flow past an oscillating 
circular cylinder confined in a straight channel, and the channel dimensions  

The numerical mesh and the dimensions of the physical domain are depicted in Fig. 1. As can 
be seen from the figure, a circular cylinder that has a diameter of D, is surrounded by 314 
triangular elements and the remaining portion of the computation domain is discretized into 232 
quadrilateral elements. The centre of the cylinder is 4D and 1.5D away from the inlet and the 
channel walls, respectively. It is assumed that fully developed flow, which is parabolic in shape 
with a maximum velocity of 1.5 times the mean velocity, enters the channel with a constant 
temperature of T = 0.0. The cylinder is located at the centreline of the channel (y = 0.0) at t = 
0.0, and it is subjected to a forced oscillation in cross-flow direction according to 

)tsin(yy max ω=  where ymax is equal to 0.4D. On all of the solid boundaries, no-slip boundary 

conditions are applied. Zero heat flux ( q˝ = 0.0) and constant heat flux, q˝ = 1.00, are applied 
on the cylinder surface and the channel walls, respectively. At the channel outlet, 31D away 
from the inlet, zero Neumann boundary conditions are applied for both velocity and 
temperature. For all of the simulations presented here, flow Reynolds number that is based on 
the cylinder diameter and average inlet velocity, is kept constant to be 100, while Pr number is 
1.  The simulation results showed that the solutions are grid independent for the polynomial 
discretization order of 7th and higher.  

4. RESULTS 

Computations were performed for fixed amplitude of 0.4·D and various frequencies. Fig.’s 2.(a) 
(c) and (e) respectively show the snapshots of vorticity contours for an oscillating cylinder 
confined in channel for F = 0.75, F = 1.00 and F = 1.25 at the instant when the cylinder passes 
the centreline during its upward motion. It is seen that the vortices are shed from the upper and 
lower sections of the cylinder and their size is larger than those found for non-oscillating 
cylinder. An interesting feature which can be observed from the vorticity contours is the fact 
that the vortices for F = 0.75 (Fig. 2(a)) are formed closer to the channel wall compare to those 
of F =1.0 and also F = 1.25. 
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FIGURE 2: Vorticity and temperature contours for flows with F=0.75 (a), (b), 1.00 (c), (d) and 
1.25 (d), (e) at Re=100, Pr=1.00 

In order to show how vortex shedding from the oscillating cylinder influences the wall heat 
transfer, the corresponding temperature contour snapshot are presented in Figs 2.(b), (d) and (f). 
It is observed that the vortex street formed at the cylinder downstream substantially influences 
the thermal boundary layer development downstream of the cylinder. The shape of the thermal 
boundary layer is kind of corrugated shape. This is due to the recirculation motion of the 
vortices, which as they convect downstream; they transport the hot near-wall fluid to the main 
stream and vice versa. Qualitative comparisons of temperature contours shows that for F=0.75 
(see Fig. 2(b)), the thickness of the thermal boundary layer is less than those for F = 1.0 and 
1.25. This feature is consistent with the vorticity contours shown in Fig. 2 where the vortex 
cores for F = 0.75 are closer to the channel walls than those for higher frequencies.  
The variations of time-averaged Nusselt number along the walls of the channels that have 
oscillating cylinder with F=0.75, 1.00, 1.25 and stationary cylinder are presented in Fig. 3 for 
comparison. It appears that oscillation of the cylinder does not significantly affect Nusselt 
number distribution upstream of the circular cylinder. On the hand, oscillation of the obstacle in 
cross-flow direction causes higher Nusselt number levels at cylinder downstream. This is 
because the vortices transport the low-temperature and high-speed core flow toward the heated 
regions of the channel. Also, the high-temperature wall flow is carried away from the heated 
regions of the channel to mix with the low-temperature core flow by transverse vortices. It is 
seen that the best heat transfer enhancement is obtained for frequency ratio of F = 0.75. This is 
because, as shown in Fig. 2 at this frequency ratio the vortices are closer to the heated walls.   
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FIGURE 3. Time averaged Nusselt number variations along the channel walls for straight 
channel, stationary and oscillating cylinder confined in the channel at Re = 100, Pr = 1.0. 

5. CONCLUSIONS 

Vortex shedding from an oscillating cylinder confined in a channel can increase heat transfer 
from the wall. The level of heat transfer enhancement depends on the strength and the location 
of vortices respect to the wall. The maximum heat transfer coefficient and the lowest wall 
temperature is obtained for a circular cylinder with oscillating in the lock-in region at a 
frequency ratio of F=0.75. 
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ABSTRACT 

An algorithm for free surface simulations with the lattice Boltzmann method is presented. The 
method is chosen for its computational efficiency and ability to deal with complex geometries. 
Topic of the present research is the validation of the developed code with a typical case of 
environmental-hydraulic interest (i.e. dam break). A comparison with experimental result is 
performed. 

 

Key Words: free surface, Lattice Boltzmann, BGK, hydraulic applications 

1. INTRODUCTION 

A potential candidate for detailed hydraulic simulations is the Lattice Boltzmann Method (LBM), 
which is emerging as an alternative to Navier-Stokes equations for the computational modelling of a 
wide variety of complex fluid flow problems. The macroscopic fluid dynamics is solved through a 
mesoscopic kinetic approach in which all details of molecular motion are removed except those that 
are strictly needed to recover hydrodynamic behaviour at the macroscopic scale (mass, momentum 
and energy conservation). Its major advantage is the simple form of the governing equations 
system, which is easy to implement and natural to parallelize. To simulate the typical hydraulic two 
phase problems, the LBM is combined here to the Volume Of Fluid (VOF) method, which is a 
surface-tracking technique applied to a fixed Eulerian mesh. 

2. NUMERICAL MODEL 

The Lattice Boltzmann Equation simulates transport phenomena by tracking the evolutions of 

density distribution functions (or populations), ( )texf i ,,  that describe the probability to find a system 

of particles at site x , at time t and with velocity e .  
The general form of the Lattice Boltzmann Equation (LBE) reads as follows: 

( ) ( ) ( ) ( )[ ]txftxf
t

Fttxftttexf
eq

iiiiii ,,,, −
∆

=⋅∆+−∆+∆+
τ

      (1) 
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where Fi is an external force. The right hand side of eq. (1), called local collision operator, describes 
the particle density change due to collisions via a single–time relaxation towards local equilibrium 

eqf  (local Maxwellian expanded to second order in the fluid speed) on a typical timescale τ (called 
BGK approximation [2]). The velocity space is drastically reduced to only a few discrete points by 
assuming that at each site the particles can only move along a finite number of directions, described 
by a finite set of discrete particle velocity vectors. In this paper, the 9-bit bidimensional model 
(D2Q9) will be used [3]. 
The implemented algorithm consists of two steps: streaming and collision [4]. 

− Streaming: all the distribution functions are advected with their respective velocities to their 
neighbour lattice site. 

( , ) ( , )in out

i i if x t f x e t t t= − ⋅ ∆ − ∆  (2) 

− Collision: after advection the particle distribution functions approach their equilibrium 
distributions due to a collision step 

( , ) ( , ) ( ( , ) ( , ))out in in eq

i i i i i

t
f x t f x t f x t f x t t F

τ

∆
= − − + ∆ ⋅

 (3) 

In eqs. (2) and (3) the incoming and outgoing distribution functions (i.e. before and after collision) 

are denoted with inf  and outf , respectively.  

The macroscopic density ρ and the velocity u  are easily computed as: 

∑
=

=
9

1i

eq
fρ , ρ∑

=

=
9

1i

eq
i feu   

In the limit of weak departures from local equilibrium, i.e. small Knudsen numbers, and near the 
incompressible limit, i.e. small Mach numbers, it can be shown through a Chapman-Enskog 
analysis that the above formulation recovers the dynamic behaviour of a fluid with pressure 

ρ2
scP =  and a kinematic viscosity ( )22 tcs ∆−= τυ , being cs the lattice sound speed.  

The simulation of free surfaces requires a distinction between liquid and no liquid regions. In order 
to track the motion, a layer of interface cells between liquid and no liquid regions is introduced [5, 
6]. It is important to notice that direct state changes from liquid to gas and vice versa are not 
possible. Hence, liquid and gas cells are only allowed to transform into interface cells whereas 
interface cells can be transformed into both gas and liquid cells. The simulation and tracking of the 
free surface consists of three steps: the computation of the interface movement, the boundary 
conditions at the gas-liquid interface, and the re-initialization of the cell types. 
The movement of the gas-liquid interface is tracked by the calculation of the mass that is contained 
in each cell. For this two additional values need to be stored for each cell, the mass m and the liquid 
fraction ε (the portion of the cell is filled with liquid fluid) 

 

                                                                                                              (5) 

  G: Empty cells, L: liquid cells, I: Interface cells 

 

The mass m is related to ε as follows: 

m ε ρ= ⋅  (6) 

For liquid cells the mass exchange in the i-th direction is given by:  

( ) 0,

( ) 1,

0 ( ) 1,

x x G

x x L

x x I

ε

ε

ε

= ∀ ∈


= ∀ ∈
 < < ∀ ∈
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( , ) ( , ) ( , )i j i im x t t f x c t f x t∆ + ∆ = + −
 (7) 

For interface cells, the mass can be exchanged in the common area :  

( , ) ( , )
( , ) ( , ) ( , ) *

2
i i i i

i j i i

x c t x t
m x t t f x c t f x t

ε ε+ +
 ∆ + ∆ = + − 

 (8) 

3. VALIDATION OF THE ALGORITHM BY EXPERIMENTAL RESULTS. 

To check the ability of the algorithm to model extreme wave conditions, a breaking dam problem 
was simulated and compared to measurements from a wave tank. The test section of the tank is 4.6 
m long, 0.5 m deep, and 0.3 m wide. 
A removable wall is installed across the middle of the tank. Before the start of the experiment, the 
left-hand section is left empty and the right-hand section is filled with water up to a level of 0.46m. 
The wall is then abruptly removed, causing the water block to disintegrate and a fast running wave 
to be generated. The water shoots up, splashing against the top of the tank. The initial wave breaks, 
but a reflected wave begins to propagate in the opposite direction. In the experiment, the waves 
were followed for more than 10 seconds, which corresponds to about 3 full reflections. The 
simulation, compared with pictures deriving from the experimental results, shows a good agreement 
with the real behaviour (see figures 1 and 2).  
The time evolution of water surface level has been evaluated for 4 vertical cross sections of the 
tank, located as reported in table 1. 

In figure 3 the time evolution of water level at the study cross section is reported.  Figure 4 shows 
the time evolution of water surface difference between section X4 and X3. 

 

 

FIGURE  1: Real dam break (picture) and simulation’s (red line) results 

 

h(m) 

l(m) 
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FIGURE  2: Comparison between computed and experimental results for  time T1-T8. Continuous 
line: real water surface level,  dashed line: simulated water surface level 

 
Cross Section X1 X2 X3 X4 
Position (m) 0 2.3 3.8 4.6 
TABLE 1: Location of reference Cross Sections X1, X2, X3, X4 

 

 

FIGURE  3: Water surface level at different time steps for sections X1, X2, X3 X4. Real behaviour: 
dashed line. Numerical results: continuous line 
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FIGURE: 4:  Water level difference between X4 and X2. Real behaviour: dashed line. Numerical 
results: continuous line 
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ABSTRACT

Two- and three- dimensional models of the lattice Boltzmann method (LBM) are applied for fluid flow
through a simulated fragment of a porous medium with heat transfer. First, LBM results for drag and
lift coefficients as well as the vortex shedding frequency in flow past a circular cylinder are obtained
as a test case. Then, results for head loss (pressure vs. flow rate) are presented for a computer-created
porous medium and shown to compare favourably with the Darcy and Forchheimer laws. Thermal
problem is solved by adding internal energy density distribution function to the LBM for fluid flow.
First results for heat transfer are presented, both for heated cylinder and a fragment of porous medium.

Key Words: porous media flow, heat transfer, LBM, coking.

1. INTRODUCTION

Coking plants are widely used in coal processing industry to obtain chemically cleaner coal (coke) and
other products. From the fluid thermomechanics point of view, coking occurs in a bed of granular
material (coal grains) that upon heating becomes a uniform porous medium. During coking process
complicated phenomena occur at the level of a single grain (pore). They include fluid flows through
deposit, thermal conduction, chemical reactions, plastic deformation of medium coupled with the tem-
perature increase, and others. Seems that none of them can be effectively simulated by more traditional
CFD methods, mostly because of complicated geometry of the domain.

Our longer-term objective is the physically sound simulation of the coking process. As an efficient
numerical approach to simulation at the mesoscale or representative element of volume (REV) level,
we have chosen the lattice Boltzmann method. The REV in present paper has been constructed in
a simple manner: positions and radii of grains (pores) are randomized, but no distribution function
of geometrical properties of natural medium has been used so far. As shown in the following, the
LBM can be used with success for flow simulation, alike more traditional methods in fluids dynamics;
additionally, we are also able to solve thermal problems.

2. GOVERNING EQUATIONS FOR LBM AND IMPLEMENTATION ISSUES

The LB method solves the Navier-Stokes equations for a viscous fluid in the incompressibility limit.
This is done through the computation at the mesoscopic level and subsequent averaging [1, 2]. Using
the Bhatnagar-Gross-Krook (BGK) approximation, the non-dimensional Boltzmann kinetic equation is
written for the distribution function fα in the discretized directions (identified by ~eα unit vectors):

(1) fα(~r + ~eα, t+ δt)− fα(~r, t) = −τ−1
ν (fα(~r, t)− feqα (~r, t)),

where the local equilibrium distribution function feqα is approximated by (~u is the mesoscale velocity):

(2) feqα = εαρ

(
1 + 3 ~eα · ~u+

9
2
( ~eα · ~u)2 −

3
2
(~u)2

)
,

εα is weight coefficient. The viscous relaxation time is τν = 3ν+1/2 (general form is given in [2]); the
lattice streaming speed is equal one and the speed of sound cs = 1/

√
3. Correctness of implementation
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of LB method into the working software was proved by numerical experiments (laminar pipe flow with
periodic inlet/outlet). Then, we have considered vortex shedding in a flow past a circular cylinder in
function of Reynolds number. We have computed drag and lift coefficients, Cd and Cl, out of the force
~F exerted by the flow on the obstacle, using equations:

(3) ~F =
∫
S
τ̂~nds where ~F = Fd ~j⊥ + Fl ~j‖ and Cm = 2

Fm
πru2

oρ
,

where m ∈ {d, l} correspond to drag and lift and Uo~j‖ is velocity of undisturbed flow. Stress tensor
τ̂ (for incompressible Newtonian fluid) was computed at nodes which form a surface of the obsta-
cle. These nodes are also part of flow, so the Boltzmann kinetic equation is still used there. Spa-
tial derivatives of velocity (needed to compute τ̂ in equation 3) are calculated with the finite dif-
ference scheme of second order. In considered flow cases we have used half-way bounce-back no-
slip boundary conditions for obstacles. At the domain boundaries (parallel to the main flow direc-
tion) periodicity conditions were imposed. At the inlet, we gave a uniform velocity profile with un-
known distribution functions calculated from non-equilibrium condition, fneqα = fneqβ (where α, β
meet ~eα = − ~eβ). At the outlet, unknown distribution functions were calculated from extrapolation
condition [3]: fα(~x, t) = 2fα(~x− ~eαδt, t)− fα(~x− 2 ~eαδt, t).

As the second milestone, we have chosen to compute pressure drop curves in a simulated porous
medium in function of flow rate corresponding to Darcy-Forchheimer equation. Last series of ex-
periments provide the Nusselt number in function of Reynolds (Re) and Prandtl (Pr = ν/α) numbers
and change of Nusselt number in time. The results are presented in Sec. 3.

3. RESULTS FOR FLOW PAST OBSTACLES AND POROUS MEDIA FLOW

Main results for an unsteady flow over one obstacle include time records of drag and lift force (Fig. 1),
and the vortex shedding frequency. The computed curve of lift coefficient was next used to determine
the Strouhal number St = Nd/(tUo) in function of the Reynolds number (Tab. 1); Nd is the number of
lattice nodes per diameter of the obstacle, t number of time steps for a periodic solution.

mesh \ Re 75 100 200 250
190 x 380 0.176 0.189 0.214 0.221
240 x 480 0.175 0.188 0.212 0.219
300 x 600 0.175 0.188 0.213 0.220

TABLE 1. Computed Strouhal numbers for vortex shedding past a circular cylinder.

The second flow case considered was the flow over a number of obstacles (simulating REV, i.e., a
simple fragment of a porous medium, Fig. 2a). Computed results include pressure loss as a function
of the Reynolds number. The head loss δp was found, for medium with a constant porosity, by simple

Cl

Cd

tUo/d

10 20 30 40

−0.25

0.25

0.50

0

FIGURE 1. Drag and lift coefficients for an unsteady flow past a cylinder, LBM at Re = 350.

difference of mean pressure at the inlet and outlet for a given flow rate Q. We expect to retrieve Darcy’s
law for a viscosity-dominated flow (low Re), whereas for higher Re, the curve of pressure drop will
be consistent with the Forchheimer equation [4]. For a viscosity-dominated flow, the permeability
coefficient k was found from Darcy’s equation (δp = Qν/k). From the second case, the pressure
drop curve was used to determine coefficient β connected with flow inertia effects, from equation
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FIGURE 2. a) Example of flow path in a LBM-simulated porous medium. b) Head
loss vs. the flow rate. Symbols: results for a few viscosity coefficients (or Reynolds
numbers), where ν1 < ν2 < ν3. Solid line: best fit to the Forchheimer law for ν2.

δp = Qν/k + βρQ2. A slight discrepancy between simulation results and the best fit to the Darcy-
Forchheimer law (Fig. 2b) is possibly a consequence of the assumption that β is constant (cf. [4]).

4. THERMAL LB METHOD, FIRST RESULTS

The issue of heat transfer in considered domain can also be solved by LB method [5, 6]; we implement
the model for laminar flow of incompressible fluid, assuming that material properties of solid and fluid
do not depend on temperature. An ultimate model for coking process has to be developed accounting
for plastic deformation of grains, etc. In addition to Eq. (1), discrete thermal Boltzmann equation for
heat transfer is written for the internal energy density distribution function (IEDDF) gα(~r, t):

(4) gα(~r + ~eα, t+ δt)− gα(~r, t) = −τ−1
θ (gα(~r, t)− geqα (~r, t)),

where the local equilibrium distribution function and thermal relaxation time (for a phase f ):

(5) geqα = ωαT

(
aα + bα

~eα · ~u
c2

+ dα
(~eα · ~u)2

c4
− hα

3
2c2

(~u)2
)
, τθ =

3
2

λf

ρcfpδt
+

1
2

where T is temperature. This function depends on direction (α) and on a specific model. We indicate,
after Shu [6], that pressure is independent of the internal energy distribution. Full description of given
equation can be found in [5], [6].

For one obstacle (as a classical problem) the Nusselt number Nu = Nu(Re,Pr), was calculated (cf.
Fig. 3b). At the solid boundary we applied modified boundary condition, showed at [6]. Unmodified
condition can be rewritten:

(6) gneqα − ~eαf
neq
α = −gneqβ + ~eβf

neq
β .

Implemented and modified condition uses distribution functions, fα = fneqα + feqα . As results show,
this modification still gives results compatible with intuition; however we are rebuilding code to the
original condition (6). We try to obtain a curve of Nusselt number in function of Re and Pr:

Nu = −
∫
S

d

Tw − Tin
∂T

∂n
dS

where ~n is normal vector to the solid-fluid interface. In LBM computation we simulate isothermal fluid
flow (with temperature Tin) past the obstacle. When vortex shedding becomes regular, in one time step
temperature of the obstacle has been set to To and Nusselt number was calculated, cf. Fig. 3.
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FIGURE 3. a) Temporal record of the Nusselt number for flow past a heated cylinder;
b) Nusselt number vs. Reynolds and Prandtl numbers; c) average temperature records
at selected xo stations in the porous medium; d) temperature field in REV.

5. CONCLUSIONS AND PERSPECTIVE

The lattice Boltzmann algorithm for fluid flow and heat transfer is implemented, and gives reasonable
results. Pressure drop in function of flow rate (and Re) is consistent with the Darcy law (for low flow
rates) and the Forchheimer law (for higher values). Changes of the Strouhal number in function of
Reynolds number have also been shown; curves of lift force and drag force for a single obstacle are in
accordance with physical intuitions. The same we can say about Nusselt number in function of time and
dimensionless numbers. Thermal LB model is still under development. Full description of fluid flow
and heat transfer on a representative volume element has to be reached for porous medium. It seems
that for such complicated geometry as the coal bed (with property to change shape with increasing
temperature), the LB method is a proper choice for simulating coking phenomenon with consideration
of plasticity of grains. The problem has to be solved by usage of moving boundary model for LBM [7].

REFERENCES

[1] X. He, S. Chen and G.D. Doolen (1998). The lattice Boltzmann method in incompressible limit,
Annu. Rev. Fluid Mech. 146, 282–300

[2] C. Shuai, X.D. Niua, Y.T. Chewa and Q.D. Caib (2006). A fractional step lattice Boltzmann
method for simulating high Reynolds number flows, Math. Comput. Simul. 72, 201–205

[3] P.H. Kao, R.J. Yang (2008). An investigation into curved and moving boundary treatments in the
lattice Boltzmann method, J. Comput. Phys. 227 5671–5690

[4] L.S. Bennethum and T. Giorgi (1997). Generalized Forchheimer equation for two-phase flow
based on hybrid mixture theory, Transp. Porous. Med. 26 261–275

[5] J. Wang, M. Wang and Z. Li (2007). A lattice Boltzmann algorithm for fluid-solid conjugate heat
transfer, Int. J. Thermal Sci. 46, 228–234

[6] Y. Peng, C. Shu and Y.T. Chew (2003). A 3D incompressible thermal LBM and its application to
simulate natural convection in a cubic cavity, J. Comput. Phys. 193, 260–274

[7] F. Verhaeghe, Li-Shi Luo and B. Blanpain (1998). Lattice Boltzmann modeling of microchannel
flow in slip flow regime, J. Comput. Phys. 146, 282–300

[8] L.S. Luo (1998). Unified theory of LBM for non ideal gases, Phys. Rev. Lett. 81, 1618–1621

140



First International Conference on Computational Methods for Thermal Problems

ThermaComp2009, September 8-10, 2009, Naples, Italy
N.Massarotti and P.Nithiarasu (Eds.)

Review on Lattice Boltzmann Methods for Heat Transfer
Frédéric Kuznik

Thermal Sciences Center of Lyon
CNRS, UMR 5008, INSA de Lyon, Université Lyon 1
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ABSTRACT

The development of Thermal Lattice Boltzmann Method (TLBM) for the prediction of heat transfer is
a key to a wider use of LBM. The objective of this paper is to provide a comprehensive and coherent
review on TLBM. In order to illustrate the different methods, the well known problem of the heated
cavity with imposed temperatures is used. The paper and the presentation are proposed for the Min-
isymposium ”Lattice Boltzmann methods for heat and mass transfer”. Key Words: Lattice Boltzmann
Method, Heat Transfer, Review.

1. PROPOSAL

In the last two decades, the Lattice Boltzmann method (LBM) has proved its capability to simulate a
large variety of fluid flows ([1], [2], [3], [4], [5], [6], [7], ...). For the isothermal fluid flows, the LBM
was found to be an accurate, stable and computationally ”economic” method compared with classical
computational fluid dynamics methods. The Lattice Boltzmann equation represents the minimal form
of Boltzmann kinetic equation ([8]), and the result is a very elegant and simple equation for a discrete
density distribution function fi(−→x , t) = f(−→x ,−→ci , t). This density distribution function represents the
probability to find a particle at lattice site −→x , at time t and moving with speed ci.

The thermal LBM model has been investigated first by [9]. The main limitation of using LBM in
engineering applications is the lack of satisfactory model for the thermal fluid flows problems. Three
methods for solving thermal LBM exist: the multispeed approach, the passive scalar approach and the
double-population approach.

The multispeed approach, which is a straightforward extension of the isothermal LBM, uses a single
distribution function, makes theoretically possible to express both heat flux and temperature in terms of
higher order kinetic moments of particle distribution function ([10], [11]).

For the passive scalar approach, it consists in solving the velocity by the LBM and the macroscopic
temperature equation independently. The macroscopic temperature equation is similar to a passive
scalar evolution equation if the viscous heat dissipation and compression work done by pressure are
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negligible. The coupling to LBM is made by adding a potential to the distribution function equation
([12], [13]).

The double-population approach introduces an internal energy density distribution function in order to
simulate the temperature field, the velocity field stilling simulated using the density distribution function
([14]).

The validity of the models reviewed in this article is done through their application to natural convection
in the square cavity. The number of papers available shows the great interest in this topic. The flow is
laminar for Rayleigh numbers (Ra) less than 106, the transition occurs for 106 < Ra < 108 and the
flow becomes fully turbulent for Ra ≥ 1.82.108. The numerical studies, used in this article, are, for the
laminar flow, [15] and [16], and [17] and [18] for the transitional flow results.

2. RESULTS

The main objective of this study results is to compare different TLBM and validate the use of such
models to predict the velocity and temperature fields in the case of natural convection in a square cavity
for laminar and transitional flows. Moreover, a numerical stability analysis is presented depending on
the TLBM and boundary conditions ([19]).

Ra = 103 Ra = 104 Ra = 105 Ra = 106

umax [15] 3.649 16.178 34.730 64.630
[16] - 16.180 34.740 64.837
double-population 3.636 16.167 34.962 64.133

ymax [15] 0.813 0.823 0.855 0.850
[16] - 0.825 0.837 0.850
double-population 0.809 0.821 0.854 0.860

vmax [15] 3.697 19.617 68.590 219.360
[16] - 19.629 68.639 220.461
double-population 3.686 19.597 68.578 220.537

xmax [15] 0.178 0.119 0.066 0.038
[16] - 0.120 0.883 0.039
double-population 0.174 0.120 0.067 0.038

Nu0 [15] 1.117 2.238 4.509 8.817
[16] - 2.244 4.521 8.825
double-population 1.117 2.246 4.518 8.792

TABLE 1. Example: Comparison of laminar flow with previous works for the square
heated cavity with imposed temperatures.
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Ra = 107 Ra = 108

umax [17] - 514.3
[18] 148.580 321.876
double-population 148.768 321.457

ymax [17] - 0.941
[18] 0.879 0.928
double-population 0.881 0.940

vmax [17] - 1812
[18] 699.236 2222.39
double-population 702.029 2243.36

xmax [17] - 0.0135
[18] 0.021 0.120
double-population 0.020 0.121

Nu0 [17] - 32.045
[18] 16.523 30.225
double-population 16.408 29.819

TABLE 2. Example: Comparison of transitional flow with previous works for the
square heated cavity with imposed temperatures.
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ABSTRACT

A lattice Boltzmann model, suitable for simulation of fluid dynamics engineering applications that

include heat and mass transfer, is presented. The basis is an energy conserving lattice Boltzmann model

with an improved equilibrium population set. Correction terms are added to the discretized lattice BGK

equation. They are tailored in such a way as to recover the full set of compressible Navier-Stokes and

Fourier equations, for large temperature and density variation. Simulation results that are used for the

validation of the model are also presented.

Key Words: lattice Boltzmann, computational heat transfer, thermal flows

1. INTRODUCTION

The lattice Boltzmann (LB) method has been used with a remarkable success as a powerful alternative

tool for solving the hydrodynamic Navier–Stokes (NS) equations, with applications ranging from large

Reynolds number flows to flows at the micron scale, porous media, and multiphase flows [1]. The suc-

cess of the LB method is mainly in the low Mach number isothermal NS limit. The most commonly

used LB models are the ones that reside on the so-called standard lattices, which are characterized by a

relatively small number of discrete velocities. Populations fi propagate only to their neighboring nodes

during the streaming process. For D = 2 the most commonly used lattice is the D2Q9, and for D = 3
the D3Q15, D3Q19 and D3Q27 lattices are usually implemented. The discrete velocity populations,

at equilibrium state f eq
i , are polynomial expressions of density ρ and velocity u. For the simulation of

flows where temperature and density variations play a significant role, the recently introduced LB ther-

mal model on the D2Q9 lattice of Ref. [2, 3] can be used. The equilibrium populations are polynomial

expressions of density ρ, velocity u and of the temperature T . Due to the minimal discrete velocity set,

the hydrodynamic description is not accurate enough. In order to increase the accuracy and the stability

of the algorithm, the lattice BGK equation is equipped with specifically designed counter terms. The

full set of compressible NS and Fourier equations for large temperature and density variation are recov-

ered. The Prandtl number can take arbitrary values, and external forcing fields as well as heat sources

can be easily accommodated.

2. LATTICE BOLTZMANN MODEL FOR HEAT TRANSFER APPLICATIONS

The popular nine-velocity model is considered, the so-called D2Q9 lattice, for which the discrete ve-

locities ciα, i = 0, . . . , 8 (the D2Q9 lattice, see Fig. 1) are:

cx = {0, 1, 0,−1, 0, 1,−1,−1, 1} ,

cy = {0, 0, 1, 0,−1, 1, 1,−1,−1} .
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FIGURE 1. Two dimension - nine discrete velocities lattice (D2Q9 lattice)

The equilibrium populations are obtained after entropic minimization under specific constraints. The

constraints require the conservation of mass, momentum and energy. Moreover, the equilibrium pres-

sure tensor must have the same form as in the continuous kinetic theory [2]. The expressions of the

equilibrium populations are:

f eq
i = ρ

∏
α=x,y

(
1 − 2c2

iα

)
2c2iα

(
(c2

iα − 1) + ciαuα + u2
α + T

)
,

where ρ, uα and T are the density, velocity and temperature fields, respectively which are defined as:

8∑
i=0

f eq
i =

8∑
i=0

fi = ρ,

8∑
i=0

ciαf eq
i =

8∑
i=0

ciαfi = jα,

8∑
i=0

c2
i f

eq
i =

8∑
i=0

c2
i fi = 2ρT +

j2

ρ
,

The model presented so far, does not result to a fully correct description of thermo-hydrodynamic flows.

In order to recover the NS and energy equations, the counter-terms Ψi and Φi must be added into the

Boltzmann-BGK equation,

∂tfi + ciα∂αfi = −1
τ
(fi − f eq

i ) + Ψi + Φi,(1)

where τ is the relaxation rate toward the equilibrium state. Ψi and Φi are functions of ρ, uα and

T . Their purpose is to provide the precise macroscopic momentum (term Ψi) and energy (term Φi)

equations. Their expressions are defined in [2]. After the introduction of these counter-terms into the

kinetic equation (1), the latter recovers the compressible Navier-Stokes and Fourier equations in the

hydrodynamic limit:

∂tρ = −∂γ(ρuγ),

∂tuα = −uγ∂γuα − 1
ρ
∂α(ρT ) +

1
ρ
∂γ [τρT (∂αuγ + ∂γuα − ∂κuκδαγ)] + ρgα,

∂tT = −uα∂αT − T∂αuα +
1
ρ

[
∂α

(
2
Pr

τρT∂αT

)
+ (∂γuα) τρT (∂αuγ + ∂γuα − ∂κuκδαγ)

]
.
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FIGURE 2. Shock tube simulation. Solid black line, represents the analytic solution

of the flow. Symbols are the simulation results of the model with counter-terms imple-

mentation. Gray line represents the model without counter-term implementation.

The corresponding fluid obeys the ideal gas equation of state, p = ρT , with the adiabatic exponent

γ = cp/cv = 2. The viscosity coefficient μ and thermal conductivity κ are identified as:

μ = τρT, κ =
2
Pr

τρT.

The Prandtl number Pr = cpμ/κ, and the speed of sound cs =
√

2T are tunable parameters. The model

is suitable for simulations of flows that belong to the subsonic regime. In Ref. [5] flow simulations

where the Mach number is as high as Ma=0.8 have been presented. The accuracy of the results shows

that the low Mach number limitation, of the standard lattice Boltzmann method, has been removed.

This model is a complete Galilean invariant model. The equilibrium populations remain positive if the

temperature T is in the range δT = δTx
⋂

δTy , where δTx,y = {T : |ux,y| < T + u2
x,y < 1}. For low

Mach numbers, 0 < T < 1. In Ref. [3] a combustion relevant simulation with temperature variation of

the order of ten has been presented.

3. RESULTS

The aforementioned thermal LB model can be used in a multitude of engineering applications [3, 4].

The compressibility of the model can be checked with the shock tube simulation. The tube is separated

in two regions (left and right) which contain the same gas but at different density, temperature and

pressure. When the barrier is removed, a shock wave and a rarefaction wave start propagating. For a

given time step, the simulation results of the model are compared to the analytic solution of the flow.

In Figure 2, the black line depicts the analytic solution while the symbols are the simulation results.

The gray line represents the behavior of the model without correction term implementation. The initial

conditions are:

Tl

Tr
= 8,

ρl

ρr
=

1
4
,
Pl

Pr
= 2.

The local Mach number is defined as the ratio of the velocity u over the speed of sound cs at a given

point: Ma(x, t) = u(x, t)/cs. Simulation results of the model with the counter-term implementation

are in very good agreement with the analytic solution.

The present thermal model can be used for heat transfer simulations, e.g. for natural convection. For

that, the fluid is considered to be enclosed between two parallel walls. The bottom wall has higher

temperature than the top wall. Periodic boundary condition is applied on the side-walls and the gravity

force is perpendicular to the top and bottom walls. The aspect ratio of the computational domain is 2:1.

The heat transfer intensity can be described by the Nusselt number (Nu) and depends on the Rayleigh

(Ra) and Prandtl (Pr) dimensionless numbers. Simulation results are shown in Fig.3.
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FIGURE 3. Rayleigh Benard natural convection. Dependency of the Nusselt number

on the Rayleigh number. Triangles represent the reference data of Ref. [6]; the solid

line is the theoretical power-law found in Ref. [6]; diamonds are the simulation results

of the thermal lattice Boltzmann model

Finally, the present model has been shown to be able to serve as a basis model for combustion appli-

cations. A flow with distributed heat sources and heat sinks that mimics a combustion flow field was

considered in Ref. [3].

4. CONCLUSIONS

A thermal lattice Boltzmann model has been presented. This model can be used for standard heat and

mass transfer engineering applications. Simulation results of the shock tube, and the Rayleigh Benard

natural convection have been presented in order to demonstrate the validity of the model.
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ABSTRACT

In the behaviour of multiphase systems the contact angle problem is very challenging and it has a relevant influ-
ence in a lot of engineering and physics problems. The kinetic approach of LBM method allows characterizing
this kind of phenomena in a detailed manner with short time simulation. For example the determination of liquid
film shape due to a liquid drop impacting against a wall is one of the possible test cases which could be analyzed.
The aim of this work is to present the results obtained by means of the Shan-Chen approach for non-ideal fluids
in the Lattice Boltzmann model frame. First of all the theoretical background is presented, both for the standard
multiphase approach due to Shan and Chen and for the recent enhancements of such a method; then the results
of liquid drop impact on hydrophilic and hydrophobic surfaces are presented and compared to experimental
measures in literature.

Key Words: Lattice Boltzmann, multiphase, boundary conditions.

I. INTRODUCTION

During last years many improvements have been done in the simulation of complex systems, as multiphase prob-
lems. One of the possibility, which is increasing its importance, is the use of a kinetic approach, the Lattice
Boltzmann Method.
The Lattice-Boltzmann (LB) approach has proven to represent a powerful mesoscopic alternative to classical
macroscopic methods for computational hydrodynamics [1, 2], especially in the field of non-ideal multiphase
flows. The kinetic and local nature of LB methods, in fact, allows to account for the dynamics at the inter-
face between the two fluids without the constraints of a continuum approach (Navier-Stokes) [3, 9, 20]. The
pseudopotential method put forward a decade ago by Shan-Chen to endow Lattice Boltzmann (LB) models with
potential energy interactions, is one of the most successfull outgrowth of basic LB theory [3, 4]. The Shan-Chen
(SC) model is based on the idea of representing intermolecular interactions at the mesoscopic scale via a density-
dependent nearest-neighbor pseudopotential ψ(ρ). Despite its highly simplified character, the SC model provides
the essential ingredients of non-ideal (dense) fluid behaviour, that is i) a non-ideal equation of state, ii) surface
tension effects at phase interfaces. Because of its remarkable computational simplicity, the SC method is being
used for a wide and growing body of complex flows applications, such as multiphase flows in chemical, manu-
facturing and geophysical problems. In spite of its undeniable success, the SC method has made the object of
intense criticism. In particular, i) Lack of thermodynamic consistency, ii) Spurious currents at interfaces and iii)
Surface tension tied-down to the equation of state. Problem i) refers to the fact that there is only one functional
form, namely ψ(ρ) ∝ ρ, securing compatibility between mechanical stability of the interface and equilibrium
thermodynamics, i.e. Maxwell’s area law in the Van der Walls loop of the non-ideal equation of state. However,
recent studies [6] have clearly shown that use of suitable pseudopotentials such that ψ(ρ)→ ρ in the limit of zero
density, makes this problem largely irrelevant to any practical purposes. Problem ii) is general held responsible
for setting a sharp limit on the density jumps across the dense/rarefied fluid interface to values around ten or less.
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This is a rather severe limitation for many practical applications, in which two-three orders of magnitude density
jumps are often encountered (typically 1 : 1000 for air-water interfaces).
Recent studies indicate that the density ratio can be enhanced, the surface tension can be tuned independently
of the equation of state and the onset of metastable multi-droplet configurations can be disclosed by introducing
second-neighbor repulsive interactions [7, 8].
For what concerns the parasitic currents, it has been suggested that they can be significantly reduced in magnitude
by reformulating the pressure gradient and the interface tension [9]−[13] or by incorporating the sharp interface
dynamics into the LBE [14, 20], even though the total elimination of parasitic currents is not easy. In [11], it
was first displayed that parasitic currents could be completely eliminated by replacing the pressure form of the
surface tension force with the potential form. However, the numerical instability of this LBE method prevented
it from being used for practical applications without the addition of a tiny correction term with a small amount of
numerical viscosity.
Recently, it was shown [9, 16] that for van der Waals fluids, the use of the potential form of the surface tension
and the isotropic finite difference eliminates parasitic currents to round-of and enables stable simulation of the
liquid-vapor two-phase flows at a high density ratio. They reported, however, that the compressibility should be
artificially increased in the case of a large density difference because of the finite equilibrium interface thickness
that is usually a 3 to 4 grid distance.
In this work, the main aspects of the Shan-Chen theory and its recent enhancements are presented.
The wall boundary condition implementation is described for these two approaches and the results of liquid drop
wall impingement are presented. The wall surface can be easily fixed to be either hydrophilic or hydrophobic and
the obtained results in term of drop deformation are compared to experimental measures known from literature.

II. MAIN BODY

We consider the standard lattice Boltzmann (LB) equation with pseudopotentials

fi(~r + ~ci, t+ 1)− fi(~r, t) = −ω(fi − feq
i ) + Fi (1)

in which the term Fi is a body force term. Such a term can model non-ideal effects and can be written as [3, 4]:

Fi = Gψ(~r, t)
∑

i

wi ψ(~r + ~ci, t) ci (2)

where ψ(~r, t) is the Shan-Chen pseudoptential for density interaction and wi are the normalized weights.
As is well-known, the standard 1-belt, 8-speed lattice provides 4th-order isotropy and the weight values are
w1 = w4 = 1/9; w5 = w9 = 1/36. In the standard Shan-Chen approach, the intermolecular density force is
attractive, [3, 4]. Recently [7], the body force in eq. 1 was extended to the 2nd Brillouin zone in the lattice (belt,
for simplicity), providing interesting results in simulating spray-like fluids [8]. The scheme of the interaction is
represented in Figure 1b.
We consider generalized pseudoforces of the following form

~F (~r) =
2∑

j=1

c2sGjψ
n(j)
j (ρ(~r))

bj∑
i=1

pij~cijψ
n(j)
j (ρ(~r + ~cij)) (3)

In the above, the index j labels the Seitz-Wigner cell (belt for simplicity) defined by the condition |~r′−~r|2 ≤ 2j2,
whereas ~cij denotes the set of discrete speeds belonging to the j − th belt. The exponents n(j) are chosen to be:
n(1) = 1 and n(2) varying between 1 and 1/8. Note that lattice units ∆x = ∆t = 1 have been assumed here.
In this work we shall confine our attention to the 24-neighbors, 2-belt lattice depicted in Figure 1a. As stated
before, the standard 1-belt, 8-speed lattice provides 4th-order isotropy, whereas the 2-belts, 24-speed lattice
upgrades isotropy to 8th order, provided the weights are properly chosen. A suitable choice is reported in [7] To
forestall any confusion, we wish emphasize that the 2-belt lattice is used only for the (pseudo)-force evaluation,
whereas tha standard lattice Boltzmann dynamics still takes place in the original D2Q9 lattice. This is also the
reason why we keep a separate notation for the weights wi used for the lattice Boltzmann populations and the
weights pij used for the force evaluation.

The implementation of boundary conditions is one of the greatest advatages in adopting the Lattice Boltzmann
approach. In fact, the ability to easily incorporate complex solid boundaries is one of the most exciting aspects
of these models for the great flexibility they allow.
The wall boundary condition can be fixed as free− slip or no− slip.
The no− slip or bounceback condition is particularly simple and the only need is to designate a particular node
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(a) (b) .

FIG. 1: (a): two-belt lattice for force evaluation. Each node is labelled by the corresponding energy |cij |2. Belt 1 contains
eight speeds and two energy levels (1, 2). Belt 2 contains sixteen speeds, distributed over three energy levels (4, 5, 8). (b):

sketch of the 2− belt interaction.

(or layer of nodes) as a solid obstacle, without any other programming requirement. Moreover, the wall nodes
inside an obstacle can be deleted from the simulation, allowing a considerable spare in computational time.
The bouncback condition annihilates both normal and parallel components of the velocity vector in respect to the
considered wall, as shown in Figure 2. The bounceback conditions on the appropriate populations of the nodes

a) b)

FIG. 2: a):Sketch of the bounce− back boundary condition implementation; b):Contact angle of a liquid droplet on a
hydrophilic surface.

in the buffer have to be imposed: if ~x is the position of the last fluid node, i is the direction entering the wall and
j the opposite direction, we can write

fj(~x+ ~ci, t) = fi(~x, t) (4)

To make an example, considering a Nord wall in a 2D lattice scheme,

f4(~x+ ~c2, t) = f2(~x, t) (5)
f8(~x+ ~c6, t) = f6(~x, t) (6)
f7(~x+ ~c5, t) = f5(~x, t) (7)

In case of a free− slip boundary condition, the above equations only apply to the population entering the wall.
To define the hydrophilic or hydrophobic nature of a wall, the basic information needed regards the magnitude of
the contact angle. The contact angle is the angle at which a liquid/vapor interface meets the solid surface. The
contact angle is specific for any given system and is determined by the interactions across the three interfaces. The
contact angle plays the role of a boundary condition. Contact angle is measured using a contact angle goniometer,
see Figure 2b). To set the magnitude of the contact angle, the density of the wall must be specified [18].

III. RESULTS

Figure 3 highlights the different behaviour of a liquid droplet impacting on a hydrophilic and hydrophobic sur-
face. It is interesting to measure the maximum deformation obtained in case of hydrophobic impact: it is possible
to relate the magnitude of such deformation to the Reynolds and Weber number that characterize the undisturbed
motion of the droplet. Clanet et al. [19] found and empirical law for the maximum droplet deformation, reported
in Figure 3(c). Figure 3(c) reports the rsults we obtained applying the sytandard Shan-Chen and the 2-belt ap-
proach for the impinging droplet. The Figure highlights the perfect matching between the measured deformations
and the experimental trend proposed by Clanet et al. [19]. It is woth noting that the above results have been ob-
tained also with different values of the density ratio (in the limits of the Shan-Chen EOS-based approaches),
thus hihghlighting the accuracy and stability of such a method.

151



(a) (b) (c) .

FIG. 3: Impact on hydrofilic (a) and hydrophobic (b) surfaces. In (c) it is shown the comparison between the maximum
deformations obtained for the impinging droplet, as a function of Weber and Reynolds numbers between the results of the

Shan-Chen and 2− belt approaches and experimental measures, [19].

IV. CONCLUSIONS

In this work, a review of the Shan-Chen model and its recent enhancements for non-ideal fluid simulation with
Lattice Bolzmann models is presented.
The main aspects of wall boundary conditions in such a frame are presented, together with the results obtained in
the field of liquid droplets wall impingement. The comparison with experimental data in literature shows a very
good agreement, thus making the Lattice Boltzmann approach very promising in the field of wall impingement
studies.
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ABSTRACT 

 
A lattice Boltzmann method (LBM) is proposed in order to analyze radiation problems involving an 
absorbing, emitting and scattering participating medium. The LBM scheme has been tested by 
solving benchmark radiative transfer problems in 1-D and 2-D Cartesian geometry. Temperature 
and heat flux distributions have been obtained for a wide range of the values of the extinction 
coefficient. The LBM results have been compared against the results obtained from the finite 
volume method (FVM). A good comparison has been obtained. 

Key Words: Radiation, Lattice Boltzmann Method, Finite Volume Method. 

1. INTRODUCTION 

The lattice Boltzmann method (LBM) is a new computational tool, that has been applied to a large 
class of fluid flow and heat transfer problems. Recently, the application of the LBM has also been 
extended to formulate and solve energy equation of heat transfer problems involving thermal 
radiation as well. In such problems, the volumetric thermal radiation was always computed using 
the conventional numerical radiative transfer methods such as discrete ordinates method (DOM), 
the discrete transfer method (DTM), the collapsed dimension method (CDM) and finite volume 
method (FVM). LBM has found to be superior over FVM for solving the energy equations of heat 
transfer problems involving thermal radiation. However, in none of the previous studies the 
computation of radiative information, which is the most time costing part, has been computed by 
using the LBM. Hence, the aim of the present work is to compute radiative informations in a 
participating medium through the lattice Boltzmann formulation. 

2. MAIN BODY 

A 2-D rectangular enclosure has been considered. The gray and homogeneous participating medium 
is absorbing, emitting and scattering. The south boundary of the enclosure is at temperature TS and it 
is the source of radiation in the medium. The other three boundaries are cold. All four boundaries 
are diffuse and gray. The medium temperature is unknown and the thermal equilibrium in the 
system is only by radiation. Scattering is assumed to be isotropic and radiative equilibrium 
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condition is considered. The extinction coefficient β is the reciprocal of the mean free path of 
radiation in the medium and 1/β causes a similar kind of dissipative effect to radiation as is done by 
the kinematic viscosity in the treatment of viscous flow and thermal diffusivity in the analysis of 
conduction heat transfer. We use i

e
�

 to indicate the generic component of the lattice and i i
e e=
�

for 

its magnitude. In the usual LBM formulation, radiation equation can be written as: 

( ) ( ) ( ) ( ) ( ), , , ,eq

i n i i n i n i n

i

t
I r e t t t I r t I r t I r t

τ

∆  + ∆ + ∆ = + − 
� � � � �

 

From the point of view of the solution procedure, the algorithm is split into two steps, viz., collision 
and streaming, which are, respectively: 

( ) ( ) ( ) ( ) ( )* , , , ,eq

i n i n i n i n

i

t
I r t I r t I r t I r t

τ

∆  = + − 
� � � �  

( ) ( )*, ,i n i i nI r e t t t I r t+ ∆ + ∆ =
� � �

 

3. RESULTS 

The LBM formulation has to be validated. For this purpose, results of the FVM are considered 
benchmark. Both LBM and FVM are iterative methods and require a convergence criterion on one 
of the evolving parameters. In this work, this parameter was set on the incident radiation and when, 
between two successive iterations, the maximum change in incident radiation at any point was less 
than 1x10-6, the solution was assumed to have converged. In Fig. 1 the distribution of the 
dimensionless heat flux along the south (hot) boundary have been compared between the LBM and 
the FVM. The comparisons have been made for three different values of the extinction coefficient. 
In both LBM and FVM runs were taken for 31x31 lattice/control volumes. The LBM results have 
been computed for D2Q16 lattice, which uses only 16 directions. It is observed from Figs. 1 that the 
LBM results are slightly offset from the FVM results.  However, considering that fact that the LBM 
uses 8 times less number of directions than the FVM, the accuracy provided by the LBM is 
appreciable.  The comparison of the LBM and the FVM results for the centerline (x/X=0.5,y) 
dimensionless emissive power  has been shown in Fig. 2. It is seen from the Fig. 2 that for β=1.0, 
the emissive power distribution has a numerical oscillation.  This oscillation is present in both the 
FVM and in the LBM. By increasing the number of control volumes, this unphysical numerical 
oscillation can be avoided.  The emissive power computed using the LBM is found to match well 
with those of the FVM for other values of the extinction coefficient β. In Fig. 3 we compare the 
effect of lattices in the LBM and the number of directions in the FVM on dimensionless heat flux 
distributions along the south (hot) boundary. For the LBM, effects of D2Q8, D2Q16 and D2Q32 
have been studied.  While, for the FVM, effects have been studied for 2x4, 4x8 and 8x16 directions. 
Results improve by increasing the number of directions. 

For the 1-D case, the X-dimension in the 2-D LBM code was stretched 10 times more than the Y-
dimension. With this, practically the effects of the side walls (west and east) should have no 
influence on the heat flux at the center of the south wall and emissive power distributions long the 
centerline (x/X = 0.5, y/Y). Fig. 4 provides a comparison of the variation of the dimensionless heat 
flux on the hot (south) boundary with the extinction coefficient β.  This comparison has been made 
for β value in the range [0.1: 10].  The LBM results show a good comparison with the FVM results. 
Dimensionless emissive power distributions in the medium have been compared in Fig. 5 for β = 

1.0, 3.0, 5.0 and 10.0.  With an increase in the value of β, results of the two methods are found to 
compare well. 
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FIGURE 1. Dimensionless heat flux distribution along the south wall for β = 1.0, 3.0, 5.0 
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FIGURE 2. Dimensionless centerline emissive power distribution for β = 1.0, 3.0, 5.0 
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FIGURE 3. Dimensionless heat flux distribution along the south wall for  D2Q8, D2Q16 and 

D2Q32 for β = 1.0 

4. CONCLUSIONS 

A 2-D formulation of the LBM was developed for the analysis of radiative transport problems. To 
compare the results of the LBM, the problems were also solved using the FVM.  The FVM results 
were considered benchmark.  Dimensionless heat flux distributions along the hot boundary and 
centerline emissive power distributions were compared for a wide range of values of the extinction 
coefficient.  By stretching x-dimension of the 2-D enclosure, a 1-D planar medium situation was 
achieved and results for this case were compared with the 1-D FVM code. For all the situations, the 
LBM results were in close agreements with the FVM results.  Considering the fact that the LBM 
used 8 times less number of directions, the accuracy obtained was satisfactory.  The slight mismatch 
between the LBM and the FVM results can be offset by increasing the number of lattices. 
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FIGURE 4. Comparison of variation of dimensionless heat flux distribution on the south boundary 
as function of the extinction coefficient 

Distance, x/X

E
m

is
s
iv

e
p

o
w

e
r,

Φ

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

β = 1, 3, 5, 10

 

FIGURE 5. Distributions of dimensionless emissive power in the medium for β = 1.0, 3.0, 5.0 

REFERENCES 

[1] Modest, M.F., 2003. Radiative Heat Transfer, second ed., Academic Press, New York. 

[2] Fiveland, W.A., 1984. “Discrete-Ordinates Solution of the Radiative Transport Equation for 
Rectangular Enclosures”. J. Heat Transfer, 106, pp. 699–706. 

[3] Mishra, S. C., Roy, H. K., Mishra, N. 2006, “Discrete Ordinate Method with a New and a 
Simple Quadrature Scheme”.  J. Quant. Spectrosc. Radiat. Transfer, 101, pp. 249-262. 

[4] Anand,  N.,  and Mishra, S.C., 2006, “The Discrete Transfer Method Applied to the Radiative 
Heat Transfer in a Variable Refractive Index Semitransparent Medium”, J. Quant. Spectrosc. 

Radiat. Transfer, 102, pp. 432-440. 

[5] Mishra, S.C.,  and Prasad, M., 2002, “Radiative Heat Transfer in Absorbing-Emitting-
Scattering Gray Media Inside 1-D Gray Cartesian Enclosure using the Collapsed Dimension 
Method”. Int. J. Heat Mass Transfer, 45, pp.  697-700. 

[6] Chai J. C., and Patankar S.V., 2000. Finite volume method for radiation heat transfer, Adv. 

Numerical Heat Transfer, 2, pp. 110–135. 

[7] Kim, M.Y.,   Baek,  S.W.,   and Lee, C.Y., 2008.,  “Prediction of Radiative Heat Transfer 
Between Two Concentric Spherical Enclosures with the Finite Volume Method”.  Int. J. Heat 

Mass Transfer, 51, pp. 4820-4828. 

[8] Mishra S.C. and Roy H.K., 2007. Solving Transient Conduction-Radiation Problems using the 
Lattice Boltzmann Method and the Finite Volume Method, J. Computational Physics, 223, pp. 
89-107. 

156



 

First International Conference on Computational Methods for Thermal Problems 

ThermaComp2009, September 8-10, 2009, Napoli, Italy 

N.Massarotti and P.Nithiarasu (Eds.)  

 

NUMERICAL STUDY OF NATURAL CONVECTION IN A SQUARE 

CAVITY USING THE LATTICE BOLTZMANN METHOD 

Elkin Flórez 

Department of Mechanical Engineering, Rovira I Virgili Universtity, Av. Països Catalans, 26, 

elkingregorio.florez@urv.cat 

 

Clara Salueña 

Department of Mechanical Engineering, Rovira I Virgili Universtity, Av. Països Catalans, 26, 

clara.saluena@urv.cat 

Jordi Pallares 

Department of Mechanical Engineering, Rovira I Virgili Universtity, Av. Països Catalans, 26, 

jordi.pallares@urv.cat 

Ildefonso Cuesta 

Department of Mechanical Engineering, Rovira I Virgili Universtity, Av. Països Catalans, 26, 

ildefonso.cuesta@urv.cat 

 

ABSTRACT 

Numerical simulations of natural convection in a partially conducting square heated from one side 

wall, using the method of lattice Boltzman equation (LBE) with the Boussinesq approximation, and 

for highs Prandtl numbers are reported. Radiation heat transfer, compressibility effects, and 

variation of physical properties between the cold and the hot temperatures are neglected. 

The velocity and temperature fields are computed using two different lattice schemes. The first one 

uses the same D2Q9 for both velocity and temperature [1] and the second one uses D2Q9 for 

velocity and D2Q5 for temperature. The two distributions functions follow their respective lattice 

Boltzmann transport equations with the single relaxation time Bhatnagar-Gross-Krook (LBGK) 

approximation. 

The natural convection flow in a square cavity is studied in the range of 6 ≤ Pr ≤ 50 and for 

10
3
 ≤ Ra ≤ 106. The code used was validated with existing data for Ra-Be and cavity problems for 

Pr = 0,71. The numerical results are found in a good agreement with those reported in the literature 

and computed by Navier-Stokes solvers. 

Key Words: Heat Transfer, lattice Boltzmann method, Natural Convection. 

1. INTRODUCTION 

From the end of the last millennium, a great amount of research of Computational Fluid Dynamics 

(CFD) using the lattice Boltzmann method (LBM) has been carried out. Latice Boltzmann method 

has become a relative novel alternative to traditional numerical methods such as finite differences, 

finite elements and finite volume methods for solving the Navier-Stoke and transport equations [1]. 

For the isothermal fluid flows, the LBM was found to be an accurate, stable and computationally 

economic method compared with classical computational fluid dynamics methods [2]. Nowadays, 

there are many engineering problems that can be studied by the LBM. Nevertheless, has been little 

attention to the study of natural convection flows, which hasn’t been achieved much success due by 
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the requirements that big grids and by the numerical instabilities of the thermal LBM proposed in 

the literature [3]. 

In general, current LBM thermal models are classified into three categories: the multi-speed 

approach, the passive scalar approach and the doubled populations approach. The multi-speed 

approach is an extension of the LB isothermal model, in which only the density distribution 

function is used to calculate both, velocity and temperature. Two restrictions are in the multi-speed 

models, one its numerical instability and second the narrow range of temperature variations [4]. The 

passive scalar approach solves the velocity by the LBM, and the macroscopic temperature is 

calculated as a passive scalar. The disadvantages of this methodology are, first a drastic departure 

from a fully kinetic approach of the LBM, and second, the impossibility of incorporating the 

viscous heat dissipation and compression work done by pressure [5]. Finally, the double population 

approach has been implemented in this work, which is based on the work of He et al. [6]. This 

model introduces an internal energy density distribution function in order to calculate the 

temperature field, and the velocity field is obtained by the traditional density distribution function. 

Different numerical schemes have been used to study natural convection in a square cavity have 

been performed using different Navier-Stokes solvers: Vahl Davis (1983) used the finite diffence 

method, M. Hortmann et al. (1990) applied a finite volume multigrid procedure and V. Heuveline 

(2003) with the finite element method. Previus work was carried out to simulated the 2D laminar 

flow for 10
3
 ≤ Ra ≤ 10

6
 and Pr = 0,71. To solve this problem using LBM, Z. Guo (2002), Y. Peng et 

al. (2003), and A. D'orazio (2003) simulated the flow for Ra ≤ 10
6
, F. Kuznik et al. (2007) for 

Ra ≤ 10
8
, and H. N. Dixit and V. Babu (2006) for Ra until 10

10
, for to name a few. All previous 

researchers have carried out simulations of these flows for Prandtl numbers less than 6, while in our 

work the natural convection flow in a cavity was studied for values of 6 ≤ Pr ≤ 50 and also for a 

wide range of Rayleigh numbers. 

2. NUMERICAL METHOD 

The standard LBGK method to evaluate the macroscopic velocity based on square lattice with nine 

discret vector velocities for incompresible fluid flows is used, and for temperature field is evaluated 

using a simple LBGK method with a five vectors in the latticce. The two LBGK models are 

combined up into of the final one assuming the Boussinesq approximation for natural convection 

flows. The model makes use of two distribution functions, f and g, for the flow velocity field and 

the temperature field, respectively. The density and the temperature distribution function, f and g, 

are defined as the probability of particles at site x at time t moving with the discret particle velocity 

ei during the time interval ∆t in each lattice direction i. The two distribution obey their respective 

lattice Boltzmann transport equation,  

 ( ) ( ) ( ) ( )[ ] iii
v

iii Ft,xft,xf
t

t,xftt,texf +−
τ

∆
=−∆+∆+ eq

 (1) 

for the flow velocity field, and 

 ( ) ( ) ( ) ( )[ ]t,xgt,xg
t

t,xgtt,texg ii
T

iii −
τ

∆
=−∆+∆+ eq

 (2) 

for the temperature field. Where de τv and τT are the relaxation time for the flow and temperature 

lattice Boltzmann equation, respectively, and Fi is the momentum amount from the bouyant body 

force, calculated using the Boussinesq approximation by 

 ( ) ( ) ( )[ ] 2
0 si cTt,xTβgt,xρt,xF ∞−⋅⋅⋅ω⋅=  (3) 
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where ωi is the weighting factor, which can be determined to achieve isotropy of fourth-order tensor 

of velocities and Galilean invariance [7], β is the thermal expantion coefficient, and the g0 is the 

acceleration of the gravity in the the vertical direction, T∞ is a refference temperature, and cs=1/√3 is 

the speed of sound. The kinetic viscosity ν and the thermal diffusivity α are given by their own 

relaxation time, ν = cs
2
(τv – 0,5) and α = cs

2
(τT – 0,5). Furthemore, the local equilibrium 

distributions for f and g are: 
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respectively. In these expressions, the macroscopic variables, density ρ, velocity V, and Temperture 

population θ are defined as: ρ = ∑ fi , V = ∑ fieiα/ρ, and θ = ∑ gi, where i and α represent the 

cartesian coordinates. Using the Chapman-Enskog expansion, the continuity equation and the 

Navier-Stokes equation can be recovered with a second-order approximation from the equation (1) 

as is shown in [8]. Similarly, the transport equation for temperature can be obtained from equation 

(2), as can see in reference [9]. 

Typical bounce-back boundary conditions, for density distribution function, were used. Dirichlet 

condition was used to set wall temperatures, and Newman conditions for fixing wall heat fluxes. 

The simulation of natural convection in a square cavity by LBM, requires an appropiate 

characteristic velocity ( THβgVc ∆= 0 ), the kinetic viscosity ν and thermal diffusivity, where H 

denotes the length scale, which is in our case the length of the cavity. 

3. RESULTS 

 

FIGURE 1. Isothermal lines for a cavity thermal flow and Ra-Be problem with Pr=0,71, 

a) Ra = 10
3
, b) Ra = 10

4
, c) Ra = 10

5
, y d) Ra = 10

6
 

The numerical code developed in the present work, and suitable to study natural convection flows at 

high Pr numbers was validated by analyzing the natural convection flows at different Ra numbers, 

The results obtained in a two typical free convective problems, with fix Prandtl number (Pr = 0,71) 

in two different configurations; a differentially heated square cavity and the well reported Ra-Be 
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problem. The preliminaries results, including the temperature fields showed in Figure 1, agree well 

with those reported in [3, 10, 11] and [3,12], respectively. 

The Figure 2 shows the horizontal velocity at the mid-width y/H = 0,5, for the differents Pr 

numbers. Grids from 51x51 to 301x301 was used and the relaxation times, both, smaller to 2. 

 

FIGURE 2. Vertical velocity at y/H = 0,5 for different Pr numbers and a) Ra = 10
3
, b) Ra = 10

4
, 

c) Ra = 10
5
, y d) Ra = 10

6
 

3. CONCLUSIONS 

A thermal lattice Boltzmann BGK model with doubled populations has been used to study the 

natural convection flow in a cavity for a wide range of Prandtl numbers.  

The Rayleigh-Benard convection flow in a box was used to validate the developed code. Results of 

this flow show a good agreement of that reported in the literature. 

This study shows that the LBM with uniform grid provides relatively reliable results over a range of 

6≤Pr≤50. For higher Pr numbers, finer grids should be used to describe accurately the boundary 

layers. 
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ABSTRACT 

In this work, a stability analysis for the Artificial Compressibility (AC) Characteristic Based Split 
(CBS) algorithm in the presence of large source terms is carried out for the first time. The AC-CBS 
scheme was successfully used by the authors to solve both flows through porous media and porous 
medium-free fluid interface problems. The stability analysis has been performed on the basis of the 
order of magnitude analysis of the equations terms. The obtained results have been compared to the 
analytical, experimental and numerical results available in the literature for well-known benchmark 
problems, showing an excellent agreement. The CPU times have also been compared to the Semi 
Implicit (SI) version of the CBS algorithm, showing that the new stability condition drastically 
speeded up the AC-CBS scheme. 

Key Words: CBS, Stability analysis, Source terms, Interface, Matrix-inversion free. 

1. INTRODUCTION 

Nowadays, more efficient, accurate and stable algorithms are needed to solve complex engineering 
problems. In fact, many commercial and proprietary codes can fail in finding the solution of 
complex thermo fluid dynamic problems mainly because of instability issues, especially in the 
presence of large source terms. The Artificial Compressibility version of the CBS algorithm [1-3] 
presents advantages with respect to the Semi-Implicit CBS version. In fact, the AC-CBS is a matrix 
free-inversion algorithm and, if properly stabilized, can drastically reduce the computational time. 
Even though the AC-CBS stability has been studied in the case of free fluid forced convection [3], 
such algorithm still presented poor performances in the presence of large source terms (natural 
convection problems, presence of porous domains, etc.), reducing significantly the capabilities of 
the algorithm in solving problems of practical interest. In the present paper the required stability 
conditions for the AC-CBS in the presence of very large source terms have been studied, by 
considering two different kind of source terms. The first one is related to the presence of a porous 
matrix, while the second one is due to buoyancy forces. In particular, the stability conditions have 
been derived on the basis of the order of magnitude analysis of the different terms constituting the 
governing equations, allowing to overtake the limitations shown by the AC-CBS in the simulation 
of problems involving natural convection or in the presence of free fluid-porous medium interfaces. 
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The stabilized AC-CBS algorithm performances have been tested by simulating well known test 
cases available in the literature, showing an excellent agreement with the available analytical and 
experimental results. The results obtained have also been compared to the Semi Implicit (SI) 
version of the CBS algorithm, showing a drastic reduction of the CPU time. 

2. GOVERNING EQUATIONS 

Incompressible viscous flow through a partially porous domain can be described by the generalized 
model, derived by averaging the Navier-Stokes equations over a representative elementary volume, 
using the well known volume averaging procedure [3, 4]. The governing equations are: 

Mass conservation equation 
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Energy conservation equation 
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The generalized model, based on a single domain approach, reduces to the Navier-Stokes equations 
in the free fluid domain ( 1ε →  and κ → ∞ ) while, as the porosity 0ε →  and 0κ → , the equations 
reduce to the Darcy-Forchheimer model. In the presence of buoyancy forces, the well known 
Bousinnesq approximation has been adopted to derive the momentum conservation equations. 

3. STABILITY CONDITION FOR THE SOURCE TERMS 

The stability analysis of equations (1)-(3) has been performed on the basis of a order of magnitude 
approach of the different terms. In particular, once the conservation equations are discretized in 
time, they can be rewritten as follow: 

 

( )

( ) ( )( )
( )

1 2

1

2

1 2

1

1

| |

1
1

n
n

i

n n

i

n
n

f effi i i

jn n

i ji i j j

n

nf

i f i in n

i i

n

p i effn f
i

p pf s

up t

p p x

u u ut p
u

x xu u x x

t F t
u u g T T

u u

T t T
c u

xT c c

ρβ

ρ µε

ερ ε

µε ε
ρ ρ β

κρ ρκ

ρ λ
ε ρ ε ρ

+

+

∞ ∞ ∞

+

 ∂∆
= −  

∂ 

  ∂ ∂∆ ∂ ∂
= − − + −   ∂ ∂ ∂ ∂   

 ∆ ∆
− + + −    

 

∆ ∂ ∂
= − −

∂ + −  

u

2

n

i

T

x

 
 

∂ 

 (4) 

The stability conditions have been derived by observing that the order of magnitude of each term in 
(4) has to be equal to 1. The application of the well known AC-CBS steps [2, 3], not presented here 
for brevity, leads to the following time-steps limitations, obtained neglecting the up-winding terms: 

Stability conditions - Step 1 
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where | |f

f

F
P

µ
ρ

κ κ
= + u . The above time-steps limitations also allow the calculation of the 

artificial compressibility parameter as ,
,min

n i

i i conv

i

h
u

t
β = +

∆
, and the other steps limitations are:  

Stability conditions - Step2 

 , 2
,

n

i i

i pr n

i i conv

p h
t

uρβ
∆ =  (6) 

Stability conditions - Step 3 
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The algorithm stability is then achieved by employing, at each node, the minimum time-step value 
from equations (5)-(7). 

4. RESULTS 

The performances of the stabilized AC-CBS have been verified by simulating well known 
benchmark cases, for which numerical and experimental data are available in the literature. The first 
case studied is the forced convection in a partially porous channel, as available in [5]. The obtained 
velocity profiles are reported in Figure 2(a), while Figure 2(b) shows the convergence histories and 
the computational times for both the AC and SI versions of the CBS, showing that the SI-CBS is 
much more costly than the AC-CBS from the computational time point of view. The second case 
analysed is the natural convection in a partially porous square cavity. The problem definition and 
the reference results are available in [6]. Figure 2(a) shows the obtained temperature profiles, while 
Figure 2(b) reports the complete convergence history and the computational time. From the analysis 
of Figure 2 it is evident the excellent agreement of the AC-CBS with the experimental results 
available in [6]. Even though the study cases represent a real challenging test-case, the stabilized 
AC-CBS algorithm performed excellently, requiring less than 0.5 hours to achieve the convergence, 
while the SI-CBS required more than 24 hours. 

 

(a) (b) 
Figure 1. Forced convention in a channel horizontally divided in free fluid and porous medium for 
Da=10-5, Re=2 and a mesh of 4941 nodes: (a) velocity profiles; (b) convergence histories and 
computational times. 
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(a) (b) 
Figure 2. Natural convection in a partial porous cavity: (a) temperature profiles; (b) convergence 
histories and computational times. 7Ra 3.028 10= × , 7Da 7.354 10−= × , Pr 6.97=  and 0.36ε = . 

4. CONCLUSIONS 

The stability analysis for the AC-CBS algorithm in the presence of large source terms developed by 
the authors has proved to be very efficient for all the problems considered. The stability conditions 
speeded up the process enormously. The computational times to achieve the steady state 
convergence by using the present scheme are firmly smaller than those obtained by using the 
original SI-CBS, while any destabilization has been observed even in presence of very large source 
terms. 
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ABSTRACT 

In this paper natural convection in a vertical convergent channel with or without saturated porous 
medium is studied numerically at steady state. The investigation is carried out in laminar, two 
dimensional regime and employing the Brinkman-Forchheimer-extended Darcy model. The 
physical domain consists of two non-parallel plates which form a convergent channel. Both plates 
are heated at uniform heat flux. The solutions are achieved using the commercial code FLUENT. A 
finite-extension computational domain is employed to simulate the free-stream condition. A finite-
extension computational domain is employed to simulate the free-stream condition. The results are 
obtained for different convergence angles, for 0° to 5°, and porosity coefficient (0.4, 0.6 and 0.9), a 
channel aspect ratio equal to 10, a Rayleigh number equal to 104 and a Darcy number equal to 0.01. 

Key Words: Natural Convection, Porous Medium, Vertical Convergent Channel. 

1. INTRODUCTION 

Potential authors Convective heat transfer in fluid-saturated porous media has received considerable 
attention during the past several decades due to its applications in many engineering and 
geophysical systems [1,2]. These applications include packed bed reactors, porous insulation, beds 
of fossil fuels, nuclear waste disposal, usage of porous conical bearings in lubrication technology, 
fibrous insulation systems, grain storage, food processing, energy efficient drying processes, 
geophysics, and energy related engineering problems. 

Multiple technological applications in different industrial equipments and electronic devices require 
the detailed knowledge of velocity and temperature fields under this particular situation. An 
interesting problem is that of heat transfer in a convergent channel with two uniformly heated flat 
plates [3,4]. Numerical investigations can give useful information on the effects of the heat flux, the 
convergence angle and the spacing. It seems that investigations for steady state conditions in natural 
convection, in vertical convergent channels with porous medium in the open-ended enclosure, have 
not received much attention. However, a deep knowledge of natural convection, in these 
geometries, should be carried out in order to have more information on the thermal and fluid 
dynamics behaviors of natural convection in vertical convergent channels with porous medium. As 
far as the present authors’ knowledge is concerned, natural convection coupled in a vertical 
convergent channel open at both ends and filled with isotropic porous medium has not been dealt 
with. Then, in this paper, reference is made to natural convection in air in a convergent channel with 
porous media and the two principal flat plates at uniform heat flux. The numerical analysis is 
accomplished in laminar, two dimensional and steady state regime. The fluid between the two plates 
is air. The study is carried out employing the Brinkman-Forchheimer-extended Darcy model. The 
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numerical results are obtained using the commercial code FLUENT, which is based on the finite 
volume method. A finite-extension computational domain is employed to simulate the free-stream 
condition and allows to account for the diffusive effects which are peculiar to the elliptic model. 

2. DESCRIPTION OF THE MODEL 

The physical system and geometry under investigation are shown in Fig. 1a. It consists of two non-
parallel plates that form a vertical convergent channel filled with a fluid-saturated porous medium 
and the fluid is air, Pr=0.71. The porous material is considered as homogeneous and isotropic. Both 
plates are heated at uniform heat flux. The imbalance between the temperature of the ambient air, 
T0, and the temperature of the heated plates draws a mass of fluid into the vertical channel. It is 
assumed that the transient fluid flow and heat transfer in the channel are two-dimensional, laminar, 
incompressible. Viscous dissipation, heat generation and pressure work are all assumed to have 
negligible effect on the velocity and temperature fields and, thus, are neglected. All thermophysical 
properties of the fluid and the solid matrix of the porous medium are assumed constant except for 
the variation in density with temperature (Boussinesq approximation) giving rise to the buoyancy 
forces. The thermophysical properties of the fluid and the solid matrix of the porous medium are 
evaluated at the ambient temperature, T0, which is equal to 300 K in all cases. In the porous medium 
region, the generalized flow model, known as the Brinkman-Forchheimer-extended Darcy model, is 
used in the governing equations. The permeability coefficient K and inertia coefficient C of porous 
medium are based on Ergun's experimental investigation [5] and it is expressed in [6]. 

 

 
 

Figure 1. Geometric configuration: (a) physical domain; (b) computational domain. 

3. NUMERICAL MODEL 

Since the vertical convergent channel is in an infinite medium, from a numerical point of view the 
problem is solved with reference to a computational domain of finite extent, as shown in Fig. 1b. 
Following the approach given [7]. A finite-extension computational domain is employed to simulate 
the free-stream condition and allows to account for the diffusive effects which are peculiar to the 
elliptic model. The imposed boundary conditions are the following: in the inlet permeable surfaces 
of the lower reservoir the free stream conditions are considered and the air temperature is assumed 
equal to the ambient temperature. On the impermeable surfaces, in the lower and upper reservoir, 
the no slip condition are assumed and these surfaces are adiabatic. At the permeable surfaces of the 
upper reservoir the free stream conditions are considered whereas the thermal conditions are 

X 

Y 

LX 

LY 

air 

air 

porous 

x 

y 

δ 
g 

Lw 

b 

qw qw 

porous medium 

air 

air 

167



adiabatic surfaces, if the fluid is outgoing, or the fluid is at ambient temperature, if the motion is 
incoming. On the solid wall in the channel no slip conditions and uniform heat flux are assumed. 
The commercial CFD code Fluent [8] is employed to solve the governing equations. The SIMPLE 
scheme is chosen to couple pressure and velocity. The model porous medium is active in the porous 
region. Computation starts with zero values of the velocity components and with pressure and 
temperature values equal to the ambient ones. The convergence criteria of 10-4 for the residual of 
continuity equation and velocity components and 10-8 for the residuals of energy are assumed. A 
grid dependence test is accomplished to realize the most convenient grid size by monitoring the 
average Nusselt number, for Ra=104, an aspect ratio equal to 10 and for a case without porous 
medium and with porous medium (Da=0.01 and ε=0.6). 

4. RESULTS 

The results are presented for aspect ratio equal to 5 and 10 and Rayleigh number, Ra, ranging from 
102 to 106 and δ ranging from 0° to 5°. The porous material in the convergent channel has a value of 
Da=0.01 and the cases with porosity coefficient ε=0.4, 0.6 and 0.9 are considered and compared 
with the channel without porous medium (no porous case). The fluid is air and the solid matrix has 
a thermal conductivity 10 times the one of the air. Temperature and stream function fields for an 
aspect ratio equal to 10, Ra=104 and δ=0°, 2° and 5°, are reported in Figs. 2 and 3, respectively. 

The fields are given for no porous and ε=0.9 cases. Temperature fields show that, for the case 
without porous medium inside the channel, in Figs. 2a-2c, in the central region of the channel the 
air temperature is equal to the ambient one and this zone increases increasing the convergence 
angle, according with [4]. This indicates that the flow in the channel is developing. In the upper 
region external to the channel, two thermal plumes are present and a slight oscillation appears in 
this zone. In presence of porous medium inside the channel, in Figs. 2d-2f, the flow seems 
developed and the isotherms have a parabolic size inside the channel. In the upper reservoir a single 
plume is detected and the oscillations are more evident. This unsteady condition in the upper 
reservoir does not have effect on flow inside the channel. 

The stream function in the channel shows that the flow has a parallel motion for δ = 0°, in Fig. 3a. 
For δ ≥ 2°, in Fig. 3b and 3c, the flow presents the stream lines sparse in the inlet region and thick 
in the outlet region. In the upper reservoir the flow is slightly squeezed. In the cases with porous 
medium in the channel the trend is very similar to the previous but it has lower values of mass flow 
rate and the stream lines are more sparse. In the upper reservoir the plume is very thinner than the 
previous case. 
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Figure 2. Temperature fields for Ra=104, Da = 

10-2: (a)(d) δ=0°, (b)(e) δ=2°, (c)(f) δ=5°. 

Figure 3. Stream function fields for Ra=104, 

Da=10-2: (a)(d) δ=0°, (b)(e) δ=2°, (c)(f) δ=5°. 
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ABSTRACT 

The paper presents a numerical procedure for the simulation of heat and fluid flow in a low 
enthalpy geothermal energy system, using a generalised model for porous media flow and an 
equivalent porous medium approach for macroscopic description of the heat exchanger. The results 
obtained are validated against the experimental data available for a geothermal reservoir in the 
island of Ischia in Italy, which were available from previous work of one of the authors. The 
comparison shows that the proposed procedure can be successfully used for the simulation of this 
type of problems. 

Key Words: Geothermal energy, Porous media, interface problems. 

1. INTRODUCTION 

The use of geothermal heat pumps may substantially increase the economical potential of 
geothermal energy, extending its use to countries that have not exploited this source so far, due to 
the lack of high enthalpy geothermal reservoirs. Still, in countries where the geothermal energy is 
already employed, the use of downhole heat exchangers for exploitation of low enthalpy geothermal 
reservoirs solves the problem of re-introducing the geothermal fluid into the reservoir, as requested 
by environmental and legislative restrictions. However, the heat withdrawn from the aquifer with 
this type of devices can be limited due to the interaction between the exchanger and the well. In 
fact, the circulation of the geothermal fluid in the porous matrix, which represents the aquifer, is 
necessary in order to withdraw heat from the aquifer. 

Downhole heat exchangers have been studied extensively, both numerically and experimentally, in 
the last ten years, but still many aspects of the above mentioned interaction between aquifer and 
well as not completely clear [1], [2], [3]. In most of the modelling work available, the Darcy law is 
employed to describe porous medium flow, which complicates the mathematical coupling between 
the aquifer and the well. Therefore, some assumptions and simplifications have to be made, in order 
to obtain a numerical solution. At the same time, experimental data on the behaviour of the aquifer 
are very difficult and expensive to retrieve. In the end it is very difficult to validate the results 
obtained with simplified models. 

It is therefore desirable to develop a simulation procedure that reduces the number of 
simplifications and assumptions that are needed, and uses boundary conditions and results that can 
be measured experimentally. In particular, such a complete simulation of the well, the aquifer and 
the heat exchanger as a whole system does not appear to be available. This type of analysis would 
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allow to understand some of the limitations in the use of downhole heat exchanger, and to more 
efficiently design the whole system. 

In this work, a generalized model [4] is used to describe the macroscopic heat and fluid flow 
through porous medium. Such model allows the use of a single domain approach for the calculation 
of velocity and temperature in both the aquifer and the well. Furthermore, the same approach can be 
used to describe the flow through the downhole heat exchanger, if this is simulated as a porous 
medium with a uniform negative heat generation. This type of approach can better approximate the 
actual operating conditions of the entire system. 

The finite volume method has been used to recover the numerical solution for the model developed. 
The results obtained show that the proposed procedure can be successfully used for the solution of 
the phenomena that occur in the well. 

2. THE PROBLEM 

An intensive experimental campaign was carried out by one of the authors of this work in order to 
test a new prototype of a geothermal convector, and to study its performance in an aquifer on the 
Island of Ischia in Southern Italy [1], [2]. The prototype was made of three main components: the 
condenser, the evaporator (geothermal convector) with a convection promoter, and an adiabatic 
connection between the two. A sketch of the actual plant and the computational domain with 
boundary conditions are given in Figure 1. The temperature of the well was monitored using five T-
type thermocouples installed between the convection promoter and the tube casing of the well 
(Figure 1). Furthermore, during the experiments the heat transfer rate withdrawn from the aquifer 
was monitored together with the temperature in the well. 

   

Figure 1: Geothermal plant on the Island of Ischia in Southern Italy (left), and computational 
domain used in the simulation (right). 

The aquifer on Ischia was found at a depth of about 12 meters and had an unperturbed temperature 
of 73.3°C. The characteristics of the aquifer were determined on the basis of a number of tests that 
were performed on site and in laboratory [1]. 

The geometry considered is part of the geothermal well, whose dimensions are based on the actual 
well situated on the island of Ischia in Italy (Figure 1). 
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The heat exchanger, which is made of a system of 94 pipes with an external diameter of 16mm and 
a length of 2.8m [1], in the present work, is modelled as cylindrical porous medium from which a 
constant heat is withdrawn [4], [5], assuming a uniformly distributed negative heat source, u′′′�
(W/m3). The equivalent porous cylinder has a radius of 10 centimetres and is about 3.4 meters tall, 
which corresponds to the actual encumbrance of the exchanger. The properties of the porous 
medium have been calculated on the basis of the relations available in literature [5] and on the basis 
of the heat exchanger’s design [1]. 

The problem can be considered axis-symmetric with respect to the well axis, as the fluid-dynamic 
and thermal boundary conditions considered are symmetrical to the axis of the well, as described 
later in this section. The well has a diameter of 35 cm and the geothermal fluid depth is about 6.8 
meters from the bottom of the well. 

The extension of the aquifer domain was chosen on the basis of the results obtained in previous 
work [1], [2] , where it was shown that the disturbance due to the presence of the well does not 
penetrate into the well for more than 9 meters. Therefore, the domain considered has a radius of 10 
meters, while the total height of the aquifer considered is of about 7 meters, and it is placed between 
two impermeable layers. The hight of these layers was chosen based on the same considerations 
made for the aquifer. After a mesh sensitivity analysis, the two-dimensional mesh used is 
constituted of 248764 nodes and 544310 elements. The mesh is refined near the heat exchanger and 
in the well region, where the highest gradients are expected. 

3. RESULTS 

The solution of the problem was obtained for different values of the total heat withdrawn from the 
well and considering the properties of the medium for which experimental results were available 
[1]. In particular, the permeability of the aquifer is considered to be 3×10-3 m/s and its effective 
conductivity is varied between the estimated minimum and maximum values, 1.5<λe<2.5 W/(mK). 
Table 1 presents the main quantities used in the simulations. The properties of the geothermal fluid 
are considered to be constant, and are assumed to be those of water at the mean temperature of the 
well. 

Table 1: Main parameter values used in the simulations. 

Aquifer Geothermal fluid Heat exchanger 

ε 0.31 ρf [kg/m3] 975.5 kg/m3 ε 0.36 

ke,a [m/s] 3×10-3 cf [kJ/kg] 4190 ke,HE [m/s] 1.22 

λe,a [W/(m⋅K)] 1.5 and 2.5 µf [kg/(m⋅s)] 3.91×10-4 Q�  [kW] 10, 14 and 24 

Taquifer [°C] 73.3 λf [W/(m⋅K)] 0.668   

 

The results obtained are presented in terms of temperature profiles. Figure 2 presents a comparison 
of the calculated and measured temperatures along the annulus between the tube case and the 
convection promoter (see Figure 1), for transient and steady state. The plot shows a good 
comparison of the results obtained with those measured experimentally. However, it is noticed that 
the steady state solution was not fully reached during the experiments. In fact, the transient profile 
presented in Figure 2 is obtained 32 hours later the initial time, when the aquifer and the well were 
considered to be unperturbed (T=73.3°C as initial condition). 

The results obtained at the steady state also show that the effect of the effective thermal 
conductivity of the well temperature does only affect the lower part of the well, where the 
temperature of the geothermal fluid is increased of less than 2 °C in the whole range of ke 
considered. 
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Figure 2: Comparison of calculated and measured temperatures in the well. 

4. CONCLUSIONS 

This paper presents a numerical procedure for the simulation of a downhole heat exchanger for the 
exploitation of low enthalpy geothermal reservoirs. Using a generalised model for the description of 
porous medium heat and fluid flows, the proposed procedure allows to calculate the velocity and 
temperature distribution in the well, the aquifer and the heat exchanger, without having to subdivide 
these domains and use non physical boundary conditions for each sub-domain. The results were 
validated against experimental data that had been obtained on a plant in southern Italy, and showed 
that the procedure can be successfully used in the prediction of the complex phenomena that occur 
in the interaction between the well and the aquifer. The procedure is used to verify some results that 
were previously obtained with more approximate models, and to gain a better understanding of the 
problem studied. 
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ABSTRACT

In this paper we present the Multilevel Lagrangian Conservative Scheme (MLCS) for the convective
fluxes numerical evaluation. It is based on a lagrangian approximate solution with a control of spurious
oscillations by means of suitable reconstruction technique and a subsequent gaussian high order time
integration for the evaluation of the numerical fluxes. A scalar, vectorial and multidimensional analysis
is presented.

Key Words: Accurate and wiggling reduced fluxes, non linear convection, Burgers, Euler and Navier-
Stokes equations .

1. INTRODUCTION

Convection schemes are of great importance in the design of computational fluid dynamics codes.
Due to the difficulties of the analysis for the multidimensional system, it is a common practice to
test advection schemes and their properties in 1D. In last four decades -after Godunov’s theorem- the
attempts to conjugate high order with further properties, like the stability and/or entropic ones, have
been directed to less ambitious goals (e.g. monotonic, TVD, TVB, Muscl, ENO, WENO, etc.), but
more robust for the multidimensional extension. The early Von Neumann idea of using conservative
schemes and adding a proper amount of artificial viscosity still holds even if such numerical diffusion
effects are introduced in a not explicit and not stationary way. Flux and slope limiters as well as solution
adapted reconstruction are the main ingredients of most popular codes. Here we combine a lagrangian
prediction (based on a solution adapted reconstruction) for the set up of low and high order Richtmyer-
Lax-Wendroff fluxes obtaining a new scheme, successfully checked for both 1D scalar case and 3D
Navier-Stokes equations.

2. PRINCIPLES OF LAGRANGIAN CONSERVATIVE APPROACH

Let us refer to the 1D scalar case of the conservation equation and its usual single step discretized form:

∂u

∂t
+
∂f (u)
∂x

= 0 (1)

ūn+1
i = ūni − λ[f̃i+1/2 − f̃i−1/2] (2)
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where f (u) is any smooth function of u, ū is a space average of u, f̃ is a time average of f (u)
(numerical flux), τ ∈ [0,∆tn] and λ is the ratio of the time and space interval measures. The Multilevel
Lagrangian Conservative Scheme (MLCS) furnishes an estimate of the numerical fluxes based on a
combination of low order and high order numerical fluxes, as usual in the practice of limiters. See for
instance [1], [2]. Its innovative contribution relies upon the high order part Fh:

F̃h
(
xi−1/2, t

n
)
≈ 1

∆t

∫ tn+1

tn
f
[
uL
(
xi−1/2, τ

)]
dτ (3)

where uL
(
xi−1/2, τ

)
is a suitably accurate and robust prevision of the exact solution that we call La-

grangian Approximate Solution (LAS) and the time integral is evaluated by means of Gauss numerical
integration so that uL is required only on the gaussian (time level) nodes.
In order to clarify the last point let us firstly consider the scalar case and the Burgers’ equation for
which f (u) = u2

2 , fu = u, fuu = 1. In this case the exact solution u
(
xi−1/2, t

n + τ
)

- briefly ue (τ)-
is available in an implicit form, i.e.:

ue (τ) = u
(
xi−1/2 − τ ue (τ) , tn

)
, un

(
xi−1/2 − τ ue (τ)

)
. (4)

Unluckily the explicit form for ue (τ), even for the Burgers’ case, may require the solution of a nonlinear
equation as a consequence of the (general) nonlinear dependence of u (x, tn) upon x, and such a solution
can result to be multi-valued. However, it is possible to derive a family of explicit approximations, i.e.
the above mentioned LAS, by substituting the ue (τ) in the right hand side of (4) with some truncated
Taylor time-expansion uT (τ):

uL (τ) = un
(
xi−1/2 − τ uT (τ)

)
(5)

where

uT (τ) = (un)xi−1/2
− τ

(
un
∂un

∂x

)
xi−1/2

+
τ2

2!

(
2un

(
∂un

∂x

)2

+ (un)2 ∂
2un

∂x2

)
xi−1/2

+ . . . (6)

Obviously the coefficient expression of τ3, τ4, . . . , τk becomes increasingly complex and could be de-
termined with a symbolic computational approach. However it is important to note here that un (x),
because of the space discretization, is not exactly and/or continuously known and the order of the uT
truncation is constrained by the reconstruction order of un.
For the non scalar case of conservation laws, as the fluidynamic models, the extension of (3) to vectorial
quantities u and related fluxes f (u) is not directly written because, in general, does not exist an easy
vectorial extension of the exact solution, even in the implicit form (4). In fact the gasdynamic conser-
vation model that includes the energy balance instead of the the entropy conservation does not admit
Riemann Invariants that could allow a (very complex, implicit) expression of the exact solution. There-
fore for compressible flows the finding of a suitable expression of an approximated and/or exact solution
u that has to be substituted in the right hand side of the possible vectorial extension of equation (3) has
been object of the last fifty years of research in the CFD community. The first attempt that produced
the Lax-Wendroff families of schemes (Richtmyer, Lapidus, etc.) were based on the tenso-vectorial
form of the Taylor expansion (6). At the same time and later on local exact solution (mainly Riemann
Problem solutions and/or k-wave solutions) were introduced either after suitable cell reconstruction of
un (Godunov, Osher, Van Leer, etc.) either by adopting a frozen (constant) evaluation of the jacobian
matrixA = ∂f

∂u (Roe, Beam-Warming, etc.). The extension of (3) and its related research to the 3D case
is extremely complex and some problems as ensuring the physical relevance of the numerical solutions
is still an open question as it is the existence, the uniqueness or multiplicity of such solutions [3].
Here we consider only slightly compressible flows so that it is numerically convenient to consider, in-
stead of a thermodynamic pressure, a p scalar field having the role of a Lagrangian multiplier that con-
strains the density flow divergence to have a prescribed value (i.e. ∂ρ∂t ). Therefore we will here consider
only vector balances for the vector u =

[
ρv, ρv2

]
in 1D or its 2-3D extensions u =

[
ρv, ρ|v|2

]
(i.e.

momentum and kinetic energy) end the related purely convective fluxes (i.e. pressure free). Moreover
such flux reduction corresponds to the so called advection upstream splitting of momentum (AUSM)
widely adopted in multidimensional compressible flow simulation [4]. As a consequence we have that
the matrix A in 1D case has already a diagonal (scalar) structure (i.e. u2/u1 I ) as well as in 3D case
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the correspondent flux Jacobians A1,A2,A3 still result to be simply v1 I, v2 I, v3 I. Such a choice for
the matrices Ai explains our definition of LAS for the uL. Moreover the kinetic energy (i.e. velocity
quadratic norm |v|2) may not require a real computation if one adopts suitable conservative schemes
for the balances of ρ and ρv, as earlier demonstrated by Arakawa and others [5]. As conclusive result
of the presented remarks and assumptions the extension of equation (3) to the to the 3D case for the
general pressure free momentum numerical fluxes f = ρvv has the following LAS form:∫ tn+1

tn

(∫
Sk

fk [uL (P (Sk) , τ)] dSk

)
dτ ≈∑
i

wiµ (Sk) f̄k [v (P (Sk)− si, tn) , ρ (P (Sk)− si, tn)] (7)

where si = τiv (P (Sk) , tn) is an estimate of the Lagrangian displacement in the time fraction τi, wi
are the gaussian time integration coefficients, Sk is the boundary surface of the control volume normal
to the kth direction, µ (Sk) is the Sk measure and the overbar on f indicates the Sk average. It can be
clarifying for the understanding of equation (7) to read in it a variant of the early Richtmyer’s version of
two step Lax-Wendroff scheme with the meaningful differences of either the multipoint Gaussian time
integration, either the substitution of Lax-Friedrich prevision at ∆t/2 with the Lagrangian prevision on
the Gaussian time points. Last but not least, further improvements and advantages for the presented
schemes comes from the use in the multidimensional case of recent fast interpolative procedures. Ob-
serve in fact that functions v (·, tn) , ρ (·, tn) have to be continuously reconstructed i.e. the required
values for (7) need an interpolation of the available grid values. Such a reconstruction when practiced
by means of high order polynomials and/or splines may produce strong wiggles and uncontrolled TV.
In the present proposal the high order reconstructions are obtained by subgrid piecewise constant recon-
struction that mimic the continuos high order ones. In such a way one get a fine control of the artificial
viscosity and the associated stability effect. For sake of clearness in the following we will describe in
full details the implementation of Multilevel Lagrangian Conservative Scheme and the classical Burg-
ers test case while some results of its application to multidimensional Navier-Stokes equations can be
found in [6].

3. IMPLEMENTATION AND RESULTS FOR BURGERS TEST CASE

The numerical solution of Burgers equation is a popular and simple test case on which most of the
different class of schemes for non linear PDE have been applied. Here the initial condition adopted is a
rectangular window function, and the discretization structure of time evolution given in (2) is:

ūn+1
i = ūni −

∆t
∆x

[ (̃
u2

2

)
i+1/2

−
(̃
u2

2

)
i−1/2

]
. (8)

Adopting the Richtmyer Two-Step Lax-Wendroff method the time averaged fluxes, for instance on

xi−1/2, are obtained by evaluating
(̃
u2

2

)
i−1/2

as 1
2 (uLF )2

i−1/2 where uLF is the Lax-Friedrich prevision

of ui−1/2 at time tn+ ∆t
2 - i.e. (uLF )

n+ 1
2

i−1/2 = 1
2

(
uni−1 + uni

)
− λ

2

[
f(uni )− f(uni−1)

]
. In order to reduce

the strong TV increase of the Richtmyer scheme, and to get an improved time and space accuracy, the
present scheme introduces the following modifications:

- the single prevision at time tn + ∆t
2 is substituted with at least two intermediate time points

previsions. For the two-points Gaussian integration α1∆t and α2∆t, time fractions are: α1 =
3−
√

3
6 and α2 = 3+

√
3

6
- the u previsions themselves are not the Lax-Friedrich’s ones but are based, after a subgrid

discretization of a space continuous high order reconstruction of u (·, tn), on a Lagrangian
estimation of the space coordinates points from which such values are assumed to come from
unchanged.

In practice the first step consists of interpolating with a given order the nodal values of the velocity u
from the first grid (grid 1) to a second grid (grid 2) which is derived from grid 1 by refining the mesh
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with additional nsbgr−1 cells or nsbgr cell centers in between two cell centers of mesh 1. Therefore the
values of u− and u+ at the α1 and α2 points used for computing the time averaged Burgers’ numerical
fluxes as u2

1+u2
2

4 are calculated as follows:

u∓ = un

(
xi−1/2 −

3∓
√

3
6

∆t u∗i−1/2

)
with u∗i−1/2 =

1
2

(ui−1 + ui) .

Observe that the u∓, after that the high order interpolation has been done from grid 1 to grid 2, are
easily obtained with a nearest value interpolation, in order to provide a controlled amount of artificial
viscosity while substantially preserving the main part of high-order spatial variation.

Here the Multilevel Lagrangian Conservative Schemes (MLCS) scheme is compared with the Richt-
myer two-step Lax-Wendroff method and then is controlled with a superbee limiter

FIG 1. Multilevel Lagrangian Conservative scheme with 2 sub-grid points vs. Lax-Richtmyer

FIG 2. MLCS with 2 sub-grid points and SuperBee limiter.
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ABSTRACT 

A numerical algorithm and code are developed and applied to direct numerical simulation (DNS) of 
unsteady two-dimensional flow fields relevant to receptivity and stability of the high-speed 
boundary layer. An implicit second-order finite-volume technique is used for solving the Navier–
Stokes equations. Numerical simulation of unsteady disturbances in the boundary layer on a flat 
plate is performed at free-stream Mach number equal to 6. It is shown that numerical method using 
TVD and WENO scheme allows for simulation of unstable processes. 

Key Words: DNS, Receptivity, Stability, Boundary Layer, WENO, TVD. 

1. INTRODUCTION 

Prediction of laminar-turbulent transition is important for aerothermal design and drag calculations 
of high-speed vehicles. In “quiet” free streams, transition on aerodynamically smooth surfaces 
includes receptivity, linear phase and nonlinear breakdown to turbulence. This explains high interest 
in DNS of different phases of hypersonic transition during the last two decades. 

Zhong et al. [1] conducted a series of numerical simulations related to receptivity and stability of 
hypersonic flow over a flat plate. These studies were carried out using a high-order shock-fitting 
scheme. DNS of transition of supersonic boundary layer at Mach 3 was performed in [2] using 
high-order finite difference scheme. However, these schemes are not applicable to a small region 
near the leading edge, which may play an important role in receptivity to free-stream disturbances. 
Balakumar et al. [3] numerically investigated stability of hypersonic boundary layer over a 
compression corner using high-order weighted essentially non-oscillatory (WENO) shock-capturing 
scheme. Egorov et al. [4, 5] carried out a series of numerical investigations of receptivity and 
stability of hypersonic boundary layer over flat plate at Mach 6 using second order TVD (Total 
Variation Diminishing) scheme. 

Shock-capturing schemes are preferable for practical configurations. However, their robustness is 
due to relatively high dissipation, which may damp physically unstable disturbances. In this paper 
we compare methods based on TVD and WENO spatial discretization applied to the problem of 
receptivity and stability of hypersonic boundary layer. 

2. PROBLEM FORMULATION 

Viscous two-dimensional unsteady compressible flows are governed by the Navier-Stokes 
equations. The fluid is a perfect gas with the specific heat ratio 1.4γ =  and Prandtl number 

. The viscosity-temperature dependence is approximated by the power law Pr 0.72=

( )0.7
T Tμ μ∗ ∗ ∗ ∗

∞ ∞= . Calculations are carried out for supersonic flow over a flat plate with sharp 

leading edge at the free-stream Mach number 6M∞ =  and the Reynolds number 
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6Re 2 10U Lρ μ∗ ∗ ∗ ∗
∞ ∞ ∞ ∞= = × . Hereafter ρ∗

∞  is free-stream density, U ∗
∞  is free-stream velocity, L∗  is 

plate length, asterisks denote dimensional variables. Flow variables are made nondimensional using 
steady-state free-stream parameters and plate length L∗ . 

The computational domain is a rectangle with its bottom side corresponding to the plate surface. 
The no-slip boundary conditions are imposed on the plate surface. The wall temperature 
corresponds to the adiabatic condition for the steady-state solution. Details on the problem 
formulation and governing equations are given in [4]. The problem is solved in two steps. Firstly, 
the steady-state solution is calculated to provide the mean flow field. This flow field is presented in 
[4]. Then, unsteady disturbances are induced on boundaries of computational domain at the initial 
time moment and the unsteady problem is integrated. 

For modelling of receptivity to small disturbances, a plain monochromatic wave is imposed on the 
free stream given by ( ) ( ) ( ), , , , , , exp

TT
x yu v p T u v p T i k x k y tω

∞ ∞
⎡ ⎤′ ′ ′ ′ ′ ′ ′ ′= + −⎣ ⎦ , where 

, , ,u v p T′ ′ ′ ′  are non-dimensional perturbation amplitudes. For slow acoustic wave with zero 
angle of incidence we have: 

( ) 2, 1 , , 0=p T M p u M p vε γ ∞ ∞′ ′ ′ ′ ′ ′= = − = / ( 1)k M M, ω∞ ∞ ∞= − . 

Here ε  is amplitude of incident wave; ,x yk k k∞ 0= =  are wavenumber components; L Uω ω∗ ∗ ∗
∞=  

is circular frequency. Here we consider waves of small amplitude  at which the 
receptivity process is linear. The disturbance frequency is 

55 10ε −= ×
260ω =  at which the maximum 

disturbance amplitude in the boundary layer is observed at the station 0.9x ≈  and associated with 
the second mode wave. The temperature disturbance is zero on the plate surface, 

0
0

y
T

=
′ = . 

3. NUMERICAL METHOD 

The problem is solved numerically using a conservative finite-volume method [4]. For calculations 
of steady-state solution providing the mean flow field, the implicit scheme is more preferable. 
Calculations of unsteady disturbances, in which the time step is very small to provide sufficient 
accuracy in simulating unstable waves, require less computational time than does the steady-state 
problem because the steady solution should be obtained with very low numerical residual in the 
case of small disturbances. Therefore, the implicit numerical scheme is used for both steady and 
unsteady problems. 

A second-order Godunov-type scheme with the Roe approximate Riemann solver are used for the 
inviscid part of the intercell flux. A piece-wise linear reconstruction with a TVD limiter is used to 
represent the components of the conserved vector at the boundary of a cell: 

( ) ( )1 1 1 1 2 1
1 1, , ,
2 2L j j j j j R j j j j jm m− + + + + += + − − = − − −Q Q Q Q Q Q Q Q Q Q Q Q  

where m(a, b) is the van Leer limiter function. Second-order central-difference approximations are 
used for the viscous part of the intercell flux. 

The use of a second-order implicit time descritization results in a system of nonlinear equations, 
which is solved using the modified Newton–Raphson method. The Jacobian matrix of the system is 
evaluated using a truncated stencil with three points in each direction. During the iteration process, 
a solution of the linear algebraic system is obtained with the help of the iteration general minimum 
residual method GMRES(k) and ILU-decomposition as a preconditioner. More details on the 
numerical method can be found in [4]. 

The TVD scheme allows for modelling of the disturbance dynamics in the leading-edge vicinity. 
Nevertheless, this computational scheme damps physical waves, especially near the peaks and 
valleys. Another type of numerical schemes which do not have this disadvantage is WENO schemes 
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[6]. In our work, third-order WENO scheme is used where the interpolation of the dependent 
variables on the boundary of an elementary cell is: 

0 0 1 1R R R R RQ Q Qω ω= + , ( ) ( )0 0 0 1 1 1 0 1,R R R R R R R Rω α α α ω α α α= + = +  

( ) ( )
0 1

0 12 2
0 1

;R R
R R

d dα α
ε β ε β

= =
+ +

, 0 1
2 1;
3 3

d d= = ,  610ε −=

( ) ( )2 2

0 1 1 1 2+ ( );R j j R j jQ Q Q Qβ β+ += − = − , 0 1 1 2 1
1 1 3;
2 2 2R j j R j jQ Q Q Q Q Q+ + += + = − +  

The value of  is derived from symmetry. LQ

In our calculations the computational grid has 2001 301×  nodes. In the boundary-layer region, the 
grid nodes are clustered in the direction normal to the body surface. 

4. RESULTS 

The pressure disturbance field, defined as the difference between an instantaneous flow field and 
the mean flow field, induced by the acoustic wave is shown in figure 1. The shock wave weakly 
disturbs the acoustic field pattern. Major distortions are observed in the near-wall region and 
associated with the interaction of acoustic disturbances with the boundary layer. Pressure 
disturbances in free stream are presented in figure 2 for 0.8 0.9x≤ ≤ . The figure shows the 
comparison of TVD and WENO3 results with the theory near the upper boundary of computational 
domain, where grid stretching is used. Wall pressure disturbances are shown in figure 3 ( 0 1x≤ ≤  – 
left figure,  – right figure). One can see that the difference in amplitude between TVD 
and WENO3 scheme is small in the boundary layer and large enough in free stream. Moreover, 
TVD scheme shows larger phase error. 

0.8 0.9x≤ ≤

0 0.2 0.4 0.6 0.8 1
0

0.05

0.1

0.15

0.2

x

y

 
FIGURE 1. Pressure disturbance field induced by acoustic wave 
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FIGURE 2. Free-stream pressure disturbance obtained with TVD and WENO3 
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FIGURE 3. Wall pressure disturbance obtained with TVD and WENO3 

4. CONCLUSIONS 

Numerical methods based on second-order TVD and third-order WENO space discretization 
coupled with second-order implicit temporal advance method are used for DNS of unstable 
disturbances in hypersonic boundary layer over a flat plate at free-stream Mach number 6. The 
difference in amplitude between TVD and WENO scheme is relatively small in the boundary layer, 
but becomes important in the free stream (where grid stretching is used). Moreover, TVD scheme 
gives a larger phase error. It is shown that both numerical methods allow for simulation of unstable 
processes in the boundary layer. 
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ABSTRACT

Natural convection heat transfer in a doubly-connected region formed in terms of Mathieu functions
is effectively analyzed, using a spectral finite difference scheme for a variety of parameters, to get
streamlines, isotherms, a mean Nusselt number, and total force acting on the body placed inside.

Key Words: Spectral Analysis, Doubly-Connectedness

1. INTRODUCTION

Analysis of natural convection heat transfer is one element of heat and fluid flow problems, e.g. heat
transfer to liquid metals from cylinders [1]. Recently-developed spectral finite difference schemes [2]
are very effective to analytical or numerical treatment especially of fluid flow problems or of heat and
fluid flow problems in two-dimensional or in axisymmetrical solutions. Mathematical introduction of
multiply-connectedness is required as shown in [3] ( doubly-connected ), and [4] ( triply-connected ).
Special attention is necessary to a problem for forming a conformal mapping system [5]. The spectral fi-
nite difference scheme has the following property: mathematically exact spatial spectral decomposition,
high spatial resolution, high speed computation, and accepting non-uniform grid spacing.

2. ANALYSIS

Steady-state two-dimensional natural convection from a heated object to fluid enclosed in a finite re-
gion ( doubly-connected region ) is analyzed, using a spectral finite difference scheme [2], later sup-
plemented with a mathematical condition for multiply-connectedness [3, 4]. Under a boundary-fitted
conformal mapping coordinate system (α, β) and a Boussinesq approximation neglecting dissipation
terms, the dimensionless governing equations ( ψ : stream function, ζ : vorticity, T : temperature ) are:

(1) J
∂ζ

∂t
+

∂(ζ, ψ)
∂(α, β)

=
1√
Gr

(
∂2

∂α2
+

∂2

∂β2

)
ζ +

∂(T, y)
∂(α, β)

,

(2) Jζ +
(

∂2

∂α2
+

∂2

∂β2

)
ψ = 0 ,

(3) J
∂T

∂t
+

∂(T, ψ)
∂(α, β)

=
1

Pr
√

Gr

(
∂2

∂α2
+

∂2

∂β2

)
T , J ≡ ∂(x, y)

∂(α, β)
,

where Gr and Pr stand for a Grashof number and a Prandtl number respectively. The following map-
ping

eα+i β =
1 + i η(z)
1− i η(z)

is a general mapping such that α = 0, |β| ≤ π stands for an outer wall where η(z) takes a single real
value and along which the value varies from−∞ to +∞monotonously. Another wall inside is assumed
to be given by α = α0(< 0) if =(η) ≥ 0 . One-to-one correspondence in the conformal mapping gives
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η′(z) 6= 0 inside the domain and vice versa[6]. Special focus is placed on a new configuration different
from [2, 3, 4] given by the following with a parameter q:

(4) η ≡ 1
se1(z, q)

+ se1(z, q)− i ce1(z, q) , =(z) ≤ 0 ,

where z ≡ x + iy : physical dimensionless Cartesian coordinate, y : vertically upward, and se1, ce1

stand for the sine-elliptic and cosine-elliptic Mathieu functions of order 1 respectively; α0 ≤ α ≤ 0.
Characteristic values a1 for ce1 and b1 for se1 of the Mathieu functions are specified through the infinite
continued fractions

(5) 1− a1 + q =
q2/(12 · 32)
1− a1/32 −

q2/(32 · 52)
1− a1/52 −

q2/(52 · 72)
1− a1/72 − · · · ,

(6) 1− b1 − q =
q2/(12 · 32)
1− b1/32 −

q2/(32 · 52)
1− b1/52 −

q2/(52 · 72)
1− b1/72 − · · ·

with lim
q→0

a1 = 1, lim
q→0

b1 = 1 [7]. Here as ususal, the following restriction is imposed: q is real and

positive. For the one-to-one correspondence of the conformal mapping ( η′ 6= 0 in the domain ),

(7) 0 < q ≤ q0 ≈ 0.539 ,

where

(8)
1

se1(i H0, q0)
+ se1(i H0, q0) + i ce1(i H0, q0) = 0 ,

(9) se′1(−i H0, q0)
{

1− 1
se2

1(i H0, q0)

}
− i ce′1(−i H0, q0) = 0 ,

H0 > 0
and ′ denotes a derivative with respect to the first argument. Multiply-connectedness leads at α = α0,
as in [3, 4], to

(10)
∮

α = α0

∂p

∂β
dβ = 0 ,

which becomes

(11)
1√
Gr

∮
∂ζ

∂α
dβ +

∮
T

∂y

∂β
dβ = 0

( under a no-slip flow condition at a stationary wall ), where p stands for pressure. Dynamical boundary
conditions are specified through no slip flow conditions, i.e., without loss of generality as

(12) ψ(α0, β) = const , ψ(0, β) = 0 ,
∂

∂α
ψ(α0, β) = 0 ,

∂

∂α
ψ(0, β) = 0 , |β| ≤ π .

As a thermal boundary condition, the following Dirichlet type ( the inner and outer walls are kept at a
higher and lower constant temperature respectively ) is considered:

(13) T (α0, β) = 1 , T (0, β) = 0 , |β| ≤ π .

In this case the thermal and fluid flow field is symmetric with respect to the y-axis. Thus, spectral
decomposition is, not necessarily restricted to, but based on the Fourier series as

(14)
[

ζ
ψ

]
=

∞∑

n=1

[
ζsn(α, t)
ψsn(α, t)

]
sinnβ ,

(15) T =
∞∑

n=0

Tcn(α, t) cosnβ .

Total force F acting on the inner surface α = α0 is given by

(16) F =
i√
Gr

∮
z′ζdβ − i√

Gr

∮
z

∂ζ

∂α
dβ ,
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(17) z′ ≡ dz

d(α + iβ)
.

Mean Nusselt number along the inner wall, Num, is given by

(18) Num = −
∮

∂T

∂α
dβ

/∮ √
Jdβ .

In Eqs.(16) and (18), integration is assumed to be carried out at α = α0.

3. RESULTS

As an example, Figs. 1 and 2 show steady-state streamlines and isotherms respectively at Gr =
104, P r = 0.7, eα0 = 0.1, q = 0.5. In Fig.1 difference of streamlines δψ = 0.0025, and in Fig.
2 temperature difference between isotherms δT = 0.1, Num = 10.2,F = 0.0115 i, height of the outer
circumference = 0.843, where the top point of the circumference is at z = 0. Figure 3 shows steady-
state streamlines at Gr = 104, P r = 0.7, eα0 = 0.1, q = 0.37, where Num = 11.8,F = 0.0085 i,
height of the outer circumference = 0.711 .

Fig.1 Steady-state streamlines at Gr = 104, P r = 0.7, eα0 = 0.1, q = 0.5, δψ = 0.0025 .

Fig.2 Steady-state isotherms at Gr = 104, Pr = 0.7, eα0 = 0.1, q = 0.5, δT = 0.1 .

Fig.3 Steady-state streamlines at Gr = 104, Pr = 0.7, eα0 = 0.1, q = 0.37, δψ = 0.001 .
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4. CONCLUSIONS

Thermal and fluid flow of natural convection heat transfer in a doubly-connected region is successfully
analyzed, using a spectral finite difference scheme. Information on lift force, total flow rate, and a mean
Nusselt number is obtained for a variety of parameters.
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1. INTRODUCTION

The motivation for the present work is to formulate an efficient method of numerical solution for in-
compressible viscous flows with heat transfer. Two common approaches used in solving incompress-
ible flow problems are the so called pressure based method introduced by Patankar and density based
(pseudo- compressibility) method proposed by Chorin. The pseudo-compressibility formulation is con-
sidered here because of its superior performance in terms of convergence and robustness. Furthermore,
all advanced techniques for compressible flows can be extended to incompressible flow computations
in pseudo-compressibility formulation.

Mainly two approaches are used for numerically discretizing the Navier-Stokes equations with pseudo-
compressibility formulation; namely, central differencing scheme by Jameson, and flux difference split-
ting scheme by Roe. While Jameson scheme requires addition of artificial dissipation (which needs
tuning depending on the problem) for stability, the derivation of flux difference splitting scheme of Roe
is not proper due to violation of the homogeneity property of flux vector in pseudo-compressibility for-
mulation. Although the results reported in the literature do not show the effect of above deficiency of
Roe’s scheme, a need is felt to develop an alternate upwind method. Thus, the authors proposed a novel
Harten Lax and van Leer with contact (HLL-C) type method for pseudo-compressibility formulation
which is cost effective and free from above drawbacks[1]. The new method has been found to produce
excellent results for a wide range of incompressible flows without heat transfer[1]. In the present work,
above HLLC-type method is modified to include energy equations with the Navier Stokes equations in
order to solve heat transfer problems.

2. GOVERNING EQUATIONS AND NUMERICAL FORMULATION

The pseudo-compressibility formulation for 2D incompressible flow with heat transfer is given by

(1)
∂U
∂t

+
∂E
∂x

+
∂G
∂y

= S

where U = (p, u, v, T )T , S = (0, 0, gtβt(T − Tref ), 0)T , E = Ec − Ev and G = Gc − Gv. The
expressions for the convective fluxes Ec and Gc, and viscous fluxes Ev and Gv are

Ec =


βu

u2 + p
uv
uT

 , Gc =


βv
uv

v2 + p
vT

 , Ev =


0

ν(2∂u∂x)
ν( ∂v∂x + ∂u

∂y )
α∂T∂x

 , Gv =


0

ν( ∂v∂x + ∂u
∂y )

ν(2∂v∂y )
α∂T∂y


Here, u and v are the Cartesian components of velocity, p is the modified pressure (normalized with
density), T the temperature, ν the kinematic viscosity, α the thermal diffusivity, βt the coefficient of
thermal expansion, gt acceleration due to gravity and Tref the reference temperature. The term β
represents artificial compressibility.
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Integrating them over an arbitrary finite volume and changing the volume integral over the flux vectors
to the surface integral, we have

(2)
∫ ∫

Ω

∂U
∂t
dxdy +

∮
A

[Enx + Gny]dA =
∫ ∫

Ω
Sdxdy

where nx and ny are the direction cosines for the face of area A which is enclosing the cell volume Ω.

Discretizing Eq.( 2), the normal components of the inviscid flux Fij = (Ecnx + Gcny) at the face
between two cells are evaluated based on the proposed new upwind method for pseudo-compressibility
formulation. This method is an extension of the upwind method developed by the present authors for
incompressible flow without heat transfer[1]. The interface inviscid flux is given by

(3) Fi,j =


FL 0 ≤ SL
F∗
L = FL + SL(U∗

L − UL) SL ≤ 0 ≤ S∗

F∗
R = FR + SR(U∗

R − UR) S∗ ≤ 0 ≤ SR
FR 0 ≥ SR

where SL, SR and S∗ are the wave speed estimates. FL and FR, are the inviscid fluxes on the left and
right of the interface between cells i and j. The primitive variable vectors, UL and UR, are evaluated at
left and right states using a piecewise linear reconstruction presented by Barth and Jespersen.

Realizing that the flux Jacobian for the above system has eigenvalues un, un, un − a and un + a, the
fastest left and right running waves are estimated as SL = min[(un−a)L, (un−a)R];SR = max[(un+
a)L, (un+a)R]; and the middle wave as S∗ = u∗n with the artificial speed of sound a =

√
u2
n + β. Note

that the subscripts L and R denote left and right states at the interface respectively.

The unknown vectors defining the star quantities U∗
L = [p∗ u∗n v

∗
n T

∗]TL and U∗
R = [p∗ u∗n v

∗
n T

∗]TR in
Eq.( 3) are evaluated in the following manner. As shown in Fig. 1(a), there exists jumps in all primi-
tive variables across the fastest left and right running waves (SL,SR). Based on generalized Riemann
Invariant analysis similar to that in reference[1], it is noted that there is a jump in the face tangential
velocity and temperature across the intermediate wave with wave speed S∗, while the pressure and nor-
mal component of velocity remains invariant across the middle wave. Therefore, the intermediate (star)
quantities for pressure and normal velocity can be obtained from the two wave system while tangential
velocity components and the temperature in the intermediate (star) region, i.e. v∗nL, v∗nR, T ∗

L and T ∗
R,

are determined by solving the Rankine Hugnoit conditions across the waves SL and SR.

The primitive variables in the intermediate region as evaluated above are used to evaluate the convective
flux as in Eq.( 3).This convective flux is added with viscous flux to give the total flux across the edge.The
viscous flux is evaluated in a conventional central differencing manner.

3. RESULTS AND DISCUSSIONS

The present method is validated with two square cavity test problems; one involving natural convection
flow[2], and the other involving mixed convection flow[3]. The geometry for both the cases is identical
with change in the boundary conditions for each case. The 41× 41 grided domain is shown in Fig. 1(b).
The flows considered here are laminar. The density variation because of buoyancy effects are taken
into account by Boussinesq hypothesis. Air with Prandtl number 0.71 is chosen as the fluid medium.
Gravitational body force is assumed to act in the negative y direction.

3.1. Natural convection flow. The vertical walls (x=0,x=1) are differentially heated and the horizontal
walls (y=0,y=1) are insulated while the lid of the cavity is held at rest. Heat transfer through the walls
cause density changes and leads to buoyancy driven flows.The reference fluid temperature is taken as
T0 = 293K while Th = 303K and Tc = 283K are the temperatures of hot and cold wall respectively.

The temperature and velocity contour plots for Ra = 106 are also shown in Fig. 2. The computed
velocity components at the domain center-lines are shown in Fig. 3(a) as non-dimensional form (using
α
D as a scale factor, where α is the thermal diffusivity and D is the cavity width) for Rayleigh numbers
Ra = 105, 106. The important quantities for the problem considered, e.g. the Nusselt number and the
maximum velocities are summarized in Table 1. The table shows the computed Nusselt numbers at the
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hot wall for Ra = 104, 105, 106. A comparison with the available literature [2] is also shown in the
table.

3.2. Mixed convection flow. The results presented are that of computations carried out for various
Grashof numbers of Gr = 102, 104, 106 and Reynolds Number of Re = 100, 400, 1000. It has been
observed that for Gr

Re2
<< 1, the mechanical effect of sliding lid is more prominent than that of the

buoyancy effects and vice versa for Gr
Re2

>> 1. The velocity profiles at the cavity mid planes are
shown in Fig. 3(b) for Gr = 102, 106 and Re = 1000 values. The streamline plot and temperature
contours are also shown in Fig. 4 for Re = 1000 and Gr = 106. The Nusselt Number at the top wall,
which indicates the measure of heat transfer, is computed and compared with the values given in the
literature[3] as shown in Table 2 for all the above cases.

4. CONCLUSION

A new upwind method is proposed for solving incompressible flows with heat transfer which has su-
perior features as compared to the existing methods for pseudo-compressibility formulation. Extensive
validation exercise conducted with test cases of natural and mixed convective flows, demonstrate that
the computed solutions from the present method have very good agreement with benchmark solutions
reported in the literature.
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(a) Three wave system (b) 41 X 41 grid

FIGURE 1. Three wave system and grid used for the problem

TABLE 1. Comparison at different Ra Numbers

Parameter Ra = 104 Ra = 105 Ra = 106

Numax 3.52(3.528) 7.80(7.717) 17.79(17.925)
yNumax 0.1407(0.1425) 0.0826(0.081) 0.0382 (0.0378)
Numin 0.512(0.586) 0.646(0.729) 0.898 (0.989)
Nu 2.32(2.243) 4.61(4.519) 8.51 (8.779)
umax 16.16(16.178) 34.25(34.73) 63.82 (64.63)
yumax 0.823(0.823) 0.855(0.855) 0.852 (0.850)
vmax 19.42(19.617) 68.24(68.59) 217.66 (217.36)
yvmax 0.115(0.119) 0.064(0.066) 0.034 (0.0379)

TABLE 2. Nu Number at Top wall

Re Gr = 100 Gr = 104 Gr = 106

100 1.97(1.94) 1.31(1.34) -(1.02)
400 3.78(3.84) 3.61(3.62) 1.18 (1.22)
1000 6.41(6.33) 6.32(6.29) 1.81 (1.77)

* Values in the brackets() are taken from ref[2] and [3].
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(a) Temperature contour (b) u velocity contour (c) v velocity contour

FIGURE 2. Natural convection with Rayleigh Number 106

(a) Natural convection Ra = 105, 106 (b) Mixed convection Gr = 100, 106

FIGURE 3. Velocity components along centerline

(a) Streamline plot (b) Temperature contours

FIGURE 4. Mixed convection with Reynolds Number 1000 Grashof Number 106
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ABSTRACT

In this work we present PRIN-3D (PRoto-code for Internal flows modeled by Navier-Stokes equations
in 3-Dimensions), a new high level algebraical language (Matlab R©) code and its solving kernel based
on a quasi-segregation technique of the pressure equation.

Key Words: Computational fluid dynamics, high level algebraical languages, segregation, precondi-
tioner.

1. INTRODUCTION

In order to design a computational fluid dynamics code that enables the user to perform several tests
ranging from algebraic analysis of the equations’ structure to modular implementation of virtually any
kind of Fluid Dynamic model, it is convenient to adopt high level algebraical languages (like Python,
Scilab, Octave, etc.) and in particular Matlab R©. This choice is made considering the opportunities that
this kind of programming languages offer in terms of easy user interfacing, fast libraries and packages
integration (i.e. NAG, LAPACK, UMFPACK, etc.) and increasing usage of natively multi-threaded
functions. In comparison with low level programming languages (like C or Fortran) they result to be
easier to use and more portable across platforms because of their strong abstraction from the details
of the computer, also taking into account their “natural” and “native” handling of fundamental linear
algebra objects like matrices, and the extensive amount of libraries and functions available for a lot of
simple and complex operations like matrix manipulation or 3D graphics and visualization. Moreover
high level algebraical languages have also an easy parallelization capability by means of specifically
designed toolboxes (MPI based) and packages (like Star-P R©). Following such considerations and with
the purpose in mind of designing a flexible code (sometimes referred to as proto-code) with turbulent
and reactive capabilities and oriented to the study of new mathematical and numerical models and to
the development or optimization of new numerical algorithms, we decided to write from scratch a new
numerical code called PRIN-3D (PRoto-code for Internal flows modeled by Navier-Stokes equations
in 3-Dimensions) tailored to the general structure of the mathematical models that we want to solve
(in particular the incompressible and the slightly compressible Navier-Stokes model) but also flexible
enough to easy implement new models by exploiting the fast built in functions of such high level
algebraical languages. The focus is also on the introduction of advanced numerical solvers with pressure
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segregation by means of preconditioning techniques, and to the study of different linear (iterative as well
as direct) solvers.

2. MAIN BODY

The structure of PRIN-3D linear solver for the system of equations yielded by the discretization of
the incompressible Navier-Stokes partial differential equations is the solving kernel for every incom-
pressible or even slightly compressible model being resolved. An implicit time discretization for the
diffusive part, weighing with θ the unknowns at time n + 1 and (1 − θ) the known values at time n, is
adopted (the most common choice for the value of θ is 1/2 and this leads to the Cranck-Nicolson scheme
with a truncation error e = O(∆t2) + O(∆x2)). All non linear terms are left on the right hand side of
the discrete equations, that is to say the evaluation of such terms is only done on the basis of values at
time tn. The pressure gradient has been collocated directly at the time t(n+1) and this is to stress the
fact that the vector field ∂P n+1

∂xj
has to correct the divergence of the finally computed field at time t(n+1)

and that in incompressible flows pressure has barely no physical meaning and so does any attempt to
assign a time collocation to it. The solving process is carried out with a quasi-segregation technique of
the pressure equation. Introducing a spatial discretization, the system of discretized equations can be
restated in terms of algebraic operators:(

F G
D 0

)(
v
p

)n+1

=
(
q
g

)n

(1)

where F is a block-diagonal elliptic operator
( F 0 0

0 F 0
0 0 F

)
. With simple algebraic manipulation (consider-

ing Richardson iterations with the left preconditioner P =
( F 0
D −I

)
) system (1) can be rewritten as(

I F−1G
0 DF−1G

)(
v
p

)n+1

=
(

F−1q
DF−1q − g

)n

obtaining the typical structure of a segregated system where velocity and pressure variable computations
have been uncoupled, and the latter has to satisfy the classic pressure segregated Poisson’s equation
DF−1Gpn+1 = DF−1q − g. If the matrices F−1 and F−1G were directly computed, both would turn
out to be completely full and their storage would be dramatically demanding on memory resources.
Of course also matrix DF−1G is completely full and has to be inverted. Considering the following
polynomial expansions of the inverse of F (and so of the whole block diagonal matrix F): F−1 =
(I − νθ∆t ∇2)−1 = I +

∑∞
p=1(νθ∆t ∇2)p, it can be truncated at the N -th order so that to obtain the

following approximate inverse operator

F̃−1
N = I + (νθ∆t ∇2) + (νθ∆t ∇2)2 + · · ·+ (νθ∆t ∇2)N

with an obvious reduced sparsity if N increases. Repeating the segregation process with the approximate
inverse F̃−1

N instead of F−1, and bearing in mind that F̃−1
N F = I − BN = I − (νθ∆t ∇2)N+1 this

yields (
I − BN F̃−1

N G
−DBN DF̃−1

N G

)(
v
p

)n+1

=
(

F̃−1
N q

DF̃−1
N q − g

)n

.

The pressure variables in this system are quasi-segregated since BN is different from zero but of the
(N + 1)th order. Every term with BN can be somehow neglected or used to start the iterative method:(

I F̃−1
N G

0 DF̃−1
N G

)(
v
p

)n+1,i+1

=
(
BN 0
DBN 0

)(
v
p

)n+1,i

+
(
F̃−1

N q

DF̃−1
N q − g

)n

.

For every i-iteration step, the following pressure segregated equation has to be solved:

DF̃−1
N Gp

n+1,i+1 = DBNv
n+1,i +DF̃−1

N q − g.

It is possible to split the approximate inverse operator F̃−1
N into two parts

F̃−1
N = I +

Nlhs∑
p=1

(νθ∆t ∇2)p +
N∑

p=Nlhs+1

(νθ∆t ∇2)p = (I + F1) + F2
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and with such splitting, pressure segregated equation is ready to be solved with the following “nested”
iterative scheme indicated with the counter k:

D(I + F1)Gpn+1,i+1,k+1 = −DF2Gpn+1,i+1,k +DBNv
n+1,i +DF̃−1

N q − g.
A third nested iterative cycle can be introduced to solve pressure equation finding alternative types
of pressure variable ordering to the standard lexicographic, so that the elliptic operator D(I + F1)G
assumes a block-structured pattern. This also allows a parallel resolution for such equation. As a
matter of fact the user can choose between a sequential block Gauss-Siedel solver and a parallel block
Jacobi solver. This last choice is possible only if the Star-P software has been installed together with
Matlab. Star-P is a client-server parallel-computing platform that has been designed to work with
high level languages. Several convection schemes have been implemented in PRIN-3D, ranging from
simple lagrangian to high order conservative ones with flux limiters, and a new Multilevel Lagrangian
Conservative scheme (MLC) has been introduced [2].

3. RESULTS

Three-dimensional geometry handling is one of the toughest steps in a CFD code design. An effort has
been made to guarantee the maximum of flexibility with respect to the user’s demands in within a not
too limited class of 3D domains. The actual version of the code is intended to handle a specific class
of three-dimensional domains, right prisms. The user defines a basic 2D polygon and the height of the
prism which extends along the third dimension. The computational grid is a 3D block-structured grid
obtained by a staircase approximation of the user defined boundary geometry and the mesh is evenly
spaced (∆x = ∆y = ∆z ). The partially-staggered grid system appears to be a fair trade off between
colocated and staggered grid systems. Boundary Conditions (BC) available for the velocity’s compo-
nents u,v,w are Dirichlet (for all faces) and Extrapolation (for Outflow faces only) (Pressure Inlet and
Neumann BC are supported in the code but not yet tested). It is also possible to assign lid driven faces
or even swirled. The same kind of BC apply for transported scalars and other model-related quantities
(Turbulent Energy K, Energy Dissipation rate ε, Mixture Fraction Z, etc...). One of PRIN-3D numeri-
cal applications is the numerical combustion with the flamelet model. Here we present a simulation of
a methane-air laminar diffusion flame compared with experimental data obtainable in [3]. The exper-
imental setup consists of a coannular burner made up of a 1.1-cm-diameter fuel tube and a concentric
10.2-cm-diameter air annulus which is used to establish the laminar diffusion flames. The air and fuel
flow rates are respectively set to 1300 cm3/s and 9.8 cm3/s. The very first simulations of such flame
have been carried out with a 2D cartesian geometry. The flames evolve in the y-z plane while spanwise
periodic boundary conditions (along the x-direction) are imposed. The simulation numerical data are
shown in Table 1. In this 2D simulation the flame surface’s position (i.e. the maximum Temperature

Lx = .01 Ly = .15 Lz = .8 ‘Periodic’=‘x-x’ pres.arrang. 2

ReOX = 112.44 ReOXcell = 1.284 numiteri = 1 numiterk = 1 numiterl = 1

ncp = 200715 ncpx = 5 ncpy = 87 ncpz = 463 nvel = 438976
TABLE 1. 2D flame simulation: general data

value contour ) is not stationary probably due to the extrapolating outflow boundary conditions. Fur-
thermore as it can be seen in [3] at 7.5 cm the flame should be approximately 1 cm wide. This mismatch
can be explained by the 2D nonrealistic approximation. A truly 3D combustion simulation have been

‘rdt’=0.1 ‘rlxFL’=0.1 nvel = 392040 ncp = 200715 ncpx = 67

ncpy = 67 ncpz = 91 Lx = .11 Ly = .11 Lz = .15
TABLE 2. 3D flame simulation: general data

also carried out. Axisymmetric boundary conditions (as far as the staircase approximation’s limited
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FIG 1. 2D flame temperature profile.

reconstruction capability is concerned) are reproduced. In Table 2 all PRIN-3D numerical parameters
of the 3D flame simulation are shown. In this case the flame is steady and the maximum temperature

FIG 2. 3D flame temperature isosurfaces with slicing plain at Z = 0.75 meters.

profile (flame surface intersection with plane Z = 0.75) has approximately a 1 centimeter diameter.

4. CONCLUSIONS

PRIN-3D is an high level algebraical proto-code oriented to the study of new mathematical and nu-
merical models and to the development or optimization of new numerical algorithms. Its numerical
solving kernel is based on the quasi-segregation of pressure elliptic equation and subsequent resolution
by means of nested iterative processes with parallel capabilities. First non trivial numerical tests show
good agreement with experimental data.
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ABSTRACT 

Spectral reduction of the 1-D distributed dynamic model of a non isothermal circulating fluidized 
bed combustor (CFBC) is developed and presented. The continuum model is first approximated by 
a finite-difference method and integrated in time by means of Adams method to provide a 
“reference” solution. Then, Proper Orthogonal Decomposition (POD) with Galerkin projection is 
introduced to derive a reduce order model (ROM). The POD modes are then tested in the low-order 
approximation of the system evolution. ROM model proves to be effective, being able to reproduce 
steady-state with a low number of basis functions and significant speed up of the calculation. 

Key Words: Fluidized Bed Combustion Modelling, Model Reduction, Proper Orthogonal 

Decomposition, Spectral Methods. 

1. INTRODUCTION 

The fluidized bed combustion (FBC) technology has many advantages over traditional methods of 
solid fuel combustion, such as higher process efficiency, fuel flexibility and lower pollution. 
However, there are still many uncertainties in predicting FBC behaviour, which depends on many 
operational parameters i.e. excess air, solid properties, geometry of the reactor and many others. 
Prediction of FBC behaviour and parametric studies can be conducted by means of mathematical 
models of different levels of complexity [1] – starting from the 1-D plug flow systems to 3D models 
based on Navier-Stokes equations. However, most of these models, despite of addressing many 
specific phenomena, are limited to steady state operation. Hence there is still need for mathematical 
modelling and simulation of the dynamic behaviour of the FB boilers, for example in order to 
predict the response of the system to sudden changes of process conditions during operation.  

It is well recognized that even when the model details are kept to a minimum, in order to emphasize 
the dynamical aspects, in many cases the complexity of the first principle models of chemically 
reactive systems require quite significant time of computation. This is caused by a high number of 
ODEs resulting from the discretization of the original PDEs system. Hence, it is desirable to express 
the original model as a set of ordinary differential equations of the lowest possible order. Spectral 
methods, such as for example Galerkin method [2], provide an interesting framework in that, by 
proper choice of the functional basis, one can reduce the number of ODEs necessary to accurately 
describe the dynamics of the original PDEs model. One of the possible choices is use of the 
empirically derived orthogonal basis functions that can be determined by conducting Proper 
Orthogonal Decomposition (POD) of the spatiotemporal profiles of the system obtained  from the 
full model simulation. 
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Aim of this work is to report on the development of a 1-D dynamical model of circulating fluidized 
bed combustor (CFBC), which integrate simplified hydrodynamics, fuel combustion and heat 
transfer. The model consist of eight mass and heat balance equations. A combination of the 
Galerkin spectral method with empirical orthogonal basis functions obtained by means of POD is 
then applied to build a light yet faithful reduced order model (ROM). 

2. CFBC MODEL 

The circulating fluidized bed system is idealized as a 1-D distributed, unsteady tubular reactor with 
solids recycle [4]. The quasi-steady approximation is made for interphase momentum exchange. 
Combustion is modelled as a single one-step heterogeneous reaction (C+O2→CO2). Moreover, both 
volatile matter and ash content of the fuel have been neglected and the balance equation for the 
solids have been limited to fixed carbon lumped into two phases of different particle diameter, 
namely coarse and fine char.  
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FIGURE 1. Idealized scheme of CFBC   TABLE 1. Main parameter values  

Mass balances, in dimensionless form, for the coarse phase, which is depleted both by combustion 
and attrition, and for the fine phase, enriched by attrition and depleted by combustion, are given 
respectively, in dimensionless form, by: 
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The mass balances for gas phase, for O2 and CO2 , are: 
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Energy balances for solid phases and gas phase are: 
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Riser height Hex [m] 10 

Riser diameter D [m] 1 

Temperature T [K] 1123 

Pressure P [kPa] 101.325 

Inert particle diameter db [µm] 300 

Inert material density ρb [kg/m3] 2600 

Coarse diameter dc [mm] 3 

Fine diameter df [µm] 100 

Char density ρc [kg/m3] 1500 

Cyclone efficiency for coarse ηc [-] 1 

Cyclone efficiency for fine ηf [-] 0.9 

Slip multiplier for coarse γc [-] 0.5 

Slip multiplier for fine γf  [-] 1 
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3. MODEL REDUCTION 

The objective of the POD approach is to determine an empirical set of orthogonal functions basing 
on the spatiotemporal simulation data ( )tu x [3]. Sampled data can be represented, in matrix form: 
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where N is the number of position in the spatial domain and M is the number of samples taken in 
time. The POD basis { }1 2, , , Nϕ ϕ ϕΦ = … is then determined by solving the eigenvalue C λΦ = Φ , 

where C is the time-averaged autocorrelation matrix. Using the POD modes, the solution can be 
then expressed as: 
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where K<N is the number of modes used for truncation and ( )ka t   are modal coefficients to be 

determined by means of Galerkin projection of the system of PDEs onto POD modes.  

4. RESULTS 

A finite difference method with staggered grid, employing 501 spatial nodes was used for 
approximation of the PDEs. Then Adams implicit method was used to solve resulting ODEs, in 
order to build the reference solution and collect the snapshots. Typical sets of equally spaced 
snapshots from transient and steady state collected during simulation of the full order model for 
solid density are shown in Figure 2. 
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FIGURE 2. Set of snapshots collected for coarse (a) and fine char (b). 
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FIGURE 3. Comparison of vertical concentration profile of coarse in early transient and steady state; 
τ=40 (a), τ=560 (b) and τ=10000 (c). 

Following the POD procedure, collected data sets are combined into matrices of snapshots for each 
state variable separately and manipulated to produce four sets of orthogonal basis. The reduced 
order model was determined by performing Galerkin projection of the governing equations onto the 
modes. The resulting ODEs were integrated in time using Adams implicit method as for the full 
model. Preliminary results referring to isothermal operation are reported here. Axial profiles of 
coarse char concentration in the early transient and steady state are shown in Figure 3. The cusp in 
the profiles corresponds to the separation from the dense bed and the freeboard. Two cases are 
reported: Results from the model obtained by the projection of the PDEs onto one POD mode for 
each state variable (POD 1:1) and model obtained by the projection of the balances for solids and 
gas onto 11 and 1 modes (POD 11:1), respectively. POD 1:1 model is unable to capture the solution 
at the early transient, due to the characteristic shape of the leading POD mode, whereas the higher 
order model captures quite accurately both transient and steady state behaviour. 

5. CONCLUSIONS 

A distributed dynamical model of CFBC has been developed for isothermal operation and a 
POD/Galerkin method has been illustrated and applied to produce reduced order models. We have 
shown that, at least in the case of non-oscillatory regime, the system can be successfully projected 
onto just four POD modes, while retaining all qualitative features of the spatial distribution and, to 
engineering purposes, even quantitatively at steady–state. To provide accurate results in the 
transient, 24 modes are found to be sufficient. 
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ABSTRACT 

The application of the mesh-free Local Radial Basis Function Collocation Method (LRBFCM) [1-4] 
in solution of incompressible turbulent combined forced and natural convection is explored in this 
paper. The turbulent flow equations are described by the low - Re number -k ε  model with Launder 
and Sharma [5] closure coefficients. The involved temperature, velocity, pressure, turbulent kinetic 
energy and dissipation fields are represented on overlapping 5-noded sub-domains through 
collocation by using multiquadrics Radial Basis Functions (RBF). The involved first and second 
derivatives of the fields are calculated from the respective derivatives of the RBF’s. The involved 
equations are solved through the explicit time stepping. The pressure-velocity coupling is based on 
Chorin's fractional step method [6]. The adaptive upwinding technique, proposed by Gu and Liu [7] 
is used because of the convection dominated situation. The solution procedure is represented in 2D 
for upward channel flow with differentially heated walls. The results have been assessed by 
achieving reasonable agreement with the direct numerical simulation of Kasagi and Nishimura [8] 
for Reynolds number 4494, based on the channel width, and Grashof number 9.6×105. The 
advantages of the represented mesh-free approach are its simplicity, accuracy, similar coding in 2D 
and 3D, and straightforward applicability in non-uniform node arrangements. 

Key Words: Turbulent Combined Convection, Two-Equation Turbulence Model, Radial Basis Function, 

Collocation, Meshless Method  

1. INTRODUCTION AND GOVERNING EQUATIONS 

The principal goal of the present paper represents the development of the LRBFCM for turbulent 
thermo-fluid problems. This novel meshless technique [1] has been previously successfully applied 
to diffusion problems [2], convection-diffusion problems [3], and laminar thermo-fluid problems 
[4]. Consider a connected fixed domain Ω  with boundary Γ  filled with a fluid that exhibits 
incompressible turbulent flow. The flow is described (in a two-dimensional Cartesian coordinate 
system with base vectors ; ,x yς ς =i  and coordinates ; ,p x yς ς = , i.e. position of point p is 

determined as ; ,p x yς ς ς= =p i ) by the following time-averaged Reynolds equations for mass, 

energy, and momentum conservation 
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with 
xv , 

yv  and T  standing for the time averaged velocity components and time averaged 

temperature, respectively, and p , t , ρ , ν , 
tν , 

pc , λ  and 
tλ  are standing for pressure, time, 

density, molecular kinematic viscosity, turbulent kinematic viscosity, specific heat, molecular 
thermal conductivity and turbulent thermal conductivity, respectively. Molecular kinematic 
viscosity is defined as /ν µ ρ=  where µ  is molecular dynamic viscosity. Turbulent kinematic 

viscosity is defined as 2 /t c f kµ µν ε=  with cµ  and fµ  standing for closure coefficients of the 

turbulence model, and k  and ε  are the turbulent kinetic energy and dissipation, calculated by the 
following transport equations 
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where kP , D , and E  are the shear production of turbulent kinetic energy, source term in k  

equation and source term in ε  equation, respectively. They are given by 

( ) ( ) ( )( )2 22
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( ) ( )
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. The closure coefficients cµ , fµ , 1c ε , 1f , 2c ε , 2f , 
kσ  and 

εσ  of the low-Reynolds turbulent model [Launder and Sharma (1974)] are defined as 

0.09cµ = , ( )exp 2.5 1 Re / 50tfµ = − +   , 1 1.44c ε = , 1 1.0f = , 2 1.92c ε = , ( )2
2 1 0.3exp Retf = − − , 

1.0kσ = , 1.3εσ = , 0.9tσ = . The turbulent Reynolds number is 2Re /t k νε= . The turbulent 

thermal conductivity is /t t p tcλ ν ρ σ= , where tσ  is the turbulent Prandtl number. In order to 

determine the turbulent flow, the system of Eqs.1-6 has to be solved, together with the problem-
specific initial and boundary conditions. 

2. NUMERICAL METHOD 

A suitable model equation of Eqs.1-6, for explaining the numerical method used in this paper, is the 

general transport equation ( ) ( ) ( )t Sρ ρ∂ ∂ Φ + ∇ ⋅ Φ = ∇ ⋅ ∇Φ +v D , with , , , , ,tρ Φ v D  and S  standing 

for density, transport variable, time, velocity, diffusion matrix, and source, respectively. The 

solution of the governing equation for the transport variable at the final time 0t t+ ∆  is sought, 

where 0t  represents the initial time and t∆  the positive time increment. The representation of 

function and its derivatives over a set l  of (in general) non-equally spaced l N  nodes 

; 1,2,...,l n ln N=p  is made in the following way ( ) ( )
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the coefficients of the shape functions, and 
l K  represents the number of the shape functions. The 

left lower index l  represents the overlapping sub-domain lω  on which the coefficients l kα  are 

determined. Each of the sub-domains 
lω  includes 

l N  grid-points of which 
l NΩ  are in the domain 

and 
l NΓ  are on the boundary. The coefficients are calculated from the sub-domain nodes by 

collocation. The radial basis functions, such as multi-quadrics ( ) ( ) ( )
1/ 22

k k k cψ  = − ⋅ − + p p p p p  

can be used for the shape function, where c  represents the shape parameter. The general transport 
equation can be transformed into the following expression 

( ) ( ) ( ) ( ) ( ) ( )0 0 0 0 0 0 0 0/ / / /t t t Sρ ρ ρ ρ ρ ρΦ = Φ − ∆ ∇⋅ Φ + ∆ ∇⋅ ∇Φ + ∆v D , by taking into account the 

explicit discretization, from which the unknown function value 
nΦ  in grid-point 

np  can be 

explicitly evaluated. The involved derivatives are calculated through the described RBF collocation. 
The details of the novel numerical method are described in [1-4]. Fractional step method [6] is used 
for solving the pressure-velocity coupling, and the adaptive upwinding is used in the collocation of 
the velocity derivatives [7]. 

3. NUMERICAL EXAMPLE 

The geometry of the problem is a vertical channel of width δ  and height h , / 120h δ = . The flow 
with constant uniform velocity and temperature is entering into the channel at the bottom and 
leaving the channel at the top. Vertical walls are kept at different (left wall hot, right wall cold), but 
constant temperatures. At the outlet, the flow is assumed to be fully developed. The forced flow and 
the buoyancy force drive the flow upward near the hot wall (adding flow at the left wall), and 
downward near the cold wall (opposing flow at the right wall). The Reynolds number based on the 
channel width is set to 4494, and the Grashof number based on the temperature difference between 
the vertical walls and the channel width is 9.6×105. The non-uniform node arrangement with 13847 
nodes (81x171 nodes – 4 corner nodes) and 0.001st∆ =  is used. Node arrangement is adapted near 

the walls to achieve the position of the first point to be in the range 5y
+ ≤ . y

+  is the non-

dimensional distance from the wall /y xuτ ν+ = , uτ  is the friction velocity and x  is the distance 

from the vertical wall. Friction velocity is /wuτ τ ρ=  and the wall shear stress is w yv xτ µ= ∂ ∂ . 

The results are compared with the results obtained by the DNS [8]. Fig. 1 represents the mean 

dimensionless velocity profile yu v uτ
+ =  of the fully developed flow in wall coordinates, and 

dimensionless temperature profile ( )wT T T Tτ
+ = − , with 

wT  and Tτ  standing for wall temperature 

and friction temperature /
w p t

T q c uτ ρ=  (
wq  is the heat flux at the wall), respectively. 

3. CONCLUSIONS 

This paper probably for the first time represents the solution of the incompressible turbulent thermo 
fluid problem by a meshless method. The low-Re -k ε  model with the closure coefficients proposed 
by Launder and Sharma (1974) is used. The novel numerical solution is based on the local 
collocation with the radial basis functions for spatial disretization and first order (backward Euler) 
explicit method for time discretization. Due to its locality and explicit time stepping, the method is 
very appropriate for parallelization. The partial differential equations are solved in their strong 
formulation and no integrations are needed. The transition from two-dimensional to three-
dimensional cases is quite straightforward. The results were compared with the DNS for problem of 
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combined forced and natural convection with a very good agreement. In the future, the method will 
be extended to cope with the turbulent flow with solidification, as encountered in the continous 
casting of steel. With this, the new LRBFCM will most probably achieve a reasonable maturity and 
technological relevance. 

 

Figure 1: Mean dimensionless velocity profile (left) and dimensionless temperature (right) of the 
opposing flow in wall coordinates. Blue stars-DNS solution [8], solid red line-present LRBFCM. 
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ABSTRACT 

The present work summarizes the development of a mixed symbolic-numerical computational code 
that provides unified solutions for partial differential equations via integral transforms. The reported 
research was performed by making use of the symbolic computation platform Mathematica 7.0 and 
the hybrid numerical-analytical methodology Generalized Integral Transform Technique – GITT, in 
accurately handling coupled partial differential equations, readily applicable to heat and fluid flow 
formulations. The aim is to illustrate detailed modeling and robust simulation of various problems 
in steady and transient convection-diffusion, and providing a brief tutorial of this open source code 
of symbolic computations in heat and fluid flow. 

Key Words: Integral Transforms, Symbolic Computation, Heat Transfer, Convection, Diffusion. 

1. INTRODUCTION 

This contribution is part of a wider project titled “UNIT Project: Hybrid Methods in Engineering 
and Multiphysics” headed by the Federal University of Rio de Janeiro (COPPE/UFRJ), which is in 
synthesis a coordinated effort towards consolidating and constructing computational simulation 
tools based on hybrid numerical-analytical methodologies for multiphysics engineering problems. 

The second half of the 20th century, due to the increasing availability of computational performance 
based on both the hardware enhancement and numerical methods development, witnessed the 
continuous advancement of the role of computational simulation in physical sciences analysis and 
engineering design. Discrete numerical methods for differential equations were responsible for most 
of the simulation of processes and prototypes, which are nowadays accomplished technologies, and 
are the most frequently employed in commercial software for multipurpose use. While commercial 
simulation packages based on purely numerical methods are still far from perfect in terms of cost-
effectiveness, reliability, flexibility, and accuracy, their presence in routine tasks of academia, 
industry and consulting companies is an undeniable fact, which, in turn, brings an increasing 
demand for improvements. Recently, for instance, software manufacturers are being pressed to 
move into multiphysics systems, by integrating different computational platforms even originated 
from different companies, which are being progressively merged. 

The analytical-type approaches were not, however, fully abandoned during this period of the 
computer boom. Rather they were advanced, unified and further formalized by a few research 
groups [1]. These researchers were in part motivated since they could be useful to the technological 
revolution on numerical methods then under progress, by offering benchmark results for validation 
and calibration of numerical schemes. Most important, however, these researchers made 
contributions by producing the theoretical background for bridging new developments on hybrid 
analytical-numerical approaches. In this context, a number of hybrid methodologies have appeared 
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in the open literature, that, to within different degrees of success, attempt to match the classical 
analytical ideas with the present knowledge basis on numerical analysis, in the search for more 
accurate, robust and economical options to the now well-established discrete solution methods. 

For instance, this period has witnessed the development of a hybrid method for solving diffusion 
and convection-diffusion problems, called the Generalized Integral Transform Technique (GITT) 
[2-6], which was progressively advanced to overcome barriers posed by different classes of 
problems that were before supposed to be handled solely by discrete-type methods. Those include, 
among others in the heat and fluid flow field, nonlinear physical properties, moving boundaries, 
irregular geometries, boundary layer equations and the Navier-Stokes equations. This technique 
naturally evolved from the classical analytical approach, bringing up a more flexible and applicable 
methodology than the classical one. The relative merits of such an approach over purely numerical 
procedures include the automatic global accuracy control feature and the mild increase on 
computational cost for multidimensional nonlinear situations. The GITT adds to the available 
simulation tools, either as a companion in co-validation tasks, or as an alternative approach for 
analytically oriented users. In addition, hybrid methods become even more powerful and applicable 
when making use of symbolic manipulation systems, which were widely disseminated along the last 
two decades as well. The present hybrid approach has been progressively implemented within 
mixed symbolic-numerical environments, allowing for a marked reduction on formula derivation 
and analysis effort while providing integrated algorithms for numerical computations and graphical 
representation. From this experience, the goal became to conduct an effort to integrate the 
knowledge on a multipurpose computational code, here named UNIT (UNified Integral 
Transforms), which would initially be intended to bridge the gap between simple problems that 
allow for a straightforward analytical solution, and those more complex and involved situations that 
unavoidably require expensive commercial software systems. Rather than a market oriented user 
friendly software, the open source UNIT code is thus an implementation and development platform 
for researchers and engineers interested on hybrid integral transform solutions of convection-
diffusion problems. 

2. PROBLEM FORMULATION 

As an illustration of the class of problems handled by the formal integral transform procedure, a 
transient convection-diffusion problem of n coupled potentials (for instance velocity, temperature or 
concentrations) is considered. These parameters are defined in the region V with boundary surface S 
and including non-linear effects in the convective and source terms as follows: 
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where n denotes the outward-drawn normal to the surface S. 

Equations (1) are sufficiently general once all nonlinear and convection terms are grouped within 
the equations and boundary source terms. For linear source terms, i.e., P≡ P(x,t), and φ ≡ φ(x,t), this 
example becomes a class I linear diffusion problem according to the classification in [1]. Exact 
analytical solutions were in this situation obtained through the classical integral transform 
technique. Otherwise, this problem is not a priori transformable, and the ideas in the generalized 
integral transform technique [2-10] can be utilized to develop hybrid numerical-analytical solutions 
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to this class of problem.  Following the solution path previously established for convection-
diffusion and purely diffusive non-linear problems, the formal solution of the posed nonlinear 
problem requires the proposition of eigenfunction expansions for the associated potentials. The 
linear situation above commented that allows for an exact solution via the classical integral 
transform approach, naturally leads to the eigenvalue problems to be preferred in the analysis of the 
nonlinear situation as well. They appear in the direct application of separation of variables to the 
linear homogeneous purely diffusive version of the above problem. Thus, the recommended set of 
auxiliary problems is given by 

2( ) ( ) [ ( ) ( )] ( ) 0,         
k ki ki k k ki

K w d Vψ µ ψ∇ ∇ + − = ∈x x x x x x                                     (2.a) 

S       ,0)()()()( ∈=







+ xx

n
xxx kikkk K ψ

∂

∂
βα                                   (2.b) 

where the eigenvalues, kiµ , and related eigenfunctions, )(ki xψ , are assumed to be known from 

exact analytical expressions or application of computational methods for Sturm-Liouville type 
problems [1,2].  The problem indicated by Eqs.(2.a,b) allows, through the associated orthogonality 
property of the eigenfunctions, definition of the integral transform pairs [2]. Then, the integral 
transformation of the partial differential system (1) results in a coupled system of ordinary 
differential equations for the transformed potentials. Once the transformed potentials have been 
computed from numerical solution of the ODE system, the inversion formula is recalled to 
reconstruct the original potentials ),( tTk x , in explicit form. 

3. RESULTS AND DISCUSSION 

The constructed UNIT code encompasses all of the symbolic derivations that are required in the 
GITT formal solution, besides the numerical computations that are required in the solution of the 
eigenvalue problem and the transformed ODE system. The user essentially needs to specify the 
problem formulation, according to eqs.(1), and then choose how to present results according to the 
specific needs. The coefficients in the transformed system can be obtained by analytical integration, 
if feasible, or by the automatic adaptive numerical integration available in the Mathematica system. 
An alternative semi-analytical integration procedure is also implemented, which is particularly 
convenient in nonlinear formulations that might require costly numerical integration. For instance, 
the integral transformation of the equation source term for homogeneous filtered boundary 
conditions would then be evaluated as: 

,
1

ˆ( , ) ( ) ( , ,T ) ( ) ( , ,T )
m

M

ki l ki k ki k m
v v

m

g t T P t dv P t dvψ ψ
=

= =∑∫ ∫� �
� �x x x x                        (3) 

where ,
ˆ ( , ,T )
k m

P t
�

x  are simpler representations of the source term, defined in sub-regions Vm, for 

which analytical integration of the eigenfunctions is still obtainable. Several previously solved 
problems by GITT have been revisited to test and evaluate the general procedure that has been 
constructed, and we have here chosen the nonlinear Burgers equation example [7] to illustrate the 
UNIT code behaviour. The mathematical formulation of the problem here considered is: 

2

2

 ( , ) ( , ) ( , )
( )  ,       0< <1,       >0

  t  x    x

T x t T x t T x t
u T x  t

∂ ∂ ∂
ν

∂ ∂ ∂
+ =                   (4.a) 

( ,0)=1  ,        0 1T x x≤ ≤                                                                         (4.b) 
(0, )=1  ;      (1, )=0  ,            t>0T t  T t                                                       (4.c,d) 

and for the present application the non-linear function )(Tu is taken as: 

( ) +ou T u bT=                                                                                     (4.e) 
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Table 1 illustrates the behavior of the UNIT code solution, for N=30 terms in the eigenfunction 
expansion, and different number of sub-regions in the semi-analytical integration (M=60, 120, 180 
and 240) with a linear representation of the source term, so as to demonstrate the adequacy of this 
enhancement in the algorithm introduced in the present implementation. The results are compared 
for typical values of the governing parameters 0.1( 1.0;   0.5 5.0;   1.0)ot u b and ν= = = = where the 

increase in the parameter b is offered to enhance the nonlinear effect in the formulation. The last 
two columns correspond to results already reported in ref.[7], corresponding to the GITT solution 
also with N=30 but with analytical integration, and the discrete solution by the Method of Lines 
then obtained from the NDSolve routine of the Mathematica system under default precision control. 
One may conclude that only for the case with M=60 sub-regions in the analytical integration, the 
numerical results from the UNIT code start changing in the last significant digit provided, with 
respect to the fully converged solution of ref.[7], offering a reliable and automatic integral 
transform solution of the proposed problem, with more accuracy than the NDSolve solution. 
 

        M 

     x 
60 120 180 240 GITT [7] Numerical* 

0.1( 1.0;   0.5;   1.0)ot u b ν= = = =  

0.1 0.98463 0.98462 0.98462 0.98462 0.98462 0.98461 
0.3 0.93245 0.93243 0.93243 0.93243 0.93243 0.93238 
0.5 0.81774 0.81773 0.81772 0.81772 0.81772 0.81764 
0.7 0.59405 0.59404 0.59404 0.59403 0.59403 0.59395 
0.9 0.23099 0.23099 0.23099 0.23099 0.23099 0.23095 

0.1( 1.0;   5.0;   1.0)ot u b ν= = = =  

0.1 0.99851 0.99851 0.99851 0.99851 0.99851 0.99851 
0.3 0.98900 0.98898 0.98897 0.98897 0.98897 0.98896 
0.5 0.94776 0.94772 0.94771 0.94771 0.94771 0.94769 
0.7 0.79328 0.79328 0.79328 0.79328 0.79328 0.79324 
0.9 0.35416 0.35424 0.35425 0.35426 0.35426 0.35423 

TABLE 1. Convergence of UNIT code solution (GITT with N=30 terms in eigenfunction 
expansion) varying the number of sub-regions in semi-analytical integration (M). 

*Function NDSolve, Mathematica (default precision). 
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ABSTRACT 

Detailed computation of the free convection heat loss in heavy oil transport lines typically involves 
extreme grid aspect ratios, since the pipe length to diameter ratio may be of the order of 100000. In 
order to remedy this situation, we use a scaling technique for the equations. Using this technique we 
are able to do realistic simulations on very long pipelines. Some of these results are shown. 

Key Words: Heat Transfer, Natural Convection, High Viscosity, Laminar Flow. 

1. INTRODUCTION 

Heavy oil often has such a high viscosity that the oil flow through a transport pipeline can be 
laminar. Moreover, the oil viscosity often varies strongly with temperature. Typically the oil is 
fairly hot at the pipe inlet and is then cooled gradually towards the ambient temperature along the 
pipe. How fast the oil is cooled will then determine the pressure drop. Correct modelling of the heat 
loss to the surroundings is therefore very important. 

When the main flow is laminar, heat is transported from the oil to the pipe wall through free 
convection flow in the pipe cross section. The free convection velocities are typically of the order of 
fractions of a mm/s, while the typical transport velocities in the axial direction are of the order of 1 
m/s. Moreover, in the cross section the velocities and temperature will vary over length scales of 
some mm to some cm, while variations in the axial direction will typically be over a length scale of 
some km. 

Computation of the steady state temperature and velocity fields along the pipeline is a parabolic 
problem; the velocities and temperatures in a cross section can be computed based on the velocities 
and temperatures in the upstream cross section. However, due to practical considerations and the 
slow variation in the axial direction, we would typically like a grid-spacing of the order of 100 m in 
the axial direction. The huge grid aspect ratio in this situation gives rise to numerical problems. In 
order to remedy this situation, we use a scaling of the equations, where we effectively do the 
computations on a much shorter pipeline. This scaling is valid under very reasonable assumptions. 

Using this scaling we are able to do robust, realistic and fast simulations for real pipelines. Studies 
have been done for two pipelines in the North Sea. The first study was for a 220 km pipeline, which 
now is in operation. The simulations done for this pipeline were instrumental for the choice of the 
transport concept. The second study was for a field development project with a potential 50 km 
transport line.   
 
This work describes the applied methodology and the assumptions made for the scaled set of 
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equations. A verification of the method is followed by simulation results for highly viscous oil 
transported in a 220 km long pipeline. 

2. METHODOLOGY 

In the three-dimensional CFD simulations the problem is solved using a set of scaled equations that 
are valid for laminar flow. Both the length of the pipe and the flow rate in the pipe are reduced with 
a factor c. From the computed solution the solved variables are scaled back to a solution for the real 
pipe. The equations are expressed in a Cartesian coordinate system: x1 is the coordinate in the pipe 
axial direction, x2 and x3 are coordinates in the pipe cross section, with x3 being the vertical 
direction. 

The scaling assumptions are: 

•  The transient terms and the convective momentum transfer term are ignored.  
•  We ignore the axial velocity gradients in the viscous term in the Navier-Stokes equation and the  
    axial heat conduction.  
•  The pressure in the pipe can be written as an average pressure over the pipe cross section plus a  
    deviation pressure, i.e. ),,()(),,( 3211321 xxxpxpxxxp d+= . We ignore the deviation pressure  

    when evaluating the pressure gradient in the axial pipe direction.  

Based on these assumptions we get the following set of un-scaled equations:  

   

                                 
               

 

              
 
 
 
In the above equations g is the gravity, cp is the specific heat capacity, S is a source term for 
frictional heat dissipation, T is the temperature, ui is the velocity component in the direction xi, ρ is 
the density, λ is the thermal conductivity and µ is the dynamic viscosity. Assuming that p, ui and T 
are a solution to the equations shown above, we define a new solution that includes a scaling 
parameter c. This solution is based on the following scaling:   
 

 

            

 

This scaled solution is then inserted into the set of un-scaled equations, and we see that if ( Tup i ,, ) 

is a solution, then ( Tup i

~
,~,~ ) is also a solution. The final set of scaled equations becomes: 

  

            

224



0
),,(),,(),,(

3

3213

2

3212

1

3211 =
∂

∂
+

∂

∂
+

∂

∂

x

xxcxu

x

xxcxu

cx

xxcxu

)x,x,S(cx)x,x,)T(cx
xxxx

(
x

)x,x,T(cx
)x,x,(cxu

x

)x,x,T(cx
)x,x,(cxu

cx

)x,x,T(cx
)x,x,(cxucρ

321321
33223

321
3213

2

321
3212

1

321
3211p

+
∂

∂

∂

∂
+

∂

∂

∂

∂
=





∂

∂

+
∂

∂
+





∂

∂
⋅⋅

λλ

-26

-24

-22

-20

-18

-16

-14

-12

-10

-8

-6

-4

-2

0

2

0 10 20 30 40 50 60 70 80 90 100

Position [km]

P
re

s
s

u
re

 [
b

a
r]

0

5

10

15

20

25

30

35

40

45

50

T
e
m

p
e
ra

tu
re

 [
o

C
]

Scale   10 (Pressure)

Scale 100 (Pressure)

Scale   10 (Temperature)

Scale 100 (Temperature)

 

          
   

            

 

            
 
 

         

A parabolic solver is applied to calculate the steady-state condition. Buoyancy is modelled by 
means of the well-known Boussinesq approximation. The scaling approach is adapted to the 
commercial available CFD software Phoenics [1]. 

3. RESULTS AND DISCUSSION 

Two different simulations, with a scale factor of 10 and 100 respectively, were used to verify the 
method of scaling. In Figure 1 the resulting pressure and temperature profiles are shown for a 90 km 
long pipeline. The agreement is in overall very good, although a slight discrepancy is seen in the 
pressure in the first part of the pipe. This is believed to be caused by entrance effects which do not 
scale according to the scale factors used.   

 

 
 
 
 
 
 
 
 
 
 
 
 

           FIGURE 1. Pressure and temperature profiles based on different scale factors.  

The approach developed in this paper has been applied to two viscous oil pipelines in the North Sea. 
Figure 2 shows the typical temperature and velocity fields obtained in the single-phase laminar flow 
simulations. Of most importance is the stratification behaviour of the fluid; a cold layer is formed at 
the bottom with hot liquid flowing above. Stronger convection effects are seen in the hot layer. This 
stratification behaviour clearly demonstrates that a 1D model with an average heat loss coefficient 
to the surroundings would be inappropriate, although such models are commonly used today for oil 
pipeline design.  
    
Accurate prediction of temperature variation and pressure drop along a long viscous oil pipeline is 
crucial for correct design. During transport of highly viscous fluid, flows are initially turbulent due 
to low viscosity at high export temperature and gradually become laminar as the temperature drops 
along the line. In this study, the turbulent flow region has been simulated by the commercial 
software OLGA [2], which uses a 1D heat transfer model accepted widely in the literature. The 
additional mixing in turbulent flow significantly reduces the cross-sectional temperature variation. 
The laminar flow region is simulated using the scaling approach described above. Figure 3 
illustrates the temperature and pressure profiles obtained in a 220 km long pipeline for given export 
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temperature (90 ºC) and pressure (120 bara). It also shows the extent of the turbulent/transition flow 
zone and the laminar flow zone. The decreases in pressure and temperature from inlet to outlet are 
in better agreement with the field data (not shown) than a general 1D model. 

 

  
(a) (b) 

FIGURE 2. Typical temperature distributions (a) and velocity vector fields (b). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 3. Typical temperature and pressure profiles along a long viscous oil pipeline. 

 
4. CONCLUSIONS 

Highly viscous oils are difficult both to produce and to transport. The pressure drop in the pipeline 
should be as low as possible to limit the pump power and to enable long transport distances. Such 
oils typically have a viscosity that depends strongly on the temperature. This, combined with the 
natural convection that takes place as the oil is slowly cooled down, makes such flow conditions 
challenging to simulate. In this work a special scaling technique has been presented that enables the 
heat and fluid flow in the full-scale pipeline to be represented by a significantly shorter pipeline 
with unchanged pipe diameter. This technique both promotes convergence of the problem and 
significantly reduces the consumed computer time. The scaling method has been verified and used 
for simulation on two pipelines in the North Sea with good results.  
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ABSTRACT 

Temperature evolution in hot metal mills determines the uniformity of metallurgical and mechanical 
properties of the finished product. A numerical strategy to determine an estimate for the preferred 
distribution of temperature at the exit of the roughing stands of bars to be coiled in hot metal milling 
operations, based on a three-dimensional mathematical model for the evolution of temperature is 
presented, as well as the corresponding numerical solution strategy.  The governing partial 
differential equation of transient heat diffusion is solved by integrating a two dimensional 
geometrically adaptive finite element solution, for a shape changing domain, with a finite difference 
one-dimensional solution in the width wise direction of the bar, using a novel numerical separation 
of variables strategy. Time is discretized according to a Crank-Nicolson scheme. Numerical results 
indicating preferred entry temperature are shown. 

Key Words: Metal Coiling, Coilbox, Finite elements, Finite differences 

1. INTRODUCTION 

To minimize energy losses to the environment and for metallurgical uniformity manufacturing 
processes for flat hot strips, often shape the hot bars into coils, Fig. 1, The Coilbox®, [1-2], is just an 
example of a specific device utilized in strip coiling. The mathematical model for the problem 
consists of the three-dimensional (3-D) parabolic partial differential equation (PDE) of heat 
diffusion together with the necessary additional conditions.  

The utilized three dimensional (3-D) model is resolved using an approach that integrates a one 
dimensional (1-D) finite difference (FD) solution in the width wise direction and a two dimensional 
(2-D) finite element (FE) solution in the lengthwise direction. Figure 1. For this integrated solution 
a novel numerical version of the separation of variables principle (NSVP) was used.  

Due to symmetry only the lengthwise half of the metal strip is retained throughout the calculations. 
Geometrically adaptive FE’s (8 node isoparametric quadrilaterals) are used in the coiling plane. 
Time is discretized according to a Crank-Nicolson implicit approach for both the FD and the FE 
solutions with the same time step for both individual solutions, that is, they march together in time.  
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Given the complexities of the physics of the problem only a reasonable approximation to a near 
optimal entry distribution of temperature can be achieved, that is, a distribution of temperature that 

is as flat as possible (as a function of x, y and z) as the metal strip enters the finishing stands.  

The stated preferred distribution of temperature at the exit of the roughing stands, is determined in 
terms of the optimal initial temperature difference (OITD), between bar head and bar tail. 
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Figure 1. Partially coiled half bar showing significant geometric parameters. 

2. MATHEMATICAL MODEL 

The equation describing the temperature evolution in the bar is the well known parabolic partial 
differential equation of heat diffusion, given by: 

 [ ] ( ) ( )txyzzyx
t

T
cTk Ω∈∀

∂

∂
=∇ ,,2 ρ      (1) 

to be solved in the following (shape time dependent) domain 

  ( ) ( ){ }f
ttdzdhyLxzyxtxyz ≤≤≤≤−≤≤≤≤=Ω 0,2/2/,0,0|,,    (2) 

The initial shape of the bar is represented as a flat sheet of hot metal. 

The boundary conditions (BC), prior to contact due to coiling, are the combined convective and 
radiative boundary conditions given by 

 )(),,()( t
xyz

zyxTTcrh
T

k Ω∈∀∞−=− ∂
∂η

∂
     (3) 

Symbols represent: T temperature,  t time, c heat capacity, k thermal conductivity,  ρ density tf , 
prescribed final time, h bar thickness, d bar width, L bar length, T ∞  far away temperature, hc 
convective coefficient of heat transfer, hr equivalent radiative coefficient of heat transfer 
respectively. Where rhchcrh += , and )(txyzΩ∂  represents the boundary of the domain. The 

indicated derivative represents the outward normal derivative.  
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Applicability of the NSVP requires that all the different components of the 3-D model must be 
separable. The initial distribution of temperature satisfies it as well as long as it can be expressed as 
a 3-D function of x, y and z separable into three functions with the following general form, 

 )0(),,()(*)(*)(*)0,,,( xyzzyxzTyTxTzyxT Ω∈∀=      (4) 

Thermal exchange between layers of the metal strip as they become in contact during coiling and 
loose contact during uncoiling is handled by defining an equivalent heat transfer film coefficient 
consistent with either radiation heat exchange between adjacent layers with a view factor value of 1, 
or consistent with experimentally determined values of the thermal contact conductance used in the 
following form 

  )(,,)( t
xyz

zyxTT
tccf

h
T

k Ω∈∀∞−=− ∂
∂η

∂
     (5) 

In this expression,  T  is the heat emitting surface temperature, and  ∞T   is the heat receiving 
surface temperature in contact. Usage of this scheme entirely avoids the problems associated with 
the topology changes associated with coiling. 

The problem posed in equations (1) through (5) is solved by a numerical strategy that at each time 

step integrates via the NSVP a 2-D FE solution ( xy
FE

T  ) in the x-y plane (the coiling plane) with a 1-

D FD solution ( z
FD

T  ) in the z direction, width wise direction, of the bar, Fig. 2, resulting in a fully 

integrated 3-D solution. The NSVP is used here as follows: 
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3. NUMERICAL RESULTS 

The numerical results presented below correspond to a 0.015 m thick, 1.0 m wide and 50.0 m long 
steel bar, in a 30.0 ºC environment, with the following average thermal properties for the bar steel. 
Thermal Conductivity 27.2 [W/m ºC]; Density 7520.0 [kg/m ]; Heat Capacity 670.0 [J/kgºC].  

For the particular cases under analysis, the thermal contact conductance consistent film coefficient 
htccf is calculated for each pair of elements engaged in thermal contact, assuming typical radiation 
exchange between adjacent layers, Troyani [2], with the following expression 
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Figure 2. Typical Initial distribution of temperature for a 50 m long bar. 

Fig. 3, below, shows the distribution of temperature (after coiling and uncoiling) as the bar enters 
the finishing milling stands. Fig. 3 shows no difference between the temperature longitudinal entry 
distribution at z = 0.0 m and at z = 0.5 m due to the fact that lateral heat loss has been entirely 
shielded.   

The results for a set of computer simulations as a function of lateral radiation effectiveness for 
preferred both initial bar head temperature and bar tail temperatures are shown in Fig 4. 

Comparisons with available experimental results were performed for both uncoiled and coiled parts 
of the bar. Hollander (1967) reports, from experimental measurements, that a 0.027 m thick carbon 
steel bar exposed to the environment loses temperature at an average rate of 2.256 ºC/s in the range 
of  1120.0 ºC-980.0 ºC to be compared with an average rate of 2.289 ºC/s for the same range using 
the present approach. For the coiled portion of a 0.0254 m thick bar Stelco (the Coilbox® 
manufacturer), also from experimental measurements, reports an average loss of temperature of 
0.0556 ºC/s to be compared with 0.0544 ºC/s using the present approach.  

 

Figure 3. Finishing stands entry longitudinal distribution of temperature for z = 0.0 m and z = 0.5 m 
and full lateral radiation shielding. 
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   Figure 4.  Optimal initial temperature difference as a function of lateral reradiating effectiveness. 

4. CONCLUSIONS 

A mathematical model of temperature evolution in hot metal mills is presented together with a 
novel integrated FE-FD solution of the corresponding partial differential equation. The described 
scheme is applied to a particular set of data to illustrate its applicability. 
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1. INTRODUCTION 

In the last years, a further increase of studies of natural convection in triangular enclosures has been 
observed in the literature because of its applicability in various fields such as heat transfer in air-
filled attic spaces of houses and buildings with sloped roofs and horizontal suspended ceilings, 
triangular built-in-storage type solar collectors, solar stills and electronic equipment cooling. 
Representative works that have dealt with this topic are those of [1-6]. In solar engineering 
applications, triangular built-in-storage type solar water heaters, which result in higher solar gain 
and enhances the natural convection, leading to better heat transfer between the absorbing surface 
and the water stored in the heater are another practical application of triangular geometry heated 
from top inclined surface. Natural convection has been and still likely remains a promising option in 
the cooling of electronic equipment because of noiseless, simplicity and economy are the important 
factors in engineering design. The electronic components are usually mounted on boards, which 
form rectangular or triangular cavities. 

In this work, numerical analysis of laminar natural convection in an enclosure of isosceles 
triangular cross section has been performed for different boundary conditions.The numerical 
solutions are obtained for a wide range of aspect ratios in order to investigate the effect of the base 
angles on the flow structure and heat transfer. The objective of our study is to assess the heat 
transfer rate across the bottom wall of the enclosure with the base angle.  

2. FORMULATION OF THE PROBLEM 

The geometric configuration of the physical system is shown in Figure 1.  

  

FIGURE 1: The schematic diagram of the physical system. 
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The enclosure is filled with a viscous, incompressible Newtonian fluid. Two notable cases 
involving prescribed wall temperatures are examined: Case 1, the base is cooled and the two top 
hypotenuses are symmetrically heated; and Case 2, the base is heated and the two top hypotenuses 
are symmetrically cooled. The flow field and heat transfer are conceived two-dimensional. The 
Boussinesq approximation is assumed valid and constant fluid properties are considered except the 
density variations.  

Under the above approximations, the non-dimensional governing equations for steady natural 
convection flow using conservation of mass, momentum and energy can be written as  
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Where the non-dimensional variables are defined as follows: 
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The transformed boundary conditions are: 

• U=V=0 on all the walls. 

The thermal boundary conditions are: 

• On the base θ=0, and on the inclined walls θ=1 for the heating from the top (Case 1); 

• On the base θ=1, and on the inclined walls θ=0 for the heating from the bottom (Case 2).

 

 

Subsequently, the dimensionless form of the mean heat transfer coefficient h and the mean Nusselt 
number are obtained from the relations  
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where the height of the enclosure H is taken as the characteristic length in the definition of Nusselt 
number and k is the thermal conductivity of the fluid.  

3. RESULTS 

In this study, numerical computations are carried out for five different base angles γ, which are 15°, 
30°, 45°, 60° and 75°. Rayleigh numbers are varied from 103 to 105 and Prandtl number is taken as 
0.71 that corresponds to air.  

Governing equations which are discretized with finite volume method are solved by Fluent 6.0.12  
commercial software by using SIMPLE  method to solve the pressure-velocity couple, while second 
order upwind difference scheme is employed to discretize the convective terms. Iterations are 
continued until the global convergence is guaranteed by controlling the residuals of the descriptive 
mass, momentum and energy conservation equations by setting its variations to less than 10-10. Trial 
calculations are made using various grid sizes in order to obtain grid independent solutions. The 
computational domain is created and meshed using the grid generation software Gambit 2.2.30. 
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Equilateral triangular elements are employed to form the computational grid. Nonuniform grid 
structures are utilized in the computational domain where high velocity gradients are expected. 

To check the validity of the numerical results, the dimensionless temperature variation along the 
mid-plane of the isosceles triangular enclosure having a base angle of 45o is compared with the 
experimental data of Flack [1] for the cavity heated from the top. Figure 2(a) shows the variation in 
the computed dimensionless temperature along the mid-plane of the isosceles triangular cavity 
symmetrically heated from the top for the Grashof number Gr = 2.84 × 106 used by Flack. 

 

FIGURE 2: Comparison between the numerical results and experimental data of Flack [1]: (a) 
Dimensionless temperature variation along the mid-plane of the enclosure for the cavity heated 
from above with Gr = 2.84 × 106. (b) Comparison between the numerical and experimental mean 
Nusselt numbers for the cavity heated from the top and for the cavity heated from below. 

When compared with the experimental observations of Flack [1], it is seen that the numerical 
predictions overlap perfectly with the experimental measurements. The non-dimensional 
temperature profile is also in good agreement with the experimental data for the cavity heated from 
the bottom. Figure 2 (b) shows a comparison between the numerical and experimental mean Nusselt 
numbers for the two cases. A good agreement is found with the experimental data of Flack. The 
concordance found between the abovementioned numerical predictions and the corresponding 
experimental data validates the numerical codes of the present study.  

Figure 3 represents the streamlines and isotherms in the enclosure heated from the bottom (case 2) 
for the base angle of γ=45° and Ra = 105. It should be noted that Holtzman et al. [2] reported the 
critical Grashof number for the pitchfork bifurcation to be Grc = 16200. This corresponds to a value 
of Rac = 1.15 × 104. Thus, the flow in Figure 3 for Ra = 105 are not symmetric, while the boundary 
conditions are symmetric. Figure 4 shows the streamlines and isotherms in the enclosure heated 
from the top (case 1) for the base angle of γ=30° and Ra = 105.  

 

FIGURE 3: Streamline and isotherms for γ=45° and                 FIGURE 4: Streamline and isotherms  

                   Ra = 105  (case 2).                                                                  γ=30° and Ra = 105 (case 1). 
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4. CONCLUSIONS 

The aim of the current work is to examine the flow field and temperature distribution with detailed 
analysis on heat transfer evaluation for natural convection in isosceles triangular enclosures. 

For the cold base and hot inclined walls (case 1), regardless of the value of Ra, all cases 
investigated are always stable and the stratified isotherms resembling pure conduction are found in 
the enclosure. The mean Nusselt numbers increase very slightly with Rayleigh numbers for all the 
base angles investigated. On the other hand, it is observed that the base angle has a considerable 
influence on both of the flow structure and heat transfer. As the base angle decreases, the isothermal 
region greatly diminishes in size and the recirculation cells fill entirely the enclosure. The distance 
between cold and hot walls becomes relatively small. This causes higher heat transfer rates at low 
base angles. It is found that, an enclosure of 75° base angles transfers 3.4 times less heat than that of 
an enclosure of 15° base angles. 

For the hot base and cold inclined walls (case 2), the base angle γ has a profound influence on the 
average convective Nusselt numbers. For Ra=103, we observe that for all base angles, temperature 
distribution is the same as in the pure conduction case and two counter rotating symmetric cells are 
seen in the enclosure. For the Rayleigh numbers above the critical Rayleigh numbers Rac (Rac is 
depended on the base angle), asymmetric solutions exhibiting pitchfork bifurcations are obtained. 
For a given Rayleigh number, the higher the base angle, the less the heat transfer across the base 
wall. Multi-cellular asymmetrical streamline patterns and thermal plumes, which enhance the heat 
transfer, are obtained in the enclosures for low base angles and high Rayleigh numbers. In 
wintertime conditions, at Ra=105, it is seen that a roof of 75° base angles transfers 1.47 times less 
heat than that of a roof of 15° base angles. 

Some general considerations can be drawn concerning the assessment of building energy needs: 
Heat transfer from the attics can be controlled changing the base angle of the roof according to 
architectural design of the building. In the calculation of heat transfer from the roof, attention must 
be paid on the base angle. The roofs having a low base angle are not suitable for wintertime 
conditions because of high heat transfer rates from the isosceles triangular attic space of the 
building to the environment. 

REFERENCES 

[1] Flack, R. D., The experimental measurement of natural convection heat transfer in triangular 
enclosures heated or cooled from below, Journal of Heat Transfer, 102, 770–772, 1980. 

[2] Holtzman, G. A., Hill, R. W. and Ball, K. S., Laminar natural convection in isosceles triangular 
enclosures heated from below and symmetrically cooled from above, Journal of Heat 

Transfer, 122, 712-717, 2000. 

[3] Akinsete, V. A., and Coleman, T. A., Heat transfer by steady laminar free convection in 
triangular enclosures, International Journal of Heat and Mass Transfer, 25, 991-998, 1982. 

[4] Poulikakos, D., and Bejan, A., The fluid mechanics of an attic space, Journal of Fluid 

Mechanics, 131, 251–269, 1983. 

[5] Asan H. And Namli L., Laminar natural convection in a pitched roof of triangular cross-section: 
summer day boundary conditions, Energy and Buildings, 33, 69-73, 2000. 

[6] Asan H. and Namli, L., Laminar natural convection in a pitched roof of triangular cross-Section: 
winter day boundary conditions, Energy and Buildings, 33, 753-757, 2001. 

 

243



 
First International Conference on Computational Methods for Thermal Problems 

ThermaComp2009, September 8-10, 2009, Napoli, Italy 

N.Massarotti and P.Nithiarasu (Eds.)  

 

EVALUATION OF THERMAL RADIATION MODELLING IN 
TUNNEL FIRES 

Paolo Ciambelli, Maria Grazia Meo, Paola Russo, Salvatore Vaccaro 

Department of Chemical and Food Engineering, University of Salerno,  
via Ponte don Melillo 84084 Fisciano (SA) Italy,  

pciambelli@unisa.it, mgmeo@unisa.it, parusso@unisa.it, svaccaro@unisa.it 

 

ABSTRACT 

Modelling based on Computational Fluid Dynamics (CFD) is by now effectively used in fire research 
and hazard analysis. Depending on the scenario, radiative heat transfer can play a very important role 
in enclosure combustion events such as complex tunnel fires. In this work, the importance of radiation 
and the effect of different approaches or models to account for it were assessed. This was made firstly 
by performing small-scale tunnel fire simulations by the CFX code and comparing the results with 
experimental data, then simulating realistic full-scale scenarios. The results highlight the capability of 
CFD modelling to reproduce with good approximation tunnel fires. Radiation proved to be 
noteworthy mainly at full-scale. Among the various approaches accounting for radiation, modelling 
radiation and the effect of participating media gives the most accurate results. However, the simplest 
and far less computationally expensive fractional heat loss approach can provide remarkable overall 
predictions. Finally, the futures of the use of CFD in quantitative fire hazard analysis is highlighted. 

Key Words: CFD, Radiation Modelling, Tunnel Fires. 

1. INTRODUCTION 

Quantitative fire hazard analysis (FHA) is becoming the fundamental tool of modern fire safety 
engineering practice. The goal of a FHA is to determine the expected outcome of a specific set of 
conditions called a fire scenario. This outcome determination can be made by expert judgment, by 
probabilistic methods using data from past incidents, or by deterministic means such as fire models. 
These include empirical correlations, computer programs, full-scale and reduced-scale models, and 
other physical models. Although empirical correlations and simplified computer models allow a rapid 
assessment of a fire scenario quickly yielding a value of the variables of interest, they are heavily 
limited by experimental conditions and simplifying assumptions. The trend today is to use models 
whenever possible supplemented, if necessary, by expert judgment [1]. In this context, the use of CFD 
techniques may represent an effective way to account for case and site specific details because they 
allow the estimation of the flow patterns of the fire-induced air velocity, temperature, pollutants and 
smoke concentration in large and complex enclosures, like tunnels.  

Enclosure fires are, in general, very complex in nature. Their complexity arises from the fact that the 
physical and chemical processes (i.e. turbulence, combustion, radiation) controlling fire and smoke 
development interact with each other and with the surroundings. Radiation can play a very important 
role in the overall heat transfer, typically when temperatures are above 600 K [2]. According to many 
authors [2,3], radiative heat transfer can account for 30-40% of the heat output of a large fire. The 
main radiation sources are CO2 and H2O, emitting energy in discrete bands, and soot, which emits at 
all wavelengths [3,4]. While heat convection and conduction are easily handled and modelled by the 
energy equation, radiative heat transfer is not actually a flow phenomenon, and so cannot be modelled 
as such. In the energy equation the effect of radiation is accounted for by use of a source term, which 
must be supplied by a separate radiation model. In problems where thermal radiation is significant, as 
for fires in enclosures, the proper choice of the radiation model will affect not only the quality of the 
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solution, but also the computational time. A complete radiation model is very expensive. In practice, 
there are a range of simplifying assumptions that may be appropriate for a given problem. Among the 
different modelling approaches available, the most common used in large fires [2] are the following: i) 
Fractional heat loss due to radiative heat transfer: this method simply ignores the percentage of the 
heat release rate from a fire that turns into radiation by reducing the amount of HRR to be used in the 
energy balance equation [2,3]; ii) Discrete Transfer model: it aims to solve the radiative transfer 
equation for discrete representative radiative rays, and its accuracy is dependent on the ray directions 
chosen as well as the number of rays [5]; iii) Monte Carlo model: it simulates the underlying 
processes which govern the system of interest, i.e., the physical interactions between photons and the 
environment, and the computational cost is high when the model is applied to fires and smoke 
movement in large complex spaces [2,5]. 

In this work the CFX code by ANSYS was used [5] to evaluate the effect of different thermal radiation 
models on the conditions established in a tunnel when a gasoline pool fire occurs. The Discrete 
Transfer and the Monte Carlo models were used in the simulations. The absorption-emission 
characteristics of the combustion products were either modelled by a constant absorption coefficient 
(Grey model) or by a Multigrey model, to account for the dependence on the local gas composition. 
Finally, in the perspective of CFD use for fire hazard analysis, simulation results in terms of incident 
radiation were also compared with results from empirical correlations available in the literature [3].  

2. SIMULATIONS 

Preliminary simulations were run using the CFX code for a small-scale steady-state tunnel fire 
reported by Xue et al. [6]. In order to ascertain the importance of radiation modelling, the radiation 
was either not solved or modelled by Discrete Transfer or Monte Carlo model, in the grey assumption. 
The quality of the results of the simulations was evaluated by comparison with experimental data [6].  

Then, realistic tunnel fires were simulated under the following hypotheses: a three-lane tunnel, 
compliant with current national guidelines, 100 m long and with an arched cross section of 12x7 m2, 
with tunnel portals at atmospheric pressure and ambient temperature, 298 K; a 2x2 m2 gasoline pool at 
the tunnel centre. According to literature data, the mass loss rate of a burning pool of gasoline is about 
0.05 kg/m2s [3] and an “ultra ultra fast” growth rate can be assumed [3]. Hence, the HRR curve was 
imposed to rise rapidly (in 90 s) up to 8 MW, remaining constant for about 10 min and, then, decaying 
exponentially within 30 min. The k-ε model was used for turbulence, the Eddy-Dissipation model was 
set for combustion and the Magnussen soot formation model was solved in conjunction with the 
combustion reaction. The radiative heat transfer was either modelled by the Discrete Transfer model 
or the Monte Carlo model, in grey or multigrey assumptions, or not modelled at all. The fractional 
radiative heat loss approach was also assessed by assuming a 30% reduction in HRR. 

3. RESULTS 

From the comparison with experimental data, the results pertaining to small-scale tunnel fire 
simulations showed that, due to the peculiar characteristics of the scenario (HRR of 3.15 kW), 
radiative phenomena were of moderate extent and, therefore, small differences were found between 
the predicted results when using different approaches. As an example, results reported in Fig.1a show 
that modelling the heat transfer by radiation contribute to lowering the predicted temperature values in 
the upper hot layer, and also that predicted temperature profiles are similar regardless of the radiation 
model used. Actually, calculated temperature profiles along the tunnel height did not rise as gradually 
as experimental data does, thus resulting in a different trend at intermediate levels and yielding a 
relatively poor prediction for the cold layer and the smoke layer interface heights. On the whole, the 
Discrete Transfer model for radiation modelling allowed the best compromise between computing 
time and accuracy: it ensured a computational rate of 12.8 iterations/min and a good heat balance 
closure (90%) after 3200 iterations. Instead, with the Monte Carlo model the calculation rate was only 
3.6 iterations/min and the program needed 8000 iterations for balances closure. The main features of 
the experimental fire-induced airflow (upstream backflow (Fig.1b), stratification (Fig.1b and c) and 
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recirculating flow downstream (Fig.1c)) were reproduced with fair agreement, as shown in Fig.1d. 
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FIGURE 1. Small-scale tunnel fire. a) Temperature profiles along the height at the tunnel centreline, 
3.6m downstream the fire. b) Experimental flow pattern upstream the fire. c) Experimental flow 

pattern downstream the fire. d) Predicted gas velocity distribution at the tunnel middleplane 

Similarly, also with regard to fire simulations performed in the full-scale tunnel, predicted temperature 
profiles were comparable each other regardless of the radiation model used. However, the Monte 
Carlo model needed much more computational resource compared to the Discrete Transfer model. In 
addition, the Multigrey model gave more reasonable gas absorption-emission characteristics with 
respect to the assumption of constant grey characteristics over the whole domain. For the sake of 
clarity, only the results relevant to Discrete Transfer with multigrey model are reported in Fig. 2 and 
are compared with those pertaining to the simulations carried out without any radiation model and 
with 30% reduction in the fire HRR. Fig. 2 reports the predicted temperature profiles along the tunnel 
height, on the tunnel centreline and at 90 s after the fire starting. Specifically, those above the pool fire 
are displayed in Fig.2a and those at a distance of 25 m downstream the fire in Fig.2b. 

0

2

4

6

300 600 900 1200 1500 1800 2100

Temperature (K)

tu
n

n
e

l 
h

e
ig

h
t 

(m
)

no radiation model

30% HRR reduction

Discrete Transfer

a)

0

2

4

6

300 350 400 450 500 550 600

Temperature (K)

tu
n

n
e

l 
h

e
ig

h
t 

(m
)

no radiation model

30% HRR reduction

Discrete Transfer

b)

 

FIGURE 2. Full-scale tunnel fire. Temperature profiles along the height and at the tunnel centreline, 
t = 90 s. a) above the pool; b) at 25 m from the fire 

Above the pool (Fig.2a) temperature values from all the simulations are consistent with the range of 
adiabatic flame temperature of gasoline-air mixtures (1632-2251 K). At a distance of 25 m from the 
fire (Fig.2b), the smoke and hot gases stratification is more stable being the predicted temperatures 
higher the upper the layer. Generally speaking, simulations with the fractional radiative heat loss 
approach result in a significant drop in gas temperature in comparison with that obtained without any 
radiation model. When radiation is modelled by Discrete Transfer, the gas temperatures above and 
near the fire (up to 10 m) are significantly lower than those calculated by imposing a reduced HRR 
(Fig 2a). Instead, far from the fire predicted temperatures by radiation modelling are higher because of 
radiative heating of gases, especially at elevated heights where gas stratification occurs (Fig.2b). Such 
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comparison underlines the noticeable influence of the radiation at full-scale. In order to give evidence 
of the benefit of CFD use in the fire hazard analysis, in Fig.3 results of CFD simulations in terms of 
radiant heat flux to a target at different heights and distances from the pool fire were compared with 
those obtained from empirical correlations (solid flame radiation model [3]). It appears that, except at 
small distances from the fire (< 3 m), the incident radiation values computed by simulations 
overestimate those yielded by the empirical correlations and, hence, they are more conservative with a 
view to FHAs. Moreover, correlations are based on assumptions (e.g. pool size, flame height and 
shape, time-averaged size of the visible envelope, average emissive power, wind, enclosure size) 
which limit their applicability, and have inherent limitations in their predictive capabilities. On the 
contrary, CFD models are validated and applicable to a wider range of conditions and scenarios. 
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FIGURE 3. Full-scale tunnel fire. Incident radiation flux calculated by CFD simulations and by 
empirical correlations at different distances and heights (h) from the pool fire, t = 90 s 

4. CONCLUSIONS 

The results obtained in this study highlight the potential of CFD modelling to reproduce small-scale 
and full-scale tunnel fires, in order to assess the relative influence of heat transfer by convection and 
by radiation, which in some cases may play a very important role in confined combustion. Radiation 
proves to be a significant phenomenon above all in the case of real severe fires, so it should be 
properly taken into account to achieve reliable predictions by numerical simulations. However, failure 
to model radiation is expected to lead to conservative results. The simplest fractional radiative heat 
loss approach proves to give noteworthy predictions in the upper layer and beyond the fire. Modelling 
radiation and the effect of participating media like combustion gases allows the correct evaluation of 
consequences of heat transfer throughout the domain. Among those tested here, the Discrete Transfer 
and Multigrey model allows the best compromise between computing time and accuracy. 
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ABSTRACT 

Mixed convection is of a paramount interest in many applications, such as thermal control in 
electronics and cooling of nuclear reactors. One of the most critical research areas in applied 
thermo-fluid-dynamics is just that concerned with technological processes. 

Mixed convection in air induced by the interaction between a buoyancy flow and a moving plate 
induced flow in a vertical convergent channel is numerically investigated, in order to analyze the 
effects of the radiative heat transfer.The principal walls of the channel are heated at uniform heat 
flux. In the mid-plane of the channel an unheated plate moves at a constant velocity in the buoyancy 
force direction. The problem is solved numerically and results are obtained by means of a finite 
volume method. Heat conduction in the heated walls and radiative heat transfer are considered. 

Key Words: Mixed convection, Moving surfaces, Convergent channels, Radiative effects. 

1. INTRODUCTION 

Mixed convection due to moving surfaces is very important in a wide variety of materials 
processing systems, such as soldering, welding, extrusion of plastics and other polymeric materials, 
hot rolling, cooling and/or drying of paper and textiles, Chemical Vapor Deposition (CVD), 
composite materials manufacturing, as reviewed in [1-3]. Mixed convection with continuously 
moving vertical surfaces in a quiescent fluid was mostly investigated with reference to a single 
moving plate, as recently reported in [4]. 

The effects of radiation and conduction in the plate in the numerical and analytical analysis of heat 
transfer from a moving plate to the environment are very important. Karwe and Jaluria [5] 
investigated numerically the heat transfer from a continuously moving isothermal plate to a still 
environment and compared predictions obtained by solving boundary layer equations with those 
obtained by solving complete elliptic equations. The effects of variable viscosity and variable 
thermal conductivity on heat transfer from moving surfaces in a micropolar fluid through a porous 
medium with radiation were studied in [6]. 

Mixed convection as a result of buoyancy and motion of one of the channel walls has received little 
research attention and few guidelines for choosing the best performing channel configuration are 
available. A study on this topic is presented in [7], where the conjugate mixed convection and 
conduction heat transfer induced by a continuous moving plate in a parallel channel flow was 
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numerically investigated. A numerical investigation on mixed convection in air due to the 
interaction between a buoyancy flow and a moving plate induced flow in a convergent vertical 
channel was carried out in [8]. 

In the present study the numerical investigation presented in [8] has been extended to the analysis of 
the radiative effects. The principal walls of the channel are heated at uniform heat flux. In the mid-
plane of the channel an unheated plate moves at a constant velocity in the buoyancy force direction. 
The problem is solved numerically and results are obtained by means of a finite volume method. 
Heat conduction in the heated plate together with radiative heat transfer is considered. The effects 
of the channel spacing, the converging angle, the heat flux and the moving plate velocity are 
investigated. The temperatures of the channel walls and of the moving plate and correlations among 
dimensionless parameters are presented. The comparison with the case where radiative heat transfer 
is neglected is carried out. 

2. MATHEMATICAL DESCRIPTION AND NUMERICAL PROCEDURE 

The investigated system is sketched in fig.1a. It consists of a convergent vertical channel with a 
moving plate placed in its mid-plane. The moving plate, also termed "belt'' in this work, is unheated 
and moves at a constant velocity in the buoyancy force direction. Both channel walls are conductive 
and heated at uniform heat flux, qw. The length of the heated walls is L and the channel minimum 
spacing is b. The working fluid is air. Mixed convective flow in the convergent vertical channel is 
assumed to be incompressible and the system is assumed to be wide enough along the third 
coordinate to allow a 2D approximation. All thermophysical properties of the fluid are assumed to 
be constant, except for the dependence of density on the temperature (Boussinesq approximation). 
The governing equations for the fluid region in steady state regime are the time-averaged mass, 
Navier-Stokes and energy equations. A two-dimensional conduction model in the heated walls is 
employed. 

An enlarged computational domain has been chosen. It is made up of the convergent channel and of 
two reservoirs of height Lx and width Ly, downstream and upstream of it, that simulate the free-
stream conditions of the flow far away from the region thermally disturbed by the heated channel 
walls (fig. 1b). The Lx = 0.400 m and Ly = 0.800 m reservoirs dimensions ensure that solution to the 
problem is independent of the reservoirs size. The moving plate extends from the lower to the upper 
reservoir and its height is Lb = L cosθ + 2Lx. Due to thermofluidynamic and geometrical 
symmetries, in solving the problem reference was made to half the domain, as shown in fig.1b. The 
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FIGURE 1. Sketch of the system: (a) physical domain; (b) computational domain 
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commercial Fluent CFD code was employed to solve the governing equations. The SIMPLE 
scheme was chosen to couple pressure and velocity. The discrete ordinates model (DO) was chosen 
to simulate radiative heat transfer. Walls are assumed to be grey. 

3. RESULTS 

In this study numerical results are presented for air (Pr = 0.71), for a heated plate length L = 406 
mm, for minimum channel spacings b = 10 and 20 mm, for wall heat fluxes qw = 30 and 120 W/m2, 
for convergence angles θ = 0°, 2°, 10° and for a belt velocity Vb = 0.5 and 1 m/s. In this abstract 
results for b = 20 mm, qw = 120 W/m2 and Vb = 1 m/s are presented and a comparison with the case 
where radiative heat transfer is neglected is carried out. For the cases where radiative heat transfer 
is taken into account, the emissivity of the heated walls and of the belt is assumed to be εp = 0.90 
and εb = 0.20, respectively, and the surroundings are assumed to be a black body at T0=300 K. 

Heated plate temperature profiles for θ = 0°, 2°, 10°, b = 20 mm, qw = 120 W/m2 and Vb = 1.0 m/s 
are reported in fig. 2a, for the cases where radiative heat transfer is taken into account, and in fig. 2b 
for the cases where radiative heat transfer is neglected. The comparison between the two cases 
shows that temperature profiles for θ = 0° are nearly the same, except in the upper part of the walls, 
where temperatures are larger when radiative heat transfer is not accounted for, because of the 
larger values of both walls temperature and view factor toward the surroundings in this part of the 
channel. Differences between temperature profiles in the two compared cases increase as the 
converging angle increases, due to the increasing view factor toward the lower reservoir. 

The comparison with the case with negligible radiative heat transfer, in terms of belt surface 
temperature profiles, is reported in fig.3 for the same values of process parameters as those in the 
previous figure. For the parallel walled channel (θ = 0°), belt temperatures in the heated channel (0 
≤ x ≤ 406 mm) are slightly larger in the case with thermal radiation than in the other case (εp = εb = 
0.0), where the radiative heat transfer from the heated plate to the moving belt does not contribute 
to the heating of the moving plate. Outside of the heated channel, belt temperatures for the case 
with thermal radiation are smaller than those for the other case, because of the larger cooling rate, 
caused by the radiative heat losses toward the surrounding. One can notice that in the case without 
thermal radiation the moving belt temperature begins to increase at an x value nearly equal to 0.12 
m, where the thermal boundary layer thickness becomes equal to the channel spacing and the hot 
fluid heats the moving plate. When radiative heat transfer is taken into account, moving belt 
temperatures begin to increase at the heated channel inlet section, because of the radiative heat 
transfer and the view factor between the heated plate and the belt. Increasing the converging angle 
the abscissa at which the moving belt temperature begins to increase, decreases when radiative heat 
transfer is taken into account (fig. 3a) whereas it increases when radiation is neglected (fig. 3b). 
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FIGURE 2. Heated temperature profiles, for b=20 mm, qw = 120 W/m2 and Vb = 1 m/s:  

a) εp =0.90, εb = 0.20; b) εp = εb = 0.0. 
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4. CONCLUSIONS 

Mixed convection in air induced by the interaction between a buoyancy flow and a moving plate 
induced flow in a vertical convergent channel is investigated numerically, in order to analyze the 
effects of the radiative heat transfer. The comparison with the case where radiative heat transfer is 
neglected is carried out. Results show that the larger the converging angle the larger the radiative 
effects, due to the large view factor toward the surroundings. Particularly, the abscissa at which the 
moving belt temperature begins to increase, decreases at increasing converging angles when 
radiative heat transfer is taken into account, whereas the opposite occurs when radiative heat 
transfer is neglected. 
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FIGURE 3. Belt temperature profiles, for b=20 mm, qw = 120 W/m2 and Vb = 1 m/s:  

a) εp =0.90, εb = 0.20; b) εp = εb = 0.0. 
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ABSTRACT

An immersed volume method for time-dependent, three-dimensional, conjugate heat transfer and fluid
flow is presented in this paper. The incompressible Navier-Stokes equations and the heat transfer equa-
tions are discretized using a stabilized finite element method. The interface of the immersed disk is
defined and rendered by the zero isovalues of the level set function. This signed distance function al-
lows turning different thermal properties of each component into homogeneous parameters and it is
coupled to a direct anisotropic mesh adaptation process providing a better capturing of the interface
without affecting the initial background mesh. Thus, a single set of equations is solved for both fluid
and solid with different thermal properties which can reduce the computational costs. On the other
hand, using stabilized finite element method for the Navier-Stokes and the convection-diffusion equa-
tions allows the control of spurious oscillations and thermal shocks yielding very accurate results. The
proposed method demonstrates the capability of the model to simulate an unsteady three-dimensional
heat transfer flow of natural convection, conduction and radiation in a cubic enclosure with the pres-
ence of a conduction body (inconel 718). Results are assessed by comparing the predictions with the
experimental data.

Key Words: Stabilized FEM, natural convection, heat conduction, radiative transfer, immersion vol-
ume method

1. INTRODUCTION

The development of efficient methods to understand and simulate conjugate heat transfer for multi-
components system is one of the most challenges in engineering and industrial applications, especially
the heat treatment of high-alloy steel by a continuously cooling. Usually, the heat treatment sequence
involves heating to a high temperature followed by a controlled cooling so as to enhance the particular
microstructures and the combinations of properties such as hardness, toughness and resistance. Fully
hardened steel can be only obtained at a sufficiently high rate of cooling conditions. Usually, in the
industry we carry out many experimental tests to attain this critical rate of cooling. Hence, resorting to
numerical experiments is expected to save both time and economical resources. A first step to design an
industrial numerical tool for simulating a quenching process is the modelling of air cooling of a heated
body inside an enclosure. The main interest in this present is to present a direct method to study and
analyse all the phenomena taking place in such a complex configuration, from a fluid dynamics and
heat transfer point of view. We especially insist on the representation of the physical domains (air and
solid), and how to deal with these domains both in terms of accuracy and computational costs. In recent
years, there has been increasing interest in studying numerically a variety of engineering applications
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that involve coupling between different physical phenomena such as conduction, convection and radia-
tion. Most of the time, such analyses may be accomplished by dividing the global domain into several
local subdomains over each of which a local model (equation to be solved) can be analyzed indepen-
dently. The global solution can then be constructed by suitably piecing together local solutions from
individually modelled subdomains. However, during the assembly, it is often too cumbersome, or even
infeasible, to coordinate the meshes over separate subdomains. Alternate approaches that have also
been applied for multi-phase flows problems are available in the literature. The idea was to introduce
enrichment functions for material interfaces and voids by means of the level set representations of sur-
faces. Nevertheless, when using all these techniques, one still need to know the value of the heat transfer
coefficients between the two domains which ensures, as a boundary condition, the heat transfer at the
air/solid interface. In practice, industrials perform many experimental tests to obtain these heat transfer
coefficients. But, when dealing with a large diversity of shapes, dimensions and physical properties of
these metals to quench, such operations can become rapidly very costly and time consuming.

An alternative method to overcome this drawback is to consider a single grid for both air and solid for
which only one set of equations need to be solved. This technique, known as immersed volume method
(IMV), makes the use of a signed distance function (level-set function method) that allows turning
thermal properties of each component into homogeneous parameters. Consequently , there is no need
of empirical data so as to determine the exchange coefficients which are replaced naturally by solving
the convective fluid in the whole domain and in particularly at the interface. At the same time, solving
the radiative transport equation (RTE) in both domains generates a volume source term rendered by
the sharp discontinuity of the temperature and the materials properties. Moreover, we make the use of
our advanced research in the anisotropic mesh adaptation to adapt the interface between two different
materials. The proposed mesh generation algorithm allows the creation of meshes with extremely
anisotropic elements stretched along the interface, which is an important requirement for conjugate
heat transfer and multi-component devices with surface conductive layers [1-2].
From a numerical point of view, the sudden cooling of hot solid immersed inside a gas fluid is at
the origin of so-called thermal shocks which cause spurious oscillations in the solution. In order to
circumvent this issue, a stabilized Finite-Element method is introduced for both Navier-Stokes and the
convection-diffusion equations [3-4]. As far as the radiative terms are concerned, the radiative transfer
equation is solved separately using the so-called P-1 method [5].

2. GOVERNING EQUATIONS

The governing equations are considered to be three-dimensional, unsteady and incompressible. Thermo-
physical and mechanical properties are assumed to depend on both the temperature and the relative po-
sition (air/solid) in the computational domain. The computation of the heat transfer and the fluid flow
requires to solve simultaneously the Navier-Stokes and energy equations. Moreover, in order to take
into account the radiation effects, the radiative transfer equation has to be solved. Hence, the resulting
governing equations are the following:

(1)

{
∇ · u = 0 in Ω

ρ (∂tu + u ·∇u)−∇ · (2µ γ̇(u)− p Id) = ρ0β(T − T0) g in Ω

where u is the velocity vector, ρ the density, p the pressure, T the temperature, µ the dynamic viscosity,
γ̇(u) = (∇u + t∇u)/2 the deformation-rate tensor, ρ0 and T0 reference density and temperature,
β the thermal expansion coefficient and g the gravity vector. The heat transfers are governed by the
energy equation:

(2)





ρCp(∂tT + u ·∇T )−∇ · (λ∇T ) = f −∇ · qr in Ω

T (x, t) = Twall in ∂Ω

T (x, 0) = T0(x) in ∂Ω

where Cp the heat capacity, λ the specific conductivity, f a source term and qr the radiative heat flux.

The contribution of the radiations to the heat transfers is assessed using the radiative transfer equation
(RTE) coupled with the so-called P-1 radiation method. This latter enables to simplify the RTE equation
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so that the incident radiation is found solving the following system:

(3)





∇ ·
(

1
3κ

∇G

)
− κG = 4κσT 4 in Ω

∂Gw

∂n
=

3κεw

2(2− εw)
(4σT 4

w −Gw) in ∂Ω

where G is the incident radiation, κ is the mean absorption coefficient which is calculated using the
Bouger law, σ the Stefan-Boltzmann constant and εw the emissivity of the wall surfaces. Under gray
gas assumption (see [4]), the divergence of the radiative flux from equation (2) is then computed as
follows:

(4) −∇ · qr = κ
(
G− 4κσT 4

)

Equations (1-3) are discretized using a space-time stabilized finite element methods to control the con-
vection dominated flow as well as the sharp gradients of temperature (see [3-4] for further details).

3. IMMERSED VOLUME METHOD

The material distribution between each physical domains and the refined interface are described by
means of the so-called level set method. For each node of the computational domain Ω, the level set
function α reads:

(5) α(x) =





> 0 if x ∈ Ωfluid,

0 if x ∈ Γinterface,

< 0 if x ∈ Ωsolid.

The physical and thermodynamic properties in the domain are then calculated as a function of α; for
instance, the mixed density is calculated using a linear interpolation between the values of the density
in the fluid and the solid:

(6) ρ = ρfH(α) + ρs(1−H(α))

where H is a smoothed Heaviside function given by:

(7) H(α) =





1 if α > ε

1
2

(
1 +

α

ε
+

1
π

sin
(πα

ε

))
if |α| ≤ ε

0 if α < −ε

ε is a small parameter such that ε = O(h), where h is the averaged mesh size in the vicinity of
the interface. The proposed mesh generation algorithm allows the creation of meshes with extremely
anisotropic elements stretched along the interface, which is an important requirement for conjugate
heat transfer and multi-component devices with surface conductive layers. The grid is only modified
in the vicinity of the interface which keeps the computational work devoted to the grid generation low.
This anisotropic adaptation is performed by constructing a metric map that allows the mesh size to be
imposed in the direction of the distance function gradient : x = ∇α/||∇α||. The constructed metric
will take the following form:

(8) M = C (x⊗ x) +
1
hd

Id

where Id is the identity tensor and C is the signed tensor. Finally we obtain an isotropic mesh far from
the interface (with a mesh size equal to hd for all directions) and an anisotropic mesh near the interface
( with a mesh size equal to h in the x-direction and equal to hd elsewhere).Further details about the
algorithm used in here are available in [1].
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4. NUMERICAL VALIDATION

A 3D Inconel-718 hat shape disk is initially taken at a temperature of 1160 oC and placed inside an
enclosure filled by air at atmospheric conditions. The complete setup of this experiment is given in
figure 1. We start by deriving an anisotropic adapted mesh that describes very accurately the interface
between air and solid. Once the mesh is well adapted along the interface, the physical properties are

FIGURE 1. Problem setup and anistropic mesh adaptation

mixed and the coupled flow and heat transfer problem is solved iteratively. The heat transfer between

(a) (b) (c) (d)

FIGURE 2. Temperature evolution and streamlines.

the solid and the air at the interface has been treated “naturally”, ie without the use of any heat transfer
coefficient. Figure 2 shows the evolution of the temperature at the center (a) and close to the surface (b)
of the disk as well as the convective effects from the Boussinesq model (c-d). The numerical solutions
are in good agreements with the experimental data.

5. CONCLUSIONS

An immersed volume method for natural convection, conduction and radiation in a cubic enclosure with
the presence of a conduction body (inconel 718) has been presented. The proposed method showed very
promising results and can be used for any different geometry. It only requires to define the composite
material properties without previous knowledge of the heat transfer coefficient between the solid and
the surrounding fluid.
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ABSTRACT

We present an algorithm for the fast solution of inverse heat conduction problems arising in pool boil-
ing. The state equation is governed by the three-dimensional (3D) transient heat equation. The inverse
problem is solved by an iterative regularization strategy. To reduce the computational effort, the nu-
merical solution strategy considers local mesh refinement controlled by an a- posteriori error estimation
procedure. The algorithm is applied to a real pool boiling experiment. The estimation results and the
computational efficiency are analyzed.

Key words: Local heat flux estimation, iterative regularization, adaptive mesh refinement.

1. INTRODUCTION

Despite the huge research effort in the past decades, the mechanistic understanding of boiling phenom-
ena is still not yet well understood. The reconstruction of the unmeasurable local boiling heat fluxes
serves as a basis for the analysis of boiling heat transfer mechanisms. In recent years, one particular
pool boiling experiment has been taken by our collaboration partner at TU Berlin and transient tempera-
ture observations at a few micro-thermocouples (MTC) mounted below the solid-liquid contact surface
have been measured. These provide indirect information about the surface temperature and surface heat
flux. Details of the experimental setup can be found in [1].

The reconstruction of the unknown surface heat flux from measured temperatures inside a heater body
is an ill-posed inverse heat conduction problem (IHCP) [2]. Appropriate regularization methods, e.g.
Tikhonov regularization, have been developed for its solution [2-4,7].

In our previous work [5,6], we proposed an iterative regularization strategy based on the conjugate
gradient method for the solution of considered 3D IHCP problems arising in pool boiling. In this work,
we consider the development of an a-posteriori error estimator for local mesh refinement to reduce the
required computational time. Its application is important for the reconstruction of local boiling heat
fluxes along the entire boiling curve, which is the basis for the systematic development of suitable heat
transfer models describing the transient boiling process with local resolution.

2. THE INVERSE HEAT CONDUCTION PROBLEM

We consider the simple model governed by the transient heat equation defined on a 3D domain Ω with
boundary ∂Ω = ΓH ∪ ΓB ∪ ΓA (cf. Fig. 1)

ρcp
∂T

∂t
= ∇ · (λ∇T ), in Ω× (0, tf ),(1)

T (·, 0) = 0, on Ω,(2)

λ
∂T

∂n
= 0, on (ΓH ∪ ΓA)× (0, tf ),(3)

λ
∂T

∂n
= q, on ΓB × (0, tf ),(4)
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where (0, tf ) is the time interval. ρ, cp and λ denote density, heat capacity and heat conductivity,
respectively. They could be functions of the spatial and temporal coordinates.The considered inverse
problem corresponds to the reconstruction of the unknown heat flux q from temperature observations
measured by the MTC (cf. Fig. 1). Equations (1)−(4) establish a linear relation between the heat flux q
at the boiling surface and the temperature distribution T . Although, the initial and boundary conditions
are often not zero in reality such that the mapping relation between q and T is affine-linear, it can be
simplified to the formulation (1)− (4) [5]. Since the temperature observations are available only at m

FIGURE 1. Left: The considered heater geometry. Right: the x-y position of 44 mea-
surement sensors, which are located 3.6 µm below the boiling surface ΓB .

finite locations x ∈ M ⊂ Ω and the time resolution is assumed to be sufficiently high, we choose the
data space Y = L2(0, tf ; RNm) = {T im(t) ∈ L2(0, tf ) : i = 1, . . . , Nm}. To achieve the uniqueness,
we seek the solution q in the function space X = L2(0, tf ;H1(ΓB)) [7]. By introducing the notation
Tm := T |M , the equations (1)− (4) define implicitly the operator K

(5) K : X → Y, q → Tm,

which corresponds to the forward problem. The inverse problem corresponds to the solution of the
operator equation Kq = Tm for q. Details of the mathematical analysis can be found in [6].

3. SOLUTION ALGORITHM ON A FIXED MESH

The solution of the considered inverse heat conduction problem is obtained by the minimization of the
following least-squares functional,

(6) J(qδ) := ‖Kqδ − T δm‖2,
where δ denotes the noise level of the unperturbed temperature observations Tm. This is equivalent to
solving the normal equation (NE)

(7) K ′Kqδ = K ′T δm ,

with K ′ the adjoint operator with respect to the space X . The conjugate gradient applied to the normal
equation (CGNE) algorithm is employed here for its solution. Details of the implementation issues of
the CGNE-algorithm can be found in [6].

4. ADAPTIVE MESH REFINEMENT STRATEGY

To enhance the performance of our solution procedure, we propose an adaptive mesh refinement proce-
dure using a sequence of gradually refined meshes T kh , k = 1 . . . L. Due to lack of better information,
the computation starts on a coarse mesh with zero initial value for q. On each subsequent finer mesh
level, the heat flux computed on previous mesh refinement level is used as initial value for the solution
of the inverse problem on the current mesh refinement level. The maximal number of levels corresponds
to the mesh at which the discretization error of the forward problem meets the order of the data error δ.
The proposed adaptive mesh refinement scheme is summerized in algorithm 1.

Algorithm 1 (Adaptive mesh refinement).
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1. Choose an initial mesh T 1
h and set k = 1, q̂10 = 0

2. Construct the finite element space
3. Solve the inverse problem on T kh to obtain the solution q̂k

4. Evaluate the a posteriori error estimator
5. If error ≤ TOL , stop
6. Refine T kh −→ T

k+1
h using information from (4) and set initial value q̂k+1

0 = q̃k, with q̃k being
the interpolation of the solution q̂k on the finer mesh.

7. Increment k and go to 2

To perform the steps 4 and 6, we consider the a-posteriori error estimate with respect to the cost func-
tional J of the following form:

(8) J(qδ)− J(q̂k) ≈ ηkh.
Since the time resolution of the available measurements is very high, in this work we consider only the
space discretization error denoted by ηkh, which can be evaluated from the computed discrete solution.
The explicit form of the used error estimator is defined by

(9) ηkh|i := ‖T (q̂k)|i − Yi‖2 =
∫ tf

0
(T (q̂k)|i − Yi)2 dt,

where i denotes the index of the measurement position. Yi and T (q̂k)|i correspond to the measured and
computed temperatures at spatial position i, respectively.

The heuristics behind step 6 is to refine only regions close to measurement positions using the informa-
tion of error estimator (9). Explicitly speaking, if the error level at a certain measurement position i is
lower than the chosen tolerance TOL, no mesh refinement for i is carried out, otherwise the region close
to i has to be refined. This refinement procedure continues until the errors at all measurement positions,
and also their average value, are lower than TOL. Compared to the use of a pre-defined fine mesh dis-
cretization, the proposed adaptive approach enables the automatical selection of a discretization model
with much smaller size. This leads to significant reduction of total computational effort.

5. ESTIMATION RESULTS WITH REAL EXPERIMENTAL DATA

In this section, we consider the pool boiling experiement presented in [1]. The chosen values for
material properties are given in [6]. The observation time interval is 30 ms with a time step of 0.04 ms.
For the space discretization, we choose a finely discretized mesh T fine

h (cf. first row in the Table 1) for
the illustration of the single-level optimization strategy. The adaptive mesh refinement algorithm starts
with a coarse mesh T 1

h ; subsequent meshes T 2
h and T 3

h (cf. Fig 2(b)-(d)) are automatically generated
base on the error estimator during an iterative process. The pre-defined tolerance TOL is chosen on
the base of investigated temperature noise level δ = 0.025 K. As we can see from Table 1, nearly 94%
reduction of the computational efforts could be achieved with solutions of comparable quality (cf. Fig.
3).

6. CONCLUSIONS

An iterative regularization method combined with an adaptive mesh refinement strategy has been pro-
posed for the solution of a 3D transient inverse heat conduction problem using pointwise temperature
observations. Compared to our previous work, the computational effort has been significantly reduced
and comparable estimation results are obtained. Future work will be devoted to the development of
different types of error estimators and their comparison with respect to the obtained computational
efficiency and estimation quality.
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TABLE 1. Numerical results with real experimental data using single-level and adap-
tive mesh refinement strategy; M : number of elements, N : number of time steps, it:
number of optimization iterations.

M N ηh it time

T fine
h 164,484 750 5.881× 10−4 54 8919.9 s

T 1
h 3,156 750 6.229× 10−3 50 75.4 s
T 2
h 11,418 750 1.545× 10−3 50 273.9 s
T 3
h 17,430 750 6.047× 10−4 26 224.9 s

FIGURE 2. (a) Mesh T fine
h , (b) Mesh T 1

h and zoomed center view, (c) Zoomed center
view of mesh T 2

h , (d) Zoomed center view of mesh T 3
h

FIGURE 3. A comparison of selected estimated surface boiling heat fluxes (MW/m2)
obtained using single-level optimization (upper row) and adaptive mesh refinement
strategy (lower row).
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ABSTRACT 

Heat flow meter (HFM) is widely used for on site measurements of thermal conductance and 
transmittance of building envelopes. This method, in particular, requires a post-processing of the 
acquired data about measured temperature and heat flows, by means of suitable algorithms such as 
the “black-box” and the progressive mean ones. The progressive mean algorithm is enough reliable 
but, on the other hand, it requires extremely long measurement times, especially for high inertia 
walls. On the contrary, the “black-box” method requires short measurement times since it is based 
on time series analysis and, sometimes, it can lead to very high errors. 

The aim of the present paper is to compare the above mentioned methods to a new one based on 
the solution of an inverse problem in order to obtain useful results for short time measurements and 
for measurement conditions involving high temperature variations both for the inner and outer 
environment which are typical for summer, spring and winter conditions with heated rooms in 
intermittent mode. 

Key Words: Heat Transfer, Inverse Problems, Thermal Conductance. 

1. HFM MEASUREMENT PRINCIPLE 

As known, wall thermal conductance is defined as the ratio between the heat flow normal to the 
wall and the temperature difference between inner and outer wall surface. 

Therefore, in order to evaluate such parameters, it is necessary to measure heat flow and inner 
and outer wall temperatures. The outer temperature variability in accordance with the daily 
conditions (and sometimes also the inner temperature ones in accordance with the heating or the 
HVAC plant operating conditions) coupled to heat flow variations due to the building envelope 
thermal inertia (and often to the inner and outer convective and radiative conductances) makes the 
instantaneous conductance measurement almost useless and misleading. 

The thermal balance applied to the wall in unsteady conditions gives:  

in out disp

V .C

q A q A c T dV Qρ
ϑ

∂
⋅ = ⋅ + ⋅ ⋅ ⋅ +

∂ ∫ �� �        (1) 

where 
disp

Q�  is the dispersed heat transfer rate, q�  is the heat flux, T is the absolute temperature of 

the wall, ρ  is the density, c is the specific heat, A is the normal surface of the wall and ϑ  is the 
time. 

As shown, in the presence of 1D thermal field, 
disp

Q 0=� , the difference between the inner and 

outer heat flow is due only to the heat accumulation term. 
Therefore, for 1D and steady thermal conditions it is possible to measure the heat flow only on one 
wall surface, and the thermal conductance C is given by: 

w,i w,e

q
C

T T
=

−

�
           (2) 

where 
w,iT  and 

w,eT  are the internal and external wall temperatures. 
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2. POST PROCESSING 

Dynamic test conditions require temperature and heat flow data acquisition for time intervals 
long enough. In the Italian standards [1-3] and scientific literature [4-6] several post-processing 
algorithms are proposed. 

In the present paper, an alternative method is proposed, based on the solution of an inverse heat 
transfer problem in 1D unsteady thermal conditions, once the inner and outer wall surface 
temperatures and the heat flow are known as time varies. 

3. INVERSE PROBLEM DEFINITION 

A building wall is usually formed by a finite number of layers, each one having its 
thermophysical properties which can be considered constant along its thickness also for temperature 
variations. For an existing wall, if endoscopic investigations are not performed, generally it is not 
possible to know either the number of layers or the material of each layer.  

Under the hypothesis of 1D thermal field, the following equation can be written: 

( ) ( )
( )

( )
( )T x, T x,

x c x k x
x x

ϑ ϑ
ρ

ϑ

∂  ∂ ∂
⋅ ⋅ = ⋅ 

∂ ∂ ∂ 
 for [ ] andx 0,L   0ϑ∈ ≥    (3) 

where L is the wall thickness, with the following boundary conditions:  

( ) ( )
( )

( )w,e

T x 0,
T x L, T ;    k( x 0 ) q

ϑ
ϑ ϑ ϑ

ϑ

∂ =
= = − = ⋅ =

∂
�    for 0ϑ ≥    (4) 

by using the acquired ( )w,eT ϑ  as term for minimization in eq. (6). 

Therefore, the following functions must be determined (initial temperature conditions and 
thermophysical properties): 

( ) ( ) ( )T x, 0 ;    k x ;    xϑ Ω=                           for [ ]x 0,L∈      (5) 

where ( ) ( ) ( )x x c xΩ ρ= ⋅ . 

In order to solve the inverse problem, eqs. (3)-(4) where solved by the finite differences method 
(fully implicit scheme) [7] with a number of calculation points determined through a mesh 
sensitivity analysis. The punctual values of the functions in eqs. (5) where obtained through the 
solution of the following minimisation problem in Scilab through the conjugate gradient method 
[8]: 

( ) ( )( )
( )
( )

( )max max
2x L

2

w,e

0 0 x 0

regolarization term

k x T x
min T x 0, T d dxd

T x x

ϑ ϑ ϑ ϑ

ϑ ϑ

ϑ ϑ ϑ ϑ
= = =

= = =

 
  ∂ 
 = − ⋅ + ⋅ 

∂  
 
 

∫ ∫ ∫
�������������

   (6) 

where the regularization term represents the entropic production, considered as in equilibrium 
conditions [10-11] and 

maxϑ  is the time corresponding to the end of the data acquisition. 

4. NUMERICAL RESULTS 

The proposed methodology was compared to the two most diffused post-processing algorithms: 
the progressive mean method [9] and the “black box” [5] one.  

For this purpose the direct problem described by eqs. (3)-(5) was solved through the finite 
element software Femlab 3.1 ®, by applying the temperature boundary conditions reported in Fig. 1 
to a wall of high thermal inertia whose characteristics are reported in Table 1, with internal and 
external thermal conductances equal to 7.69 W/(m2K) and 25 W/(m2K) respectively [1].  
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FIGURE 1. Applied temperature boundary conditions: (I) winter conditions with continuous 
heating, (II) winter conditions with 8 hours heating, (III) summer conditions with continuous 
climatisation, (IV) summer conditions with continuous climatisation and (V) summer conditions 
without climatisation . 

These thermal conditions were recorded by the weather station of the University of Cassino 
during the year 2007 and refers to the period 23-25 August, 15-17 December and 10-12 April, 
during which the highest, the lowest temperatures and thermal inversion can be observed, 
respectively. Moreover, it was considered that as initial thermal condition the wall was subjected to 
uniform temperature equal to 20°C:  

In particular, the aim was to test the consistency of the proposed methodology during the periods 
in which heat flow inversion is observed (i.e. spring and autumn).  

 
Layer Material thickness/mm k/(W m-1 K-1) 
1 Plaster 15 0.9 
2 Hollow tile 120 0.19 
3 Polystyrene 100 0.033 
5 Hollow tile 120 0.19 
6 Plaster 16 0.9 

 
Table 1. Tested wall 

 
As regards the proposed methodology, it must be pointed out that as guess values for the 
minimization problems the following values were assumed: 

( ) ( )
( ) ( )

( ) ( )p ,e p ,i 6

p ,i

T 0 T 0
T x, 0 T 0 x;   k x 1;   x 10

L

ϑ ϑ
ϑ ϑ Ω

= − =
= = = − ⋅ = = for [ ]x 0,L∈  (7) 

and: 
n 1

i 1 i

i 1 i

x x
C 1

k

−
+

=

 −
=  

 
∑        (8) 

where n represents the number of nodes in which the domain was dicretised.  
The number of unknowns is then equal to: i) n-2 for the initial temperature (the initial values for 
x=0 and x=L are known), ii) ns for ( )k x  and iii) ns for ( )xΩ , where ns  is the number of equal 

thickness slab in which the wall is divided, for a total number of 
sn 2n 2+ − . 

From a sensitivity analysis, the optimal number of points and slabs is equal to 32 and 4 
respectively, granting a variation on C lower than 0.1% both for n and ns unitary increment. 
The obtained results are reported in Table 2. 
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Post-processing 
algorithm 

Winter 
conditions 

with 
continuous 

heating 

Winter 
conditions 

with 8 hours 
heating 

Summer 
conditions 

with 
continuous 

climatisation 

Summer 
conditions 

with 
continuous 

climatisation 

Summer 
conditions 

without 
climatisation 

Expected value 0.271 0.271 0.271 0.271 0.271 
Progressive mean 0.314 (16%) 0.287 (5.9%) 0.332 (23%) 0.410 (51%) 0.235 (-13%) 

Black box 0.293 (8.1%) 0.140 (-48%) 0.192 (-29%) 0.220 (-19%) 0.193 (-29%) 
Proposed algorithm 0.278 (2.6%) 0.283 (4.4%) 0.276 (1.8%) 0.281 (3.7%) 0.282 (4.1%) 

 
TABLE 2. Numerical results and comparison with the other post-processing algorithms (in brackets 
the percentage differences respect to the expected value) 
 

As shown in Table 2, the proposed method obtains a percentage difference that is always lower 
than 5%, optimal results if compared to the other post-processing algorithms which are not so 
encouraging especially if applied to summer and spring measurements. 

5. CONCLUSIONS 

In the present paper, a post-processing algorithm based on the solution of an inverse 1D heat 
transfer problem was applied to HFM measurements for the determination of a wall thermal 
conductance. In particular, the proposed methodology was compared to the most used post-
processing algorithms as the “black-box” and the progressive mean ones. The obtained results are 
very encouraging especially if applied to summer and spring measurements.  

Future developments will involve the application of the proposed methodology to 2D and 3D 
problems to characterize complex building components.  

These paper was developed within the “Numerical and experimental characterization of building 
innovative components for energy saving” project financed by MIUR (2007S8yKTR_004/2007).  
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ABSTRACT 

The ventilation by natural convection and radiation of an underground prefabricated transformer 
substation has been modelled using CFD techniques. The results of the model are the distributions 
of temperature and velocity in the air and the surface temperatures of the transformer and the walls 
of the substation. The obtained values are compared with the experimental measurements realized 
under different ventilation and load conditions in order to validate the model. 

Key Words: Computational Fluid Dynamics, Natural Convection, Thermal Model. 

1. INTRODUCTION 

Underground prefabricated transformer substations are used for electrical power distribution in 
public networks and private installation load-centres. These buildings are usually made of 
prefabricated concrete, having a personnel access and some ventilation grilles. Inside of the 
enclosure, one of two distribution transformers with their Low Voltage boards, Medium Voltage 
cubicles, and interconnecting and auxiliary devices are found. In the transformer and the LV boards 
there are heat generation due to power losses. This heat is removed by the natural convection of the 
air circulating through the ventilation grilles and by the radiation exchanges with the walls of the 
substation. 

The International Standards [1-2] indicates that the criterion of good performance of a transformer 
substation is given by the maximum temperature achieved by the top oil. This temperature must be 
limited to extend the operation life of the transformer. As the experimental tests must be done with 
the real substation, the obtaining of an over limited temperature would invalidate the built 
substation, requiring a new design and new casts. In order to avoid this slow and expensive task, it 
would be very useful to have a mathematical model of the ventilation of the substation and to 
perform a simulation of this model to determine the temperatures. 

One possible approach to the thermal modelling of transformer substations is the equivalent thermal 
circuit model developed by Radakovic and Maksimovic in [3]. This type of so simplified models 
permits to obtain the top oil transformer temperature but not to analyse and optimise the whole 
ventilation of the substation. 

To get a better understanding of the ventilation of the transformer substations, it is necessary to 
develop a more complete model that takes into account the air circulation. Ramos et al. in [4] 
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presented a mathematical thermal model of the ventilation of a half-buried transformer substation 
using CFD techniques. The model presented in this paper is an improvement of that model. 

 2. MODELLING OF THE TRANSFORMER SUBSTATION 

2.1. Description of the system 

The substation that has been modelled contains two transformers with an input voltage of 36 kV and 
a power of 1000 kVA. The height of the transformers is approximately 1 m and the height of the 
enclosure is approximately 3 m. 

 

TRANSFORMER

SYMMETRIC PLANE
MV CUBICLES

SUBSTATION 
ENCLOSURE

METALLIC 
SEPARATION

OUTLET GRATING

OUTLET LOUVERS & 
EXPANDED METAL 

GRILLES

INLET GRATING

INLET LOUVERS & 
EXPANDED METAL 

GRILLES

 
FIGURE 1. Images of the real (left) and the modelled (right) transformer substation 

As it can be seen in Figure 1 (left), the configuration of the substation is almost symmetric: each 
transformer, with a set of outlet ventilation grilles, is located at the lateral extremes of the enclosure 
and there are inlet ventilation grilles in the middle of the longitudinal wall (not shown on the 
image). This set of inlet grilles is presented on the right part of Figure 1, which shows the flow 
domain of the model of the substation with its limits and its main components. 

2.2. Description of the mathematical model 

2.2.1 Governing Equations 

The equations that represent the air flow and the heat transfer inside the substation are the steady 
Reynolds Average Navier-Stokes (RANS) equations, used to include turbulence effects in the mean 
flow variables, and the energy equation [5] 

The RNG k-ε turbulence model [6] has been used with a 2 layer near wall approach [7]. 

The Ideal Gas equation is used to model the variation of the air density with the temperature. The 
rest of the air properties, like molecular viscosity, thermal conductivity and specific heat, are also 
temperature dependent. 

The radiation heat exchange is considered by means of the Discrete Ordinates (DO) model [8]. Each 
octant of the angular space has been discretized into 9 solid angles that determine 72 directions 
where the radiation intensity is computed. It has been assumed that the air does not participate in the 
radiation and that the different surfaces in the domain are gray and diffuse. 

2.2.2 Flow domain 

The computational domain covers the air inside a half of the substation, due to the symmetry, as 
shown in Figure 1. The external limits of the domain are the walls of the enclosure, the symmetry 
plane and the inlet and outlet gratings. The internal limits are the surfaces of the transformer, the 
LV boards and the MV cubicles. 

The model has about 21⋅106 elements. The resolution of the mesh is higher ( approx. 7⋅106 elements) 
in the zone close to the transformer because it is the main heat source and a fine grid is needed to 
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model accurately the heat transfer and the air movement. The type of elements is hexahedral in the 
entire domain. 

2.2.3 Boundary Conditions 

In the inlet and the outlet boundaries, the atmospheric pressure and the ambient temperature were 
imposed. The inlet and outlet gratings, louvers and expanded metal grilles are modelled imposing a 
curve pressure loss - normal velocity for the air passing through them. These head loss curves have 
been obtained from mathematical models and book data [9]. 

The walls of the substation are modelled as solid walls with one-dimensional heat conduction and 
mixed (convection and radiation) external boundary conditions. The LV boards are considered as a 
box with a uniform heat flux imposed on the surface. The MV cubicles are considered adiabatic. 

Initially, the experimental temperatures are imposed on the surfaces of the transformer. From this 
simulation, values of uniform heat fluxes on the different surfaces of the transformer (lid, fins, base) 
are obtained to be imposed in the next cases, simulating the different ventilation conditions of the 
experiments. 

2.2.4 Discretization and resolution 

The Finite Volume Method is used to discretized the governing differential equations. The steady 
state has been considered in the simulations and a segregated implicit solver has been used. 
Equations are linerized and then sequentially solved using Gauss Seidel algorithm accelerated by an 
Algebraic Multigrid method. Pressure-Velocity coupling is achieved through the use of SIMPLE 
algorithm. Diffusive and convective terms of the equations are discretized using second order 
upwind schemes. The Body Force Weighted scheme is chosen in the discretization of pressure to 
deal with this buoyancy driven flow. The entire numerical procedure is implemented in the 
unstructured CFD code Fluent V.6.3.26 [10]. 

2.2.5 Convergence criteria 

Three principal convergence criteria have been considered to know when a simulation has reached a 
valid solution. The first one is the balance between the total energy dissipated from the surfaces of 
the transformer and the energy lost through the external limits of the domain. The second one is to 
reach perdurable stationary values for selected surface temperatures and for the mass flow rate 
through the ventilation grilles. And the last one is to obtain values of scaled residual below certain 
magnitudes (10-3 for mass, momentum and turbulence equations and 10-6 for energy equation). 

3. RESULTS AND DISCUSSION 

3.1. Experimental Tests 

Three experimental tests, changing the conditions of ventilation and the transformer load, have been 
made. In Test 01 the substation is with full open ventilation (without any grille) and with 
transformer full load. Test 02 represents the service state: normal ventilation and full load power. In 
Test 03 the normal ventilation is maintained, but the transformer works at half power. 

In the realization of the experiments 87 thermocouples for temperature measurements in specific 
positions, 5 hot-wire anemometers to measure the velocity of the air and a thermographic camera 
for the capture of the radiant image of the substation were used. 

3.2. Comparison of the results of the model with the experiments 

Table 1 shows some of the temperature results for the different tests and their comparison with the 
results of the simulations of the model. 

Firstly, it can be observed that, for the three experimental tests, the model predicts acceptably the 
air temperatures in two specific positions above the transformer and at the outlet grating (maximum 
difference of -3.5 ºC). The same can be concluded for the walls of the substation (maximum 

266



difference of -5.3 ºC). This is a demonstration that the model predicts well the global energy 
transport and the heat transfer in the external boundaries. 

Relating the temperatures of the surface of the transformer and of the air between the fins, the 
results of the model are not totally acceptable. An adequate correlation between the results of the 
model and the tests is found in the temperatures of the lid for Test 02 and in the extreme fin for Test 
02 and 03. The rest of results are excessively away from the experimental data. 

 Test 01 Test 02 Test 03 

Description Texp 
[ºC] 

Tmod 
[ºC] 

Dif. 
[ºC] 

Texp 
[ºC] 

Tmod 
[ºC] 

Dif. 
[ºC] 

Texp 
[ºC] 

Tmod 
[ºC] 

Dif. 
[ºC] 

Air above the transformer 48.0 48.3 0.4 53.9 54.3 0.4 39.0 37.3 -1.7 
Air in the outlet grating 40.0 37.9 -2.1 41.7 38.2 -3.5 30.4 31.7 1.2 

Interior surface of lateral wall 27.7 28.8 1.2 30.3 30.9 0.6 24.3 22.8 -1.5 
Exterior surface of lateral wall 34.5 33.6 -0.8 39.1 36.7 -2.4 28.5 25.8 -2.7 

Interior surface of rear wall 33.4 30.7 -2.6 37.8 32.5 -5.3 27.5 23.7 -3.8 
Exterior surface of rear wall 26.0 26.8 0.8 27.6 28.0 0.4 22.2 28.0 5.8 
Central Position of the lid 81.2 86.4 5.2 88.6 87.4 -1.2 59.7 52.4 -7.3 

Average Surface Lid 79.9 85.7 5.8 87.3 86.2 -1.1 58.9 55.5 -3.4 
Central Fin - High Position 80.5 93.8 13.3 88.7 98.4 9.7 58.6 63.4 4.8 

Central Fin - Medium Position 71.7 80.3 8.6 80.4 83.6 3.1 52.0 52.9 0.9 
Central Fin - Down Position 57.0 56.8 -0.1 65.7 55.7 -10.0 41.7 37.8 -4.0 

Central Fin - Average 74.2 70.1 -4.1 76.5 79.0 2.5 49.7 51.1 1.3 
Extreme Fin - High Position 78.1 86.5 8.4 85.4 89.3 3.8 57.5 57.3 -0.2 

Extreme Fin - Medium Position 70.8 78.8 8.0 78.1 81.2 3.1 51.4 53.1 1.7 
Extreme Fin - Down Position 61.9 67.8 5.9 70.0 67.4 -2.6 44.4 43.2 -1.2 

Extreme Fin - Average 73.6 67.5 -6.0 75.9 74.0 -1.9 49.3 49.1 -0.2 
Air between central fins - High 48.9 39.4 -9.5 57.4 46.7 -10.7 39.6 34.0 -5.6 
Air between central fins - Down 34.5 25.8 -8.6 41.1 27.3 -13.8 29.9 23.1 -6.9 

TABLE 1. Comparison between experimental and simulation temperatures 

A possible reason to explain these differences is that the heat fluxes imposed as boundary 
conditions on the surfaces of the transformer are incorrect. These uniform heat fluxes have been 
calculated proportionally to the ones obtained from a simulation of the model imposing on the 
transformer the experimental temperatures of Test 01. 

Therefore, the results obtained in the central fin for the three tests indicate that in this zone is 
necessary to impose a non-uniform heat flux that varies with the vertical coordinate. Moreover, in 
the extreme fins, the acceptable results obtained for Test 02 and 03 show that when the substation is 
working with the normal ventilation the use of a uniform heat flux boundary condition is not so bad. 
Lastly, the results in the lid for Test 03 indicate that a uniform heat flux obtained from a transformer 
working at 100% of power, divided by 2, is not applicable to a transformer working at 50% of load. 

The inappropriate uniform heat fluxes imposed in the central fins are also affecting to the results 
obtained for the air between them. However, qualitatively, the model can be used to analyse the air 
temperature distribution and the air movement, as shown in Figure 2. 

4. CONCLUSIONS 

A mathematical model, representing the thermal performance of an underground prefabricated 
transformer substation, has been developed using CFD techniques. The results of the model have 
been compared with the experimental ones obtained under three different ventilation and load 
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conditions. The developed air model has shown a good capacity to represent the thermal behavior of 
the entire substation. The temperatures obtained by the model in the surface of transformer are not 
totally acceptable. As future work, the heat fluxes imposed as boundary conditions on the 
transformer are going to be modified (non-uniform and including vertical variation) in order to 
improve the results of the model and to validate it. 

 
FIGURE 2. Air temperatures in ºC (left) and velocities in m/s (right) in two perpendicular sections 

of the modelled transformer substation 
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ABSTRACT 

The main goal of this work is just a short review of the role of heat transfer phenomena on the mod-
elling of the human response to the surrounding environment. Aiming to show the most interesting 
facets and emphasize future research needs, fundamental equations and methods usually adopted by 
research of the thermal environment field will be showed. As application of heat transfer modelling, 
the main results of a thermoregulation model will be also presented. 

Key Words: Heat Transfer, Human Thermoregulation Models, Thermal Environment 

1. INTRODUCTION 

In the last fifteen years, an increasing need for predicting thermal behaviour of the human body un-
der typical indoor environment situations (or even in outdoor) resulted in a very strong acceleration 
of the research on heat transfer mechanisms involving the human body and the surrounding envi-
ronment [1-3]. Due to an improved know-how, assisted by more and more powerful computers and 
user-friendly calculation codes, in most cases specialists are able to predict the human mean re-
sponse to the microclimate with a certain reliability [1,3,4]. This is a very important goal towards 
both a more sustainable approach of the building envelope energetic efficiency and a more reliable 
precautionary occupational hygiene.  

2. HEAT TRANSFER MODELLING IN THE THERMAL ENVIROMENT FIELD 

Due to the human body peculiarities, heat transfer equations have to be slightly modified. 

2.1 Heat transfer by convection 

The heat loss by convection from the outer surface of the clothed body, C,  is expressed by the 
equation: 
C = Abfclhc(tcl - ta)  (1) 
where hc can be evaluated through special correlations as a function of the temperature difference or 
relative velocity between the subject and the air flow [5-8]. According to equation (1) the evaluation 
of the convective thermal flow needs for a preliminary evaluation of the clothing surface tempera-
ture, tcl, which is usually attained by means of an iterative procedure based on the heat balance of 
the human body [6,7]. Body surface area takes into account the presence of clothing covering a part 
of it. Thus, a special clothing area factor, reported on tables in ISO 9920 standard for several cloth-
ing ensembles as a function of the static clothing resistance, has to be preliminary evaluated [5]. We 
highlight that convective heat transfer takes place in the respiration also. Its modelling is based on 
equations as a function of the metabolic rate and others microclimatic parameters [6-8]: 
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( )
( )

res a
res a ,res p ex a

res a v,a

C 0,014M 34 t
C m c (t t )

C 0,015M 28,56 0,885t 0,641p

⎧ = −⎪= − ⎨
= + +⎪⎩

 (2) 

2.2 Heat transfer by radiation 

Generally for the radiative heat flow, R, the following relation is used: 
R = fclAbfeffεσ[(tcl+273)4 - (tr+273)4] (3) 
where the radiating surface takes into account both the presence of clothing and the mutual heat 
transfer between some body parts by means of a special coefficient feff=Ar/Acl. Equation (3) is reli-
able when outer surface of the subject behaves as a gray body and the subject surrounding environ-
ment can be considered as a radiantly black enclosure (very realistic situation in case of large rooms 
but not in cars, where the classic evaluating methods of radiative heat transfer have to be used). The 
first hypothesis is verified if the subject receives radiations of high wavelength, situation that gener-
ally occurs in indoor environment. In the far infrared both skin and clothing are gray and their emis-
sivity is assumed at 0,97 [6,7]. The main difficulty to estimate R from the Equation (3) is the 
evaluation of the mean radiant temperature, tr, which can be calculated or measured [9] from: (a) the 
view factors, (b) the globe temperature, (c) the plane radiant temperatures. As alternative to equa-
tion (3), which treats the radiation in a global way ignoring that occupants of indoor environments 
are frequently exposed to inhomogeneous radiation (i.e. near cold windows, hot radiators, in the 
presence of solar radiation transmitted through glazed facades) several studies report a direct 
evaluation of the radiative flow by means of a 3-D modelling of the human body often characterised 
by more than ten thousand meshes [1,3]. An alternative for taking into account the overall thermal 
flow exchanged by convection and radiation is collapsing both in one term, H, defined dry heat loss, 
according to following equations: 

( ) ( )b sk o
cl b cl o

cl a

A  t  t
H  C  R  f A h t  t

R R
−

= + = − =
+

  (4) 

based on the linearization of the equation (3) by means of the introduction of the operative tempera-
ture, to, defined as uniform temperature of an imaginary black enclosure in which an occupant 
would exchange the same amount of heat by radiation plus convection as in the actual non-uniform 
environment. Such temperature can be considered the average between the air temperature and the 
mean radiant temperature only if the relative air velocity is small (< 0,2 m/s) or if the difference be-
tween mean radiant and air temperature is small (< 4 °C), [9]. 

2.3 Heat transfer by evaporation from the skin surface 

The heat loss by evaporation from the skin surface, Esk, is evaluated by means of the following 
equations: 

( )sk vs,sk v,a e,T

e,T e,cl e,a

E  w p  p / R

 R R R

⎧ = −⎪
⎨

= +⎪⎩
         (5) 

Re,a can be calculated from hc by means of the well known Lewis relation for the air-water system, 
whereas  Re,cl depends on the vapour permeability of clothing, which can be evaluated starting from 
the dimensionless permeability index, im, and the static clothing insulation, Rcl, reported in several 
standards [5,7].  
Evaporative heat flow related to the respiration is modelled similarly to that previously reported for 
the convective heat transfer [6-8]: 

( )
( )
( )
( )

res v,a

res a,res ex a res ex v,a

res a v,a

E 0,023M 44 p

E m x x E 0,0173M p p

E 0,00127M 59,34 0,53t 11,63p

⎧ = −
⎪⎪= λ − = −⎨
⎪

= + +⎪⎩

 (6) 
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2.4 Clothing modelling 

The clothing plays a crucial role on the thermal response of the human body since it is the layer 
trough the heat transfer between the human body and the surrounding environment takes place. Its 
static thermal resistance is usually evaluated by means of thermal manikins. Havenith’s group [2,5] 
highlightened  how the presence of openings in clothing (i.e. collars, cuffs) results in an additional 
air flow inside clothing (pumping effect), increasing with increasing of body movement, resulting in 
a reduction of the insulation value. A similar effect occurs in the presence of high air velocities 
through the reduction of clothing layers thickness. In order to take into account these complex phe-
nomena, special correlations as a function of the relative air velocity and the walking speed of the 
subject have been introduced by [2,5-8].  
 
2.5 CFD Approach 
 
Equation (1) treats the convective thermal flow in a global way since the whole of proposed correla-
tions for hc take into account neither the real body shape of the human body nor the fluid dynamics 
of surrounding environment induced also by the presence of HVAC systems. More in-depth analy-
ses are starting to be obtained by means of CFD simulations [1,3] allowing a detailed analysis of in-
volved thermal flows. Anyway, such tool requires an in-depth treatment of boundary conditions es-
pecially as far as the body surrounding is concerned since clothing and/or skin temperatures are 
strictly related to the thermal physiological response of the human body. In order to obtain reliable 
temperature values on the body surface the research is working at two different levels: 
• development of computational thermal manikins (CTM) to be used in a coupled simulation envi-

ronment to simulate the human thermoregulatory response in buildings [10,11]; 
• coupling CFD analysis with more promising thermoregulation models [1,3]. 

3. THERMOREGULATION MODELS 

Several thermoregulation models have been developed aiming to predict the thermal behaviour of 
the human body in the widest range of indoor (and outdoor) situations [1-3]. Among them, in this 
paper we will briefly outline the main features of THERMODE 193 recently developed by our 
group [4]. With respect to the native Stolwijk’s model proposed in Seventies, several changes have 
been introduced. In detail, the model is based on a thorough division of the human body made by 48 
body segments each divided in four concentric layers (skin, fat, muscle and core) reaching 192+1 
(blood) nodes. Aiming to simulate non homogeneous environments, microclimatic input data are 
made by a set triplets (ta, tr, pv,a) for each node. The evaluation of the plane radiant temperature of 
each compartment has been carried out starting from the surface temperatures of a standard room 
without windows [4,9]. Moreover, the body is clothed and the effect of its movements on the static 
clothing insulation has been taken into account. The control system has been revised in order to im-
prove its performances especially under slightly cold situations and with respect to the need for an 
enhanced thermal response prediction of hands and feet which are affected by great errors due to the 
irregular shape and the complex heat transfer modelling between blood into the veins and in arter-
ies. THERMODE 193 is able to predict the local skin temperatures and the core temperature of the 
human body with a satisfactory degree of accuracy with only slightly differences between experi-
mental and model temperatures [4]. 

4. CONCLUSIONS 

In this paper heat transfer mechanisms between humans and the environment were briefly reviewed 
trying to highlight the crucial role of different approaches in the treatment of each mechanisms in-
volved in the heat balance equation of the human body. This will be a real challenge for heat trans-
fer specialists because: 1)  the attainment of high energetic performances of a building has to be ob-
tained  in the presence of  an acceptable comfort level of the occupants [12]; 2) the protection of 
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workers under hot or cold extreme situations cannot ignore the thermoregulatory response of the 
human body. 
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TABLE 1. Main symbols used in the text. 

Symbol Meaning Units Symbol Meaning Units 
Ab Body surface area m2 Re,a Boundary  air layer vapour resistance m2kPa/W
Acl Surface area of the clothed body m2 Rcl Effective clothing resistance m2K/W 
Ar Effective radiating body area m2 Re,cl Clothing vapour resistance m2kPa/W

Cres Respiratory convective heat flow W/m2 Re,T Overall vapour resistance of clothing 
and boundary layer m2kPa/W

cp 
Specific heat of dry air at constant 
pressure J/kgK ta Air temperature °C 

Esk Evaporative heat flow at the skin W/m2 tcl Clothing surface temperature °C 
Eres Respiratory evaporative heat flow W/m2 tex Expired air temperature °C 
fcl Clothing area factor - to Operative temperature °C 
feff Effective area coefficient  - tr Mean radiant temperature °C 
h Overall heat transfer coefficient W/m2K tsk Mean skin temperature °C 
hc Convective heat transfer coefficient W/m2K w Skin wettedness - 
M Metabolic rate W/m2 xa Humidity ratio of air kg/kg 

ma,res Respiratory dry air mass flow kg/s xex Humidity ratio of expired air kg/kg 
pv,a Vapour pressure in the air kPa ε Mean clothed body emissivity - 

pvs,sk 
Saturated vapour pressure at the skin 
temperature kPa λ Evaporation latent heat of water J/kg 

Ra Boundary  air layer thermal resistance m2K/W σ Stefan-Boltzmann constant W/m2K4 
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ABSTRACT 

The study of buoyant point or line heat sources forms the basis of the analysis of buoyant heat 
sources of any shape or dimension. The reason for this is that analysing the behaviour of the 
buoyant plume at a sufficient distance from a heat source of a generic shape, one will find that its 
shape and behaviour are much similar to those of a point or line heat source that has as origin some 
point in space called the virtual origin. One way of carrying out the analysis is through the use of 
Computational Fluid Dynamic (CFD) simulations. However, currently one finds that it is more time 
effective to use general commercial software for the analysis rather than building the CFD code 
from scratch. This approach raises the issue, addressed in the present work, of determining effective 
ways of simulating heat sources with readily available software. The problems encountered when 
modelling a point and line heat source in an open environment and under displacement ventilation 
are presented and explained. Possible methodologies that can be employed to overcome the 
problems are put forward, together with their effect on the original flow. 

Key Words: Point Heat Sources, Heat Transfer, Natural Ventilation, Displacement Ventilation, 

Commercial CFD software, Fluent 

1. INTRODUCTION 

Point and line heat sources are the simplest type of heat sources that one encounters. However, at a 
certain distance from a heat source of a general shape, usually just a few multiples of the 
characteristic length of the heat source, the evolving plume has the same characteristics as that of a 
line or point heat source [1]. This makes it practical to study the behaviour of the simple sources 
and try to extrapolate to that of the more complex ones. For this reason, point and line heat sources 
have been widely investigated both analytically and numerically under different conditions 
including homogenous and stratified environments [2,3], natural ventilation [4,5], and closed 
chambers [6]. 

Nowadays, when it comes to numerical modelling, it is no longer time effective to build the source 
code; a commercial CFD package is usually employed. However, this comes at a cost. When using 
a CFD package one is faced with the limitations of the package being used. This raises the question 
of what is the best way of simulating point and line heat sources. 

The published numerical studies indicate that when the source is almost completely subject to wall 
boundary conditions – such as in natural ventilation – the available software is capable of 
simulating effectively the evolution of the plume [5]. However, no study concerning this type of 
modelling using a commercial CFD package could be found in which the source has a point or line 
configuration in an open environment. The work that approaches most closely this set up was that 
for a sphere in an open environment, where the CFD package CFX was used [7]. 

273



While such a situation might seem to be rather simplistic, obtaining results using the CFD package 
Fluent was not as easy as expected. It took some time to realise that the boundary conditions 
available in Fluent – which did not include the far field boundary used in [7] since in Fluent this 
boundary condition is not available with the Boussinesq approximation that is customary to use for 
such flows – were interfering with the expected physical pattern. In order to stabilise the process, 
displacement ventilation was introduced and then the inlet velocity was decreased gradually in an 
attempt to reduce it to zero and thus obtain the result sought. However, it was found that decreasing 
the inlet velocity below a certain value would, once again, cause instability. 

Thus this work discusses the problems encountered with setting up a point or line heat source in a 
homogeneous environment and gives reasonable explanations that account for the instabilities 
observed when the Fluent was used. It will be shown that these instabilities arise both as a 
consequence of what is being modelled as well as, and from, the limits of the software package 
used. 

2. MAIN BODY 

The first limitation that one encounters in simulating a point or a line heat source is the confinement 
of the domain to a finite region of space. This means that the boundaries used can affect the system. 

Similar problems and difficulties were encountered when simulating a point and a line heat source. 
Hence, only the setup used for the line heat source will be discussed in detail. To further simplify 
matters only a two dimensional setup was considered, and this is shown in Figure 1(a) with the 
source at the origin of the coordinate system used. The heat source was modelled as a wall with a 
constant heat flux. The size of the heat source was set equal to the grid spacing to mimic as much as 
possible a very small source. The walls at the sides were set to 10 m from the source. Considering 
that the plume is contained within half a metre, this meant that the boundaries were set at a factor of 
20 times the largest characteristic length of the plume. A symmetry boundary condition was also 
introduced vertically above the source to limit the computational time. 

Source Right floor

Top

Left floor

Left wall Right wall

x

y

 
Source

Eddies

Top

Plume

Eddies drowing air across 

the boundary causing backflow

 

(a) (b) 

FIGURE 1. (a) Line source model under investigation; (b) Schematic illustration of how the eddies at 
the edge of the plume cause backflow at the pressure outlet boundary. 

Initially the floor was set as an adiabatic wall with the top being either a pressure outlet or simply 
an outlet. When this setup was solved using Fluent the result was far from what one would expect to 
see physically. It was observed that the pressure outlet or the outlet boundary conditions were 
causing small numerical fluctuations that grew with the iterations. These fluctuations coupled with 
the fact that buoyancy flows involve very small speeds and temperature differences, caused 
instabilities that resulted in the observed unexpected flow. 

This potential effect of the boundary on the flow was verified when a setup consisting of a room of 
unit dimensions, with adiabatic walls and floor, and pressure outlet or outlet as the top was 
investigated. When this setup was solved using Fluent, the result was the formation of an air flow 
pattern. This contrasted with what was expected, i.e. no noticeable air motion. It was also noted that 
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the air flow pattern was less noticeable when using the pressure outlet than when using the outlet 
boundary condition. Thus the pressure outlet was chosen for further experimentation. 

The next step taken, in order to overcome the problem caused by the numerical instabilities, was to 
introduce displacement ventilation by changing the floor to a velocity inlet. The idea was that the 
inlet velocity would superimpose on the numerical instabilities that were of a much smaller 
magnitude, preventing them from affecting the system. It was initially envisaged that it would have 
been possible to reduce the velocity to zero to reach the desired output. However, it turned out that 
this was not possible. 

At a certain point when decreasing the velocity, backflow from the pressure outlet sets off and as a 
consequence the residuals stabilise to a rather high value. The most probable responsible 
mechanism was identified as being the eddies or vortices at the edge of the plume, which cause a 
downward flow at the boundary as illustrated schematically in Figure 1(b). 

It was decided to use an extrapolation technique to determine the distribution of the temperature of 
the plume at zero velocity for comparison with the relevant empirical equation [8]:  
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with 0T  being the reference temperature, taken to be 293 K (20°C), g is the acceleration due to 

gravity, 
pc  is the specific heat capacity at constant pressure which was considered to be  
1 11047 J kg  K− − , 0ρ  is the free stream density that had a value of 30.616 kg m  and Q is the heat 

emitted per unit length which was assigned a value of 200 J, in order to establish the validity of the 
results. 

The employed turbulence model was the RNG k-ε  turbulent model since according to the literature 
it gives more reliable results than the standard one. To simplify computation the Boussinesq 
approximation was employed. As regards the discrimination, PRESTO! was used for the pressure – 
this being the recommended scheme in the case of buoyant driven flows – while QUICK was used 
for all the other quantities. The pressure-velocity coupling was obtained using the SIMPLEC 
algorithm. 

3. RESULTS 

The important parameters to be derived were the maximum temperature and the width, taken to be 
the position where the temperature falls to 1/e of it maximum value. While the maximum extent of 
the width of the plume was found to be grid independent, the maximum temperature varied 
substantially with grid resolution. A suitable grid resolution around the source was found to be 400 
grid lines per metre. Interesting enough this was found to exceed substantially the resolution used in 
most of the work done on heat sources. Furthermore, for most of the quantities under investigation 
it did not make any difference whether half the domain was used and a symmetry boundary 
condition was introduced, or if the whole domain was incorporated. Differences were noted only 
close to the source to a height of around 0.1 m.  

An attempt to linearise eq. 1 by taking the log to base e on both sides and use a least square fit in 
order to determine the maximum temperature and the width, did not produce very good results. 
Thus the maximum temperatures were obtained directly from Fluent and then used to calculate the 
width at different heights. Using the values for each height at different inlet velocities it was 
possible to use a linear fit to extrapolate the values that would be obtained with zero inlet velocity. 

In the case of the variation of the width at zero velocity with height, this showed a good linear trend 
and the gradient was 0.0513 as compared to the expected 0.1562. The intercept of this graph gave 
the position of the virtual origin and after correcting accordingly, it was possible to analyse the 
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trend of the maximum temperature with the reciprocal of the distance from the virtual source. In 
this case, even though the correlation coefficient for linear regression was high (0.985), variation 
appeared to be more a shallow curve than a straight line. However, the gradient obtained was 

11.432 K m−  which compares rather well with the expected 13.696 K m− . 

This analysis showed that the width of the plume depends strongly on the inlet velocity. In fact the 
inlet velocity acted like an air curtain preventing the entrainment of adjacent air. 

4. CONCLUSIONS 

In this paper, possible approaches for modelling a line or point heat source in an open environment 
using the commercial software Fluent were presented. It was shown that due to numerical 
instabilities of the boundary conditions it is not possible to carry out a direct simulation. However, it 
is possible to extrapolate the properties of the plume in natural conditions by adding displacement 
ventilation and obtain the variation of a quantity with inlet velocity. 

The results indicate that while the total width of the plume is not dependent on the grid, the 
maximum height is. It can be concluded that convergence can be assessed by ensuring that the 
maximum temperature at different locations vertically above the source does not change. 

It is evident that some of the properties of the plume depend on the inlet velocity. This might have 
applications in determining the most appropriate positions for air inlets in displacement ventilation 
systems and also in determining the most appropriate speed to use at such inlets.  
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ABSTRACT 

In this work, high Rayleigh number natural convection has been solved for the first time by using a 
stabilized Artificial Compressibility (AC) Characteristic Based Split (CBS) algorithm. The authors 
have carried out a stability analysis, based on the order of magnitude analysis of all the terms 
present in the conservation equations, in order to solve problems in presence of very large source 
terms. A new benchmark problem for high Rayleigh number natural convection in rectangular 
cavities with different aspect ratios has been detected by the authors. This new benchmark case is 
the only one for which experimental data are available. The stabilized AC-CBS scheme is 
successfully used to solve the present benchmark problem. The efficiency and the accuracy of the 
AC-CBS algorithm are verified through comparison with the experimental data for the new 
benchmark problem and with the numerical solutions available in the literature for well known 
problems. The interest in the AC-CBS scheme has increased since it offers the possibility of an easy 
and efficient parallelization procedure. 

Key Words: CBS, Stability, Laminar free convection, Large source terms, Matrix-inversion free. 

1. INTRODUCTION 

High Rayleigh number natural convection is a complex physical problem to simulate numerically, 
because of the large source terms involved in the governing equations. Natural convection is very 
important in many engineering applications such as energy transfer in rooms and buildings, nuclear 
reactors, electronic packaging, and solar collectors. Very few works deal with numerical simulation 
of natural convection with a Rayleigh number higher than 107 [1-4]. Furthermore, steady state 
laminar natural convection with Rayleigh number higher than 108 has not be yet well investigated, 
while turbulent natural convection with Rayleigh number higher than 108 has been simulated only 
by [4, 5]. 

The present work has two aims: i) introduce new benchmark quality solutions for natural 
convection with Rayleigh numbers higher than 108, in cavities with different aspect ratios, for 
which experimental data are available; ii) show the efficiency and the accuracy of the stability 
analysis for the Artificial Compressibility (AC) Characteristic Based Split (CBS) algorithm in 
presence of large source terms, carried out by the authors for the first time. 

Even though the robustness of such a method was proved to be excellent in the past for free fluid 
forced convection [6] and flows through saturated porous media [7], such algorithm still presented 
some difficulties in solving problems where large source terms appeared (i.e. high Rayleigh number 
natural convection problems), therefore reducing significantly the capabilities of the algorithm in 
solving problems of practical interest. Moreover, the interest in the AC-CBS scheme for 
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incompressible fluid dynamic studies has increased since it offers the possibility of an easy and 
efficient parallelization procedure and easy implementation. For these reasons, the authors have 
made an effort in developing a detailed study of the AC-CBS algorithm stability, succeeding in the 
development of a stable, efficient and accurate numerical scheme, applicable to complex problems 
that appear in real applications. 

The efficiency and the accuracy of the present stabilized AC-CBS algorithm are verified through 
comparison with the experimental solution [8] for the new benchmark problem and with the 
numerical solutions [1-3] available in the literature for well known problems. The authors consider 
different natural convection problems with high Rayleigh number: i) the classical square cavity with 
the vertical walls maintained at different temperatures, with Rayleigh number equal to 108; ii) a new 
natural convection benchmark problem where the top wall is heated as well as the left vertical one. 
For this last problem, different aspect ratios are considered for the cavity and the Rayleigh number 
is maintained at about 1.3·108. 

2. GOVERNING EQUATIONS 

The non-dimensional form of the equations for natural convection problems, in vector notation, can 
be written as: 
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 The non-dimensional form of the deviatoric stress is defined by: 
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3. STABILITY ANALISYS FOR THE AC-CBS ALGORITHM 

The stability analysis of the conservation equations is performed on the basis of the order of 
magnitude of all the terms [6, 7]. The stability conditions are derived by observing that the order of 
magnitude of each term [6, 7] must be smaller than 1. This approach is applied to the  steps of the 
AC-CBS  scheme [6, 7]. The time-step restrictions obtained by adopting the present analysis are 
shown in the followings: 

Stability conditions - Step 1 
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Stability conditions - Step 3 
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Stability conditions - Step 4 
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4. RESULTS 

The AC-CBS scheme is successfully applied to the well known benchmark problem of natural 
convection, with Rayleigh number equal to 108, in a square cavity with the vertical walls maintained 
at different temperatures (Figure 1(a)), for which numerical solutions are available in the literature 
[1-3]. Figure 2(a) shows the nondimensional vertical velocity at midheight of the square cavity. The 
present results compare excellently with the numerical solutions available in the literature [1, 3]. 

The results are validated against the experimental data of the new benchmark problem (Figure 1(a)) 
identified by the authors for natural convection, with a Rayleigh number equal to 1.3·108, in 
rectangular cavities with three different aspect ratios [8]. Figure 2(b) shows the nondimensional 
temperature profiles at different heights of a cavity with aspect ratio L/H=0.5. The left wall 
nondimensional temperature is one, the top wall nondimensional temperature is 1.42, the right and 
bottom walls are at zero nondimensional temperature. There is an excellent agreement between the 
present results and the experimental data [8]. 

  

(a) (b) 

Figure 1. Computational domain and boundary conditions employed: (a) square cavity; (b) new natural 
convection benchmark problem. 
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(a)  (b) 
Figure 2. High Rayleigh number natural convection: (a) square cavity; (b) new benchmark problem. 

4. CONCLUSIONS 

A new stabilized, efficient and accurate AC-CBS scheme has been presented for the solution of 
high Rayleigh number natural convection in cavities with different aspect ratios. A new benchmark 
quality solution has been introduced by the authors for natural convection, to test the efficiency of 
the stabilization analysis developed by the authors. The well known benchmark problem of natural 
convection in square cavity has also been solved. The results obtained for all the problems 
considered are in excellent agreement with the numerical and experimental data available in the 
literature. 
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ABSTRACT 

Cooling methods are needed for the turbine blade tips to ensure a long durability and safe operation. 

A common way to cool the tip is to use serpentine passages with 180-deg turn under the blade tip-

cap taking advantage of the three-dimensional turning effect and impingement like flow. Improving 

internal convective cooling is therefore required to increase the blade tip life. In the present study, 

the augmented heat transfer of an internal blade tip with pin-fin arrays has been investigated 

numerically using a conjugated heat transfer approach. The computational models consist of a two-

pass channel with 180-deg turn and an array of pin-fins mounted on the tip-cap, and a smooth-tip 

two-pass channel. The computational domain includes the fluid region and the solid pins as well as 

the tip regions. Turbulent convective heat transfer between the fluid and pins, and heat conduction 

within pins and tip are simultaneously computed. The main objective of the present study is to 

observe the effect of the pin material on heat transfer enhancement of pin-finned tips. It is found 

that due to the combination of turning impingement and pin-fin crossflow, the heat transfer 

coefficient of the pin-finned tip is a factor of 2.4 higher than that of a smooth tip at the cost of an 

increased pressure drop by about 10%. Disregarding the factor of the increased active heat transfer 

area, the tip with metal Aluminium pins provides around 15% and 7% higher heat transfer 

enhancement than the tips with insulting Wood pins and Renshape pins, respectively. 

Key Words: Heat Transfer Enhancement, Tip-wall, Pins, Thermal conductivity. 

1. INTRODUCTION 

Numerical simulations are effective means to investigate the details of fluid flow and heat transfer 

characteristics resulting from augmented surfaces. During recent years, application of 

Computational Fluid Dynamics (CFD) techniques to predict the flow field and heat transfer 

coefficient distribution in turbomachineries has attracted many researchers[1-6]. For examples, 

Hwang et al. [1] predicted  turbulent heat transfer in a rotating two-pass channel using a modified 

two-equation k-ε turbulence model. Chen et al. [2] calculated the 3D flow and heat transfer in a  

rotating two-pass square channel with smooth walls or 45
o
/60

o
 angled ribs by a second-moment 

closure model and a two-layer k-ε isotropic eddy viscosity model. Iacovides and Raisee [3] 

computed fluid flow and heat transfer in 2D rib-roughened passages using modified low-Re 

differential second-moment (DSM) closure turbulence models, Nonino and Comini [4] computed 

3D laminar forced convective heat transfer in ribbed square channels with velocity-preesure 

coupling SIMPLER algorithm based on the finite element method. Jia et al. [5] and Sunden et al. [6] 

numerically studied turbulent heat transfer and/or impingement cooling in rib-roughened ducts 

using the in-house code CACL-MP. From the above-mentioned references, it is indicated that heat 

transfer and cooling in gas turbine channels might be predicted effectively by CFD simulations with 

various computational approaches. 

For turbine blades in particular operation, the hot leakage flow results in high thermal loads on the 

blade tip. It is therefore very essential to cool the turbine blade tip and the region near the tip.  A 
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very common way to cool the 

blade tip is to adopt internal 

cooling by designing serpentine 

(two-pass, three-pass or multi-

pass) channels with a 180-deg 

turn/bend inside the blade (as 

shown in Fig. 1). Taking the 

advantage of impinging and 

turning effects, the tip can be 

cooled to some certain extent. 

Consequently, augmenting 

internal convective cooling is 

required to increase the blade tip 

life. Fortunately, it is well documented that many augmented devices, i.e., fins, ribs, pins, dimples, 

can be used to improve the heat transfer significantly. Many previous investigations have proven 

that pin-fins can improve the cooling in low aspect ratio channels for gas turbines, typically at the 

trailing edges. The application of pin-fins has received much attention for enhancing heat transfer in 

cooling channels, e.g., turbine blades, heat sinks, compact heat exchangers. Most recently, Bunker 

[7] presented a method to provide substantially increased convective heat flux on an internal cooled 

blade tip-cap, where arrays of discrete shaped pins were fabricated and placed. It was found that the 

effective heat transfer coefficient could be increased up to a factor of 2.5 while the tip turn pressure 

drop was negligible compared to that of a smooth surface. 

Even though similar heat transfer results in two-pass channels with pin-fins can be found in the 

experimental work by Bunker [7], limited details of the heat transfer and flow field on the pin-fins 

and tip-walls are available. Furthermore, most previous studies were concerned about the heat 

transfer on the leading or/and trailing walls of two-pass channels, and thus very limited information 

is available for tip walls. For these reasons, it is desirable to present more details on the heat transfer 

enhancement over tip walls, and to facilitate better understanding of three dimensional flow and 

heat transfer for pin-finned tips. Besides, few comprehensive studies focused the pin materials on 

augmented surfaces heat transfer, thus the main objective of the present study is to investigate the 

effect of pin material on heat transfer enhancement over pin-finned tips in a rectangular two-pass 

channel at high Reynolds number. Detailed flow field and heat transfer are presented, and the 

overall performances of pin-finned-tip two-pass channels are compared and evaluated.  

2. DESCRIPTION OF PHYSICAL MODELS  

A schematic diagram of the geometrical models considered in this study is provided in Fig. 2. The 

detailed geometrial parameters can be found in [8-10]. Figure 2(a) shows the smooth-tip two-pass 

channel. It is used for performance comparison with the pin-finned-tip two-pass channel as shown 

in Fig. 2(b). The numerical models of the rectangular two-pass channels are similar to those in the 

experiments by Bunker [7], but the pin-fin configurations and arrangements in the present study and 

the experiments are different. In Fig. 2(b), pin-fin arrays are mounted on the tip, and the pin-fins are 

in staggered arrangement. In 

all simulations, the pin-fins 

are assumed to be perfectly 

circular without base-fillet 

or tip-radius. Three kinds of 

pin materials are considered 

in this study: aluminum, 

wood and Renshape. The 

material properties are listed 

in Table 1. 

  

Material Aluminum Wood Renshape 

Density, kg/m
3
 2719 700 1800 

Specific Heat, J/(kg.K) 871 2310 1180 

Thermal conductivity, W/(m.K) 202.4 0.173 1 

     TABLE 1. Material properties for computations 

 

FIGURE 1. A typical serpentine passage inside a turbine blade 



287 

 Coolant

Tip-wallwq wT

inT outT

       

 FLUID

SOLID (Pin)

 Coolant

Pins

Tip-wall
w

q
wT

inT outT

SOLID (Tip)

 

                          (a) smooth-tip channel                       (b) pin-finned-tip channel       

FIGURE 2. Schematics of computational models: smooth-tip channel and pin-finned-tip channels 

3. COMPUTATIONAL METHOD 

Overview: In the present study, the finite volume modelling was conducted by applying the 

simulation software FLUENT version 6.3.26. This code uses the finite volume method to solve the 

governing equations of fluid flow and heat transfer with appropriate boundary conditions. The 

pressure and velocity fields are linked by the Semi-Implicit Method for Pressure Linked Equations 

Consistent (SIMPLEC) algorithm. Another commercial software GAMBIT version 2.4.6 providing 

geometry generation, geometry import and mesh generation capabilities was used to set up the 

computational models.   Due to the space for extended abstract, the details of conjugated heat 

transfer approach and others (grid study, turbulence model, governing equations and boundary 

conditions ) are not presented.  Similar details can be found in[8-10].   >>Awaiting more... 

4. RESULTS AND DISCUSSION 

This section is awaiting for results, it needs 1~2 months to obtain all computational results, since a 

typical CPU time for one computation at a Re will take two days.  >>Awaiting more... 

Typical local Nusselt number is shown in Fig.3. It can be seen that larger regions of large local heat 

transfer are produced by pin-finned-tip channels.   Disregarding increased active heat transfer, the 

heat transfer of different pins is compared in Fig.4. It can be found that the tip with metal 

Aluminium pins provides around 15% and 7% higher heat transfer enhancement than the tips with 

 

       

FIGURE 3. Local Nusselt number distributions of smooth-tip and pin-finned-tip channels 
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insulting Wood pins and Renshape pins, respectively. >>Awaiting more... 

Other interesting results can be referred to [8-10]. 

5. CONCLUSIONS 

The three-dimensional turbulent flow and 

convective heat transfer over the tips in 

rectangular two-pass channels have been 

numerically investigated. The main findings 

from this study are summarized as follows: (1) 

Due to combination of turn, impingement and 

pin-fin crossflow, the pin-fins are very effective 

heat transfer enhancement devices for gas 

turbine blade tips. The pin-fins force the vortices 

towards the tip wall and thereby improve the 

turbulent mixing of the approaching cold fluid 

and hot fluid near the tip. (2) Compared to the smooth tip channel, the heat transfer enhancement of 

the pin-finned tip channel is up to 2.4.    >>Awaiting more...  

 Other interesting conclusions can be found in [8-10]. 
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ABSTRACT 

The paper describes the results obtained by simulating a cylinder head of a 4 cylinder gasoline 
engine. Separate computational domains constructed for the quenched solid part and the liquid 
domain are numerically coupled at the interface. The program handles multiphase flow dynamics in 
the liquid domain in conjunction with the temperature evolution in the solid region in coupled 
fashion. Comparison between measured and computed temperatures at different monitoring 
positions shows very good agreement for the two investigated cylinder head orientations O1 (upside 
down, cam shaft (top) side submerged first) and O2 (intake down, intake port flange side 
submerged first). Strong non-uniformity in temperature distribution within the structure was found, 
which is of great importance in evaluating residual stresses and fatigue patterns within the quenched 
object.  Effects on the structure resulting from the quenching process are presented through sample 
Finite Element Method results.  

Key Words: Heat Transfer, CFD, Nucleate boiling, Film boiling, Quenching. 

1. INTRODUCTION 

In order to meet the increasingly stringent regulations on tail pipe emissions also secondary 
measures, such as weight reduction, are taken. Aluminum was found to be a promising alternative 
to the heavy cast iron that was originally used for cylinder head manufacturing [1].  
 
The use of aluminum cylinder heads requires heat treatment to achieve the required mechanical 
properties Part of that treatment is the so-called quenching: the reduction of the temperature of the 
hot aluminum alloy from about 700 to 800K to below 300K. Common methods to achieve this 
temperature drop include the use of air as well the use of liquids, such as water or polymers.  
 
In-depth literature overview related to quenching is available from Srinivasan et al. [2, 3]. 
 
Using air as quenchant was initially found to result in lower residual stresses and higher fatigue 
values while the process itself is long-lasting and expensive. Therefore, especially if the 
manufacturing of large numbers of cylinder heads is planned, it is desirable to perform quenching 
with the help of liquids.   
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The paper provides details about a novel modeling procedure to simulate the quenching process by 
means of liquids using the commercial Computational Fluid Dynamics code AVL FIRE ®.  
 

2. CYLINDER HEAD QUENCHING 

Submerging the heated cylinder head into a sub-cooled liquid bath is triggering boiling mass 
transfer. As a result two-phase flow with boiling phase change is handled using the Eulerian two-
fluid method [12]. Mass transfer effects are considered based on either film or nucleate boiling 
regime.  
 
The framework of the AVL FIRE ® Multiphase module, described in detail in [4], has been 
extended by a boiling model, capable of handling both nucleate and film boiling. Since the mass 
transfer predominantly controls heat transfer, it is reasonable to apply the analogy and assume that 
the phase change rate (vapor formation) is proportional to the heat transfer rate [5]. The phase 
change rate (written for the continuous phase – liquid in the present study) due to the boiling 
process is computed as 
 

� �
int /Γ = ⋅ ⋅ ∆ fgbc m bC C h A T H  

 
with Aint the interfacial area, Cb boiling correction coefficient, Cm the closure coefficient, hb the 
boiling heat transfer coefficient, Hfg the latent heat of vaporization, ∆T = Tw-Tsat being the wall 
superheat.  The closure coefficient Cm is used to correct the interfacial area density to obtain the 
effective mass exchange [4]. The boiling heat transfer coefficient hb assumes the value of film 
boiling coefficient [6] when the metal surface temperature is higher than the Leidenfrost 
temperature. If not, hb is provided with a modified transition boiling heat transfer coefficient 
computed based on the fluid parameters [2]. Strong variations in Critical Heat Flux variations [11, 
12, 13] in conjunction with alterations to the Minimum Heat Flux calculations [11, 14, 15] are used 
to construct corresponding mass transfer limits. Details of the implemented mass transfer model can 
be obtained from Srinivasan et al. [2]. 

3. RESULTS 

In the simulations presented in this study water was used as quenchant. Its temperature was 
maintained close to liquid saturation temperature. Variable temperature dependent specific heat and 
thermal conductivity properties in the solid region was employed. A Leidenfrost approximation 
close to 600K was applied.  

 

  

Figure 1: Comparison of metal temperature histories generated by quenching simulation of the 
O1(left) and O2 (right) orientation. 

 
Figure 1 shows the predicted metal temperature history in comparison with the experimental 
observations at 8 different monitoring locations for both dip-in directions. At all locations the 
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computed metal temperature slopes, both in the film and transition boiling regime, are in good 
agreement with the measured data. Slowest and fastest cooling spots are separated by over 5s for 
O1 and almost 10s for O2 resulting in local temperature gradients.  
 
As shown in figures 2 and 3 for both cases at time t=5s, intense cooling throughout entire metal 
surface is evident. With developing time, t=10s, highly non-uniform temperature can be observed: 
there are spots where temperature has dropped substantially; however, the bottom-most corner 
where the material has the highest thickness is still at rather high temperature. Even though 
temperature has fallen further at t=15 and 20s, regions of higher temperatures are still prevalent. 
This information provided by the numerical model is useful in order to understand and further 
analyze potential zones prone to higher residual stresses and thus minimize and/or eliminate 
resulting material dynamics such as cracks, fatigue etc. Figures 3 and 4 furthermore confirm that cooling 
is faster in orientation O1 as opposed to O2. 
 

 

 

 

 
 
Figure 2: Temperature distribution at different time instants  5s, 10s, 15s, 20s (from left to right). Simulation 

results from O1 orientation 
 

 

 

 

380K  800K 

Figure 3: Temperature distribution at different time instants  5s, 10s, 15s, 20s (from left to right). 
Simulation results from O2 orientation 

 

Low  High 

Figure 4: Stress distribution in the structure for orientation O1 (left) and O2 (right) 3 seconds after 
start of submerging. Deformations are overscaled by a factor of 100. 

 
The results obtained in during the CFD simulation are applied as transient boundary conditions in a 
consequent prediction of stresses and deformations using commercial Finite Element Analysis 
(FEA) software. The two dipping orientations discussed above result in clearly different transient 
solid temperature fields and consequently in stresses and deformations that are locally visibly 
higher for orientation O1 compared to O2 (see figure 4). 
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4. CONCLUSIONS 

Numerical simulations of a real-time cylinder head quenching process using the commercial code 
AVL FIRE ® have been performed successfully. Two different cylinder head orientations have been 
simulated. The computed cooling rates are in very good agreement with the experimental data 
wherever available. Quenching rates associated with the film boiling regime are tracked particularly 
well. Orientation O1 features faster overall cooling, which was not expected. This fact only proves 
the necessity to perform simulations of this type to predict temperature distributions within the 
solid. Computed temperature distribution emphasized non-uniform behavior driven by varying 
material thickness. The information is of great importance in consequent stress and strain analyses.  
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ABSTRACT 

Two 3D detailed CFD models of a wood fuelled stove were employed sequentially to maximize the 
global heat efficiency and reduce the risk of boiling of water. First, the volume and shape of the 
gas-phase domain was optimized assuming Dirichlet boundary conditions at the walls separating the 
hot smokes and water. Then the computed heat fluxes on these surfaces were assumed as Neumann 
boundary conditions for the computation of the liquid-phase flow and thermal field. 

Key Words: Heat Transfer, CFD, Wood stoves, Optimization. 

1. INTRODUCTION 

Wood combustion represents a large amount of energy production in household appliances. 
Manufacturers of wood stoves face optimization problems with respect to various aspects, as overall 
size and beauty of flame, manufacturing and operation costs, subject to pollution regulation 
constraints. The use of biomass energy obviously reduces CO2 emissions, provide wildlife habitat, 
and help maintaining forest health through better management [1]. Among biomass, wood and its 
wastes are the most common fuels (64%) and their direct combustion is the most important and 
mature technology nowadays available for their utilization. Nevertheless wide margins for 
improvement with respect to efficiency, emissions, and cost are still available [2]. To pursue such 
improvements, Computational Fluid Dynamic (CFD) can be a very useful tool. Various approaches 
are suggested in literature aimed at increasing efficiency and reducing pollutant emissions. Ravi et 
al. [3] focus on the improvement of thermal efficiency through the optimization of geometric 
parameters and present an approach in which detailed CFD simulations of the flow, heat transfer, 
and chemical processes are conducted for a simple sawdust stove. Bryden et al. [4] use CFD 
analysis coupled to a graph–based evolutionary algorithm to improve heat transfer in a cookstove 
by changing position and size of some baffles that influence the swirl of the gas flow. Scharler et al. 
[5] simulate, with simplified chemistry, two different combustion chambers and grate systems to 
determine the effect of recirculation of gas flow and air staging. Optimization of such systems by 
CFD simulations is quite complex due to the large number of variables involved. For instance, the 
geometry of the stove is one of the main design options and the creation of a computational mesh is 
a complex and time consuming task that cannot be automated for substantial geometry changes. 
Even if optimization algorithms can be used to reduce computing efforts [6], the development of 
simplified computational procedures can greatly help to extend investigation to a wider set of 
configurations and achieve a better optimization of the appliances. 

The analysis made for the prototypal design was based on the separation of the gas-phase problem 
from the water-phase problem, by decoupling the problems through the boundary conditions. The 
gas-phase boundary condition was chosen to be a Dirichlet Boundary Conditions (B.C.) since the 
water temperature can be safely assumed around 350 K. As a consequence, heat fluxes computed 
from the gas-phase problem must be used as Neumann B.C. for the water-phase problem. The 
                                                           
1 currently at General Motors Powertrain Europe srl, 10100 Turin, Italy 
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analysis was conducted separately: Gas-phase analysis, aimed at the maximization of the heat 
recovery from the fumes, involving design and simulation of alternative gas path configurations; 
Liquid-phase analysis, aimed at avoiding local overheating and making as uniform as possible the 
temperature field in the liquid. This also involves conceiving and simulating alternative liquid path 
configurations, within the volume and shape of the metal interface, resulting from the gas-phase 
optimization. The procedure just described was adopted to determine the thermal optimization of a 
conceptual wood stove, reported in Figure 1a, designed to burn 3.6 kg/h wood pellets.  

2. GAS PHASE AND LIQUID PHASE COMPUTATION AND OPTIMIZATION 

Having determined a computational splitting of the problem between gas-phase and liquid-phase, 
we firstly describe the computational procedure adopted for the gas phase and how boundary data to 
be transferred to the solid-phase are collected. The results have been obtained with the CFD-ACE+ 
commercial software package by ESI-Group [7]. It is a control-volume-based CFD code that solves 
balance equations for mass, species, momentum and energy. Here the RANS formulation of the 
equation is adopted to take into account turbulence. Radiative heat transfer is included, being an 
important contribution to the total heat transfer problem. Combustion is modelled as a heat source 
located in the volume of the pellet burner. With 40% excess air, we estimate an inlet stream 
temperature of 2330 K. For all wet boundaries, Dirichlet boundary conditions for the temperature 
fixed to 345 K were assigned, whereas external boundaries exchange with the external ambient air 
by convection with a heat transfer coefficient of 6 W/(m2 K) and ambient temperature of 300 K. 
Keeping a constant value for the water temperature during the gas-phase computations will not 
influence significantly the results: temperature is expected to take values within few tens of degrees, 
always below the boiling point.. The effective satisfaction of this preliminary assumption has to be 
verified at the end of the whole optimization procedure, to validate the obtained results.  

                                       

FIGURE 1. Wood stove layout and computational mesh adopted for the gas-phase simulations 

Numerical solutions are obtained by firstly defining the computational mesh directly from the CAD 
plan of the appliance, shown in Figure 1a, adopting an octree mesh with clustering of points near 
the walls and close to regions where maximum gradient of the state variable are expected, as shown 
in Figure 1b. Second order schemes both in space and time are used. Turbulence was modeled using 
the RNG k-ε Model [8], while the Discrete Ordinate Method was adopted for radiative heat transfer 
resolution [9]. The non-linear set of algebraic equations is solved by the SIMPLEC method 
suggested by Van Doormaal and Raithby [10]. Following indications coming from previous works 
[11], different geometry optimizations have been considered: introduction of a separating set to split 
the main chamber into an almost purely radiative heat exchanger and almost purely conductive and 
convective heat exchanger; change in the number and length of channels for the head of the 
combustion chamber; increasing to 6 the number of pipes in the descending path of fumes. These 
modifications finally led to a total heat flux recovery of 78%, as compared to 71.5% for the original 
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design with only two large pipes for the descending path and inclusion of a separator in the 
combustion chamber. The final design is shown in Figure 2, yielding a net power of 13500 W. 

FIGURE 2. From left to right, front and rear view of the sum of conductive and convective heat flux 
and of radiative heat flux (W/m2) for the final optimized configuration of the stoves.  

The remaining task, i.e. optimization of the liquid phase circuit of the stove, corresponds to 
ensuring that local water temperature not exceeds the boiling point, while maintaining a reasonable 
pressure drop. Model equations are now the balance equation for mass, momentum and energy for 
an incompressible flow. Inlet temperature is assigned to 333 K, a typical value for household 
heating plants. A mass flow rate of 0.13 kg/s corresponds to a temperature increase of 25 K. The 
exchange of boundary data between the two simulations is done by averaging heat fluxes computed 
in the gas–phase simulation over each of the parts of the gas–liquid boundary (Figure 3). Water 
CFD was conducted with a different code, namely FLUENT [12], simply because more familiar to 
the person in charge of conducting this separate simulation. The governing equations were solved as 
laminar, being the local Reynolds number well below 1000 everywhere. Various configurations 
were tested: the final introduces several baffles to force the water into a circuit resembling a 
counter-current heat exchanger. Further elements were added in the side chambers to limit the 
formation of recirculation zones were values of the temperature exceeded the safety value of 90 °C 
(Figure 4). Water temperature never exceeds 360 K, with highest values at rear top of the 
combustion chamber.  

 

FIGURE 3. Average heat fluxes for each interface element between the gas-phase and the liquid-
phase, with the corresponding values of heat flux and surface area reported in the Table.  

3. CONCLUSION 

The proposed strategy of boundary-decoupled and combined CFD simulations of gas-phase and 
liquid-phase thermal flow allowed geometric optimization of a wood pellet stove by increasing 
from 71.5% to 78% total heat flux recovery without causing boiling in the liquid water phase.  

 Surface Heat power Heat flux 
walls [m2] [W] [W/m2] 
Front 0.0757 1001.6 13231.3 

Burner, rear 0.1673 3623.7 21660.3 

Burner, right 0.1003 1981.3 19754.1 

Burner, left 0.1003 1861.3 18557.4 

Top 0.0241 148.5 6164.3 

Floor 0.0241 46.6 1932.3 

Central pipes 0.1046 1291.2 12344.1 

Side pipes 0.6378 1689.1 2648.3 

Top pipe array 0.0431 408.2 9472.1 

Bottom pipe array 0.0431 1284.2 29796.6 

W/m
2
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FIGURE 4. From left to right, external view of the domain of the water circuit, inner baffles in the 
water domain and resulting streamlines with indication of the local velocity magnitude in m/s. 
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ABSTRACT

The simple configuration is described and used for computational and experimental investigations in-
cluding thermal and mechanical fluid structure interactions for hypersonic flow conditions. The numer-
ical modelling includes all relevant heat transfer mechanisms and takes into account the changes due to
the heated and deformed structure.

Key Words: Fluid-structure-interaction, heat transfer, radiation, deformation, coupled problem.

1. INTRODUCTION

Spacecraft engineering requires the careful consideration of the high temperature loading conditions.
The tragedies of the space shuttle accidents underline the importance of an accurate design taking
into account all relevant phenomena and physical interactions. Computational analyses provide the
tools to predict the spacecraft behaviour under complex loading scenarios. An important aspect is the
validation of the nowadays multidisciplinary analysis tools, which become more and more complex.
Computational heat transfer under hypersonic conditions including thermally induced deformations
and their interactions with the flow field is a rarely documented domain and validation examples are
mostly treating only one interaction. Here a validation configuration was developed including both, the
thermal and the mechanical interactions.

2. CONFIGURATION

The design of the considered configuration was done under the requirements of well defined thermal
and mechanical boundary conditions and reproducibility, to perform a variety of experiments. The test
configuration is shown in Figure 1. The test specimen is a thin metallic plate (200mm×200mm×1mm)
made of Incoloy 800HT which is mounted into a thick support frame as well made of Incoloy 800HT.
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The frame acts as mechanical as well as thermal ’boundary’ condition due to its stiffness and its capacity
respectively. All this is insulated by Kapyroc against the windtunnel mount. It has a water cooled
leading edge inducing an oblique shock for hypersonic fluid flow.

The experiment was designed to provide a validation database of thermal and mechanical fluid structure
interactions at high Mach numbers and high temperature levels repectively. It includes the following
heat transfer mechanisms:

• convection between the hypersonic and here laminar fluid flow and the structure,
• radiation between the structural surface and the environment, i.e. the wind tunnel walls,
• conduction in the structure, especially the thinwalled panel,
• active and capacitive cooling due to the boundary conditions and the support frame.

The experimental test procedure works as follows. The initial state of the structure is the undeformed
one at room temperature. After start up the model is traversed into the established fluid flow with the
conditions Ma∞ = 7.62, T∞ = 463.7 K, p∞ = 52 Pa, ρ∞ = 3.1310−4 kg/m3 and U∞ = 3690 m/s.
Due to the aerodynamic heating the temperature in the plate increases, reaches after a few seconds the
critical thermal buckling temperature and the panel bends into the flow field. This alters the shape, the
flow field and the resulting heat flux. After 120 s the complete model is traversed out of the fluid flow.

FIGURE 1. CAD model of the validation configuration

3. COMPUTATIONAL ANALYSIS

The computational analysis of the experiments was done with a partitioned approach using individual
codes for the different domains, here the fluid and structural domains.

The CFD code DLR-Tau [1] solves in this analysis the classical RANS equations with a finite volume
discretization including the AUSMDV upwind scheme, solved by a 3-stage Runge-Kutta integration and
a multigrid-acceleration. Ideal gas with adopted gas constant R = 346 J/kgK and isentropic exponent
κ = 1.462 and laminar flow is assumed because of the low Reynolds number Re = 18800 with respect
to the model length of 0.4 m. Due to the symmetry only one half of the model needs to be simulated.
To reduce the computational effort in parameter studies a simplified CFD 2.5D model was also used.
On both longitudinal edges of the structure symmetry planes are assumed in the CFD grid neglecting
the flow around the edges. Both grids are shown in Figure 2.

The FEM code ANSYS R© was used to analyse the transient thermal state of the structure. The structural
model includes the radiation between the surface and the surrounding environment. The FEM code
Ansys provides as well the mechanical analysis including the geometric nonlinearities to predict large
deformations of thin panels. One uncertainty in the material properties is the emissivity of the oxidized
Incoloy surface, because it was not measured. The temperature dependent material properties especially
required for Incoloy were taken from literature and used in the simulations.

The heat transfer between fluid and structure was modeled with a numerical coupling scheme, which
iterates an equilibrium of temperature and heat flux on the wetted coupling surface in each time step
of the coupled analysis. The same is valid for the deformations and the fluid forces. Due to the slow
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FIGURE 2. Left: 2.5D and 3D CFD grids, Right: FEM model of the structure

thermal deformation velocity the mechanical problem is treated quasi-stationary, i.e. in each thermal
time step the stationary nonlinear deformation state is calculated for the actual temperature distribution.
The deformations are incorporated into the CFD grid by a grid deformation algorithm.

The iteration procedure and the architecture of the implemented software is shown schematically in
Figure 3. Details about the numerical scheme solving the partitioned equations and exchanging the
state variables on the coupling surface for nonconforming discretizations on the fluid and the structural
side are given in more detail in [2].

FIGURE 3. Process logic of the coupling algorithms and the corresponding software architecture

4. RESULTS

Figure 4 shows the time history of the plate’s midpoint for temperature and deflection of the 1 mm thick
plate. The experimental results are compared with the computational ones, taking the values 0.5 and 0.8
for the surface emissivity ε. In the first period 40 - 60 s the plate is heated up from room temperature to
over 1000 K. At time 80 s a nearly steady thermal state is reached. After 120 s the test configuration is
traversed out of the wind tunnel test section and cools down. The cooling process is simulated without
any aerodynamic heat flow. Parallel to the temperature increase the plate bends up and reaches a wavy
deformation pattern (see Figure 5) with a maximum amplitude of about 14 mm.

The calculation with ε = 0.8, which is normally used for oxidized technical radiators, underestimates
the temperature level for times over 30 s. Temperatures over 800 K are reached and the radiation
becomes more important. As a consequence the bending amplitudes of the simulation are too small
compared with the experiments due to the lower temperature level. For ε = 0.5 the agreement becomes
better for higher temperatures. In the beginning the simulations with both emissivities are in good
agreement with experimental data. This indicates a good prediction of the aerodynamic heat flux by the
CFD code and the low impact of the radiative heat transfer.
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FIGURE 4. Left: temperature history, Right: deformations history of plate’s midpoint

The differences between the 3D and the 2.5D aerodynamic models are relative small. For this reason
the numerically more efficient 2.5D models are be used, e.g. for parameter studies with different flow
conditions and plate thicknesses.

For times over 80 s the structural deformation decreases slightly in the experiments. This effect may
be caused by the heating of the support frame - this should be covered by the FEM model - or by a
more complex material behaviour. Up to now only a temperature dependend material law was used
and further phenomena, e.g. creep or viscoplasticity, were neglegted. As a first attempt simple creep
was included by Norton’s law. The influence of this creep model is in this example insignificant.
Nevertheless the material law should be improved for the high temperature range.

Figure 5 shows on the right hand side the comparison between the numerical analysis (top) and the
stereoscopic measurement (bottom). The agreement in the complicated bending pattern is impressive.

FIGURE 5. Left: Video capture of the experimental configuration, Right: comparison
between numerical (top) and experimental results (bottom)
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ABSTRACT 

A coupled elastoplastic-damage model taking into account chemo-induced elastoplastic-damage 
effects for the modeling of coupled chemo-thermo-hygro-mechanical behavior of concretes at high 
temperature is proposed. A three-step operator split algorithm and consistent tangent modulus 
matrices for coupled chemo-thermo-hygro-mechanical analysis are derived. Numerical results 
demonstrate the validity of the presented algorithm and illustrate the capability of the proposed 
constitutive model in reproducing coupled chemo-thermo-hygro-mechanical behavior in concretes.  

Key Words:  Elastoplastic-damage modeling, Coupled chemo-thermo-hygro-mechanical process, 

Concrete, reactive deforming porous medium, high temperature. 

1. INTRODUCTION 

The fundamental study of the failure phenomena characterized by the thermal spalling of concrete is 
required to acquire a deep understanding of its physical origin observed on concrete exposed to 
rapid heating. To numerically study the complex multi-chemo-physical process which occurs in 
concretes subjected to fire, a hierarchical mathematical model for analyses of coupled chemo-
thermo-hygro-mechanical behavior of concretes at high temperature was developed [2] based on the 
previous work of Gawin et al. [1]. Concretes are modeled as unsaturated deforming reactive porous 
media filled with pore fluids in immiscible-miscible levels. In the primary level, the two pore fluids, 
i.e. the gas mixture and the liquid mixture flow through the pore channels in an immiscible pattern. 
In the secondary level, dry air and vapor within the gas mixture phase, and the dissolved matrix 
components and pore water within the liquid mixture phase are homogeneously miscible between 
each other. The thermo-induced dehydration and desalination processes are integrated into the 
model. The chemical effects of both dehydration and desalination on the material damage and the 
degradation of the material strength are taken into account. The mathematical model consists of a 
set of coupled, partial differential equations governing the mass balance of the dry air, the mass 
balance of the water species, the mass balance of the matrix components dissolved in the liquid 
phases, the energy balance and momentum balance of the whole medium mixture. The present 
paper aims to develop a relevant constitutive model, in the frame of the mathematical model 
mentioned above, which can quantitatively describe the interrelated multi-chemo-physical process 
and progressive failure phenomena in concrete members subjected to fire. 

To account for the complexity of coupled chemo-thermo-hydro-mechanical behavior in concrete 
subjected to fire and the fact that occurrence and evolution of the micro-crack or micro-void growth 
are accompanied with plastic flow process observed in concretes, a coupled elastoplastic-damage 
constitutive model with consideration of chemo-induced elastoplastic-damage effects is proposed in 
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the present work to model the realistic failure phenomena, i.e. loss of both the strength and stiffness, 
characterized by thermal spalling. The model is developed on the basis of the damage model by 
Mazars and the Willam-Warnke elastoplastic yield criterion for concrete at room temperature. The 
chemical softening and chemical damage, in addition to plastic strain hardening/softening, suction 
hardening and mechanical damage, are taken into account in the model. Based on the work of Ju [3] 
and Li et al. [4], a three-step operator split algorithm for the proposed coupled chemo-elastoplastic-
damage model is derived. Consistent tangent modulus matrices with consideration of the fully 
coupled effects are formulated.  

Numerical results demonstrate not only the capability of proposed model in reproducing coupled 
chemo-thermo-hygro-mechanical behavior and failure phenomena in concretes subjected to fire and 
thermal radiation, but also the validity and capability of the derived algorithm in numerical 
modeling and computation for isotropic, chemo-elastoplastic-damage porous continuum. 

2. COUPLED CHEMO-ELASTOPLASTIC-DAMAGE MODELING AND 
COMPUTATIONAL ALGORITHM 

The desalination of concretes with increasing temperature causes the reduction of the mechanical 
stiffness of the concrete material. The effect can be described with the chemical damage parameter 

s
d , the evolution of which depends on the mass concentration of the dissolved matrix component 

p
c . To quantitatively describe the damage effect due to the dehydration, the chemical damage 

parameter
h

d  is introduced as a function of  the hydration degree ξ . The chemical damage 

parameter 
c

d due to both the dehydration and desalination effects given by 

 )1)(1(1
hsc

ddd −−−=  (1) 

It is remarked that with consideration of degradation of the elastic modulus of concrete skeleton due 
to the dehydration and desalination caused by increasing high temperature, the growing thermal 
damage due to chemical deterioration of concrete is taken into account in the proposed model. 

In combination of chemical damage parameter with mechanical damage parameter
m

d  defined in the 
Mazars model, the total damage parameter d , which synthesizes both chemically and mechanically 
induced damage effects can be defined as below  

 )1)(1)(1(1)1)(1(1
hsmcm

dddddd −−−−=−−−=  (2) 

with ]1,0[∈d  and 0≥d� . Then the net stress tensor σ ′′  linked to the effective stress tensor σ ′′  
taking into account the damage effect can be written as 

 σσ ′′−=′′ )1( d  (3) 

In the proposed model, the generalized Willam-Warnke yield criterion depending on the three stress 
invariants is employed to describe the coupled chemo-elastoplastic behavior occurring in concrete, 
with consideration of mechanically induced strain softening/hardening, suction hardening and 
chemo- plastic softening due to the dehydration and desalination.  

It is noted that the cohesion ),,,(
pcp

cpc ξε  in the generalized Willam-Warnke yield criterion 

depends on the equivalent plastic strain
p

ε , the capillary pressure 
c

p  and ξ ,
p

c  of the dissolved 

matrix component. With the piecewise linear hardening/ softening assumption, the cohesion 
parameter ),,,(

pcp
cpc ξε  of concrete can be expressed in the form 

 
pccsppPcp

chhphhccpc +−+++= )1(),,,( 0 ξεξε ξ  (4) 

where 0c  is the initial cohesion pressure, 
csp

hhhh ,,, ξ are material hardening /softening parameters. 
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Thus the cohesion will decrease due to both the dehydration and the desalination developed with 
increasing temperature, the growing thermal de-cohesion due to chemical deterioration of 
concrete can be taken into account in the proposed model. 

The total strain rate vector ε�  is additively decomposed as  

 pmeceeseTem ,,,,,,
εεεεεεε ������� +++++= ξ  (5) 

where eceeseTpmem ,,,,,, ,,,,, εεεεεε ������
ξ  are denoted respectively as elastic and plastic portions of the strain 

rate ε�  due to mechanical effect, strain rates due to thermal expansion, capillary pressure, the 
hydration and the desalination effects. 

The net stress vector σ ′′  linked to σ ′′  and further em,
ε  can be expressed as 

 em
dd

,)1()1( Dεσσ −=′′−=′′  (6) 

where D  is elastic modulus matrix. The backward-Euler return algorithm for the model results in    

 
p

c

edpcc

s

edpc

T

edpc

m

edpc
cpT ����� DDDεDσ +++=′′  (7) 

With Eq. (6) the rate net stress vector may then be written as 

 
p

c

edpcc

s

edpc

T

edpc

m

edpc
cpT

dd

����

���

DDDεD

σσσ

+++=

′′−′′−=′′ )1(
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The consistent chemo-thermo-elastoplastic tangent modulus matrices are given in the closed forms. 
Based on the work of Ju [3] and Li et al. [4] a three-step operator split algorithm for the integration 
of the rate constitutive equations of the chemo-elastoplastic-damage model is developed. The 
algorithm is composed of elastic predictor, plastic return mapping corrector and damage corrector.  

3. NUMERICAL EXAMPLE AND RESULTS 

The example presented by Gawin et al. [1] is performed to illustrate the capability of the proposed 
constitutive model in reproducing coupled chemo-thermo-hygro-mechanical behavior as well as in 
modeling deteriorations in both strength and stiffness in concretes subjected to fire and thermal 
radiation. The example deals with a square concrete column of cross section 40cm40cm ×  
exposed to fire. The time step size taken from its initial value s1=∆t  varies up to s20max =∆t  in 

the heating period. By symmetry, only one quarter with sizes 20cm20cm ×  is taken and 
discretized with a 1515×  eight-node serendipity element mesh. The column is heated at the surface 
of the column according to the curve tT ⋅+= 5.0298 [K] up to K798max =T  at .s1000max =t  

Fig. 1 shows the results obtained for the distributions of temperature, vapor pressure, equivalent 
plastic strain and total damage parameter due to both dehydration and desalination effects at =t 16 
min. It is observed that moisture content decreases rapidly with increasing temperature in the zone 
close to the heated surface, where rapid evaporation develops and causes an increase of vapour 
pressure up to 0.7 MPa at =t 16 min. It is noted that chemical damage parameter due to coupled 
dehydration and desalination takes a significant portion up to 16% of total damage parameter at the 
corner at time =t 16 min and therefore the effect of chemical damage considerably deteriorates the 
material failure of the zone close to the heated surface as shown in Fig. 1d. High values of both the 
vapor pressure and total damage parameter at the corner zone close to the heated surface constitute 
a potential source to trigger the explosive spalling.  

4. CONCLUSIONS 

The main features of the proposed constitutive model can be summarized as follows: 
(1) The developed coupled model is capable of simulating occurrence and evolution of the micro- 
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(a) (b) 

(c) (d) 
Figure 1. The distributions of variables in concrete column at =t 16 min   

              (a) Temperature, (b) Vapor pressure, (c) Equivalent plastic strain, (d) Total damage 
 

crack or micro-void growth measured by damage parameters as well as accompanied plastic 
yielding observed in concretes in terms of effective plastic strain.          

(2) The thermally-induced chemical effects of both desalination and dehydration processes on the 
material failure such as the deterioration of the Young’s modulus and the loss of the material 
strength are taken into account.  

(3) A three-step operator split algorithm for the integration of rate constitutive equations and 
consistent tangent modulus matrices for coupled nonlinear chemo-thermo-hygro-mechanical 
constitutive modeling are formulated to ensure the second order convergence rate of the global 
iterative solution procedure. 
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ABSTRACT

The FETCH (Finite Element Transient Criticality) model was created at Imperial College in the 1990s
through support from the United Kingdom’s regulator, the Health and Safety Executive. It was intended
to model complex systems not fully amenable to experiment, through the detailed treatment of physical,
spatial and temporal processes. The purpose of this paper is to summarise the coupled multi-fluids and
neutron radiation transport models embedded in the FETCH code and show a very computationally
demanding criticality problem involving granular materials.

Key Words: Computational Multi-Fluid Dynamics (CMFD), Neutron Radiation Transport, Coupled
Models, Criticality Studies, MoX Powder, Phase Change, Granular Flows.

1. INTRODUCTION

The modelling approach developed by the authors applies detailed spatial and temporal modelling so
that the criticality dynamics evolve naturally. This is in contrast to point kinetics models [1] which, al-
though often having adequate accuracy, require correlation with existing data when the material evolves
within the transient, such as in fissile liquid transients [2] and nuclear fluidised beds [3]. Others have
used space-dependent kinetics to model transients in fissile liquids as reported by [4].

The FETCH model is used here to improve the understanding of a postulated criticality scenario in-
volving the mixing of MOX powders with two different enrichments and zinc stearate (ZnSt) lubricant
material (the ZnSt is used as a lubricant to help homogenising the MOX powders and its moderator
properties introduce a ramp reactivity into the system) during fuel processing.

2. THE FETCH MODEL

The FETCH spatially and temporally coupled modelling framework uses three dimensional finite ele-
ments to describe the many interacting quantities of interest together with a numerically robust adaptive
time stepping procedure [3, 5]. FETCH comprises a neutron kinetics module (EVENT) [6] and a com-
putational multi-fluid dynamics (CMFD) with structural response module (FLUIDITY) [7, 3].

The neutron kinetics and the CMFD modules are linked by an interface module that interpolates the
nuclear data cross-section based upon temperature, density and void fraction. Additionally, the FLUID-
ITY module provides the delayed neutron precursor concentration to the EVENT module. Conversely,
the EVENT module provides heat sources, fission distributions and delayed neutron sources to the
FLUIDITY module. A schematic of the information flow between the EVENT, FLUIDITY and the in-
terface module is shown in Fig. 1. At each time step the interface module organises the feedback from
FLUIDITY of spatial temperature, density and delayed neutron precursor distributions into the EVENT
neutronics module. It also updates the spatial distribution of multi-group neutron cross-sections for
EVENT from a pre-calculated nuclear cross-section library which was generated using the WIMS9
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FIGURE 1. Schematic representation of the flow of information in the FETCH model.

code. For a given element of the FE mesh, a new set of nuclear cross-section are obtained by in-
terpolating in temperature and mixing ratio (or number density) of all materials. This feature allows
various fissile and non-fissile material concentrations to be tracked through the solution domain and
the appropriate spatially varying nuclear cross-sections to be calculated from these concentrations. The
neutronics module subsequently generates for the fluids module the spatial distribution of fission-power
and delayed neutron generation rates. 
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Automated Build 
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Environments 
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Q&A  

Validation 

Procedures 

(serial and parallel) 

Unit Test 

Pass or Fail 

Profiling data 

collected 

Developers are 

notified 

FIGURE 2. Automated and continuous QA system for CFD and RT codes embedded
in the FETCH model.

2.1. FLUIDITY: The Multiphase Thermo-Fluids Module. The compressible thermo-fluids-structural
response module, FLUIDITY, is able to solve both single and multiphase flow problems with options
for a porous medium, fluidised granular material and bubbly solutions. The model also solves structural
mechanics equations and therefore can resolve, in a fully coupled manner, the cracking of surrounding
materials, granulation, phase changes and the ensuing movement of cracked material. The multiphase
fluid flow is modelled throught the two-fluid granular temperature approach [7] in which all phases are
modelled as a fully interpenetrating continua and corresponding mass, momentum, thermal energy and
fluctuation energy balance equations are solved with interaction terms representing the coupling be-
tween the phases. Each phase is described by separated conservation equations with interaction terms
representing the coupling between the phases. Closure laws are used to fulfill the remaining require-
ments for the balance as described by [8] (see [7] for a full description of the closure laws used by the
CFMD model).
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The momentum equations are discretized with an implicit non-linear Petrov-Galerkin method [8] and
the other conservation equations are solved using an implicit high resolution method [5]. The high-
resolution method is globally second order accurate in space and time. Locally the high-resolution
scheme switches smoothly between first-order accurate schemes in space (upwind discretisation) and
time (backward-Euler) and higher-order accurate schemes. The higher-order accurate fluxes for the
spatial discretisation of the high resolution method are obtained from a FE interpolation of the solution
variables (which are second-order accurate). The time-discretisation is based upon the θ time-stepping
method where the value of θ is spatially varying. The value of θ varies locally based upon mathe-
matically rigorous TVD (Total Variation Diminishing) numerical stability criteria. The TVD criteria
ensure that the scheme optimizes numerical accuracy while imposing the constraint of minimizing any
spurious numerical artifacts such as oscillations in the solution. Additionally, hexahedral elements are
employed which have a bi-linear variation of velocity and a piecewise variation of pressure, density
and all other advected quantities. This element has a single pressure associated with each element and
a velocity node (collocation point) at the corners of the element with C0 variation of velocity between
elements. Within each time step the equations are iterated upon using a projection-based pressure de-
termination method until all equations balance simultaneously [8]. As a result the non-linear continuity
equations are strictly satisfied, ensuring mass conservation.

(a) (b) (c)

FIGURE 3. 3D numerical simulations: isosurfaces of normalised concentration of (a)
MOX (33%), (b) MOX (18%) and (c) ZnSt at 0.0738 s of the simulation with the screw
mixer.

2.2. EVENT: The Neutron Kinetics Module. EVEn parity Neutron Transport – EVENT is a stand-
alone neutron transport code capable of performing time-dependent and time-independent eigenvalue
and fixed source calculations with delayed neutrons but excludes the effects of burn-up on nuclide
concentrations. Rather than solving the first-order form of the linear Boltzmann transport equation for
neutrons EVENT solves a second-order form (see [6] for further details). This second-order form of
the transport equation is based upon separating the neutron angular flux into its even and odd parity
components that leads to a second-order rather than first order equation. The formulation embodied in
the EVENT module can also be interpreted as a Galerkin weighting of the original even-parity within
a weak formulation. It is an extremely robust numerical formulation and leads to symmetric positive
definite global finite element matrices which are ideal for solution via iterative procedures such as
pre-conditioned conjugate gradient schemes. In the EVENT module, the neutron transport equation is
solved using FE in space, spherical harmonics (PN) in angle, multi-group in energy and implicit two
level time discretisation methods.

3. THE CONTINUOUS AND AUTOMATED QUALITY ASSURANCE PROCEDURE

Due to the complexity associated with the coupled CMFD and RT codes, the AMCG has developed
an automated system for source code control and quality assurance. A source code control system
(SCCS) aims to take copies of files at specified locations, as so as it is possible to keep track of the
history of code changing and to store earlier versions of files. In the AMCG, developers are able to: (a)
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retrieve a copy of the source code, (b) make changes locally and (c) commit them back to the source
repository. The SCCS merges changes in the case where another developer commits a change between a
retrieving and a commit. When a developer commits to the source code repository, the code is changed
and the prior verification and validation procedures are no longer valid. Thus, the SCCS notifies the
software development continuous integration tool (SDCIT) that the source code has changed. The
SDCIT compiles the source code across a number of system platforms and compilers and engages into
a number of verification and validation procedures. If the modifications introduced by the developers
fail in any of the V&V test-cases, a warning message is sent to all developers. A summary of the code
control flow is shown in Fig. 2.
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FIGURE 4. 3D numerical simulations: (a) fission rate and maximum (b) pressure (bar),
(c) particle temperature (oC), (d) velocities (m/s).

4. NUMERICAL SIMULATIONS - MODELLING CRITICALITY IN A MIXED POWDER
SYSTEM

This problem was addressed to understand the physics of criticality in mixed powder system, where
the fissile quantities were raised significantly above those to be used in practise. The geometry of the
powder mixing system can be described as a conical frustum shape, the diameter of the bottom and top
being 24.14cm and 120.67cm, respectively. The total height of the vessel is 211.43cm. The walls are
made of stainless steel, surrounded by polyethylene having a thickness of 10cm. MOX (UO2 and PuO2)
powders with 18% and 33% enrichment Pu-239 and zinc stearate (lubricant) are allocated within the
vessel in alternate stratified layers. A mixing impeller device (a set of 4 orthogonal paddles) is placed
into the central region of the system.

For the description of temperature-dependent processes, transitions of components between the phases,
coupled with an exchange of thermal energy, have to be taken into account in addition to the flow
of the individual phases. Therefore, the formulation of a mathematical/numerical model requires an
idealization of the physical processes in such a way that the natural systems are simplified but, at the
same time, the characteristic properties of the processes in a system is maintained. In this work, MOX
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ZnSt and air are mixed in thermodynamical equilibrium and the PVT behavior of these components are
taken into account in the multicomponent and multiphase flow model used here. The multicomponent
balance in the granular phase and its relationship with the equations of state and thermal properties used
for each of the particles are fully described in [10].

The simulation was impulsively initialised, with the gas and powders at rest and the mixer instanta-
neously accelerated to its maximum velocity (0.5 rps). Isosurfaces representing the normalised MOX
and ZnSt concentrations at 0.07 seconds into the transients are shown in Fig. 3. Temperature and pres-
sure fluctuations during the simulation reached 10000oC and 18 bar (Fig. 4), respectively, leading to a
partial melting and vaporisation of the powder systems (see [9, 10]) indicating an extreme sensitivity of
the ramp reactivity introduced by the mixing of the powder layers.

5. CONCLUSIONS

In this work, the coupled CMFD and neutron radiation models embedded in the FETCH code is in-
troduced to model criticality problems in 3D mixing powder systems. A multicomponent submodel is
introduced to deal with the different powders and a novel screw-mixer parameterization was developed
to enable the consequences of forced-mixing of the powders to be studied. Additionally, the continuous
and automated V&V system developed for the code suites is summarised.

Although the stratified ZnSt and MOX layered system is only initialized with a small reactivity inser-
tion, it has a very rapid positive criticality feedback due to the initial small mixing between the powder
layers. The system is under-moderated and quickly transitions to near optimal moderation with very
large reactivity insertions. After the powders are fully mixed the reactivity decreases again. This be-
haviour accounts for the large increases in temperature of the system. Such temperatures are large
enough to melt and vaporise the MOX and ZnSt powders.
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ABSTRACT 

A coupling methodology has been developed for coupled fluid/solid modelling 
accounting for the geometry deflections predicted by the structural analysis. The 
method integrates a CFD model within a finite element system for thermal and structural 
analysis. The thermal coupling between the CFD and FE models assure continuity of 
temperature and heat flux. Using a spring analogy method, the mesh for the fluid equations is 
dynamically modified to account for the boundary deflections predicted by the finite element 
solver. As an example of the methodology, the cavity flow in a turbine stator well contained 
within a low-pressure turbine is investigated. The resulting coupled model is run through a 
realistic flight cycle, during which the relative movements between stator and rotor influence 
the labyrinth seal leakage and the ingestion of hot gas from the main annulus. The effect of the 
change in the geometry on the flow dynamics is discussed with special attention given to its 
impact on the predicted metal temperature. 

Key Words: Stator Well, Thermo-Mechanical Coupling, Spring Analogy. 

1. INTRODUCTION 

The optimisation of heat transfer between fluid and metal plays a crucial role in gas turbine 

design. In order to manage the metal temperatures in the gas turbine, coolant flow is extracted 

from the compressor and used for cooling and sealing within the turbine. However, this coolant 

flow corresponds to a loss in the thermodynamic cycle, and needs to be minimised, while 

keeping the component temperatures within acceptable limits. 

Traditionally, in industry fluid and solid simulations are conducted separately. The prediction of 
metal stresses and temperatures, generally based on finite element analysis, requires the 

definition of a thermal model whose reliability is largely dependent on the validity of the 

boundary conditions prescribed on the solid surfaces. These boundary conditions are obtained 
from empirical correlations matched to engine test data. Modern commercial considerations 

require more confidence at an earlier stage of a design process, and the development of 

improved analysis methods is a prerequisite to achieve this goal. In this context, recent studies 
have demonstrated the benefits of employing coupling techniques, whereby the boundary 

conditions are obtained from CFD models through an exchange of data between codes for 

different physics.  Due to their relevance to this paper, we mention the work of Sun et al. [1], in 

which two distinct codes are iteratively coupled under the assumption that the unsteadiness of 

the flow is negligible on the time scales relative to the metal heat conduction. In this way, 

steady CFD calculations can be employed to alleviate the computational costs, which otherwise 

would be prohibitive for a coupled calculation over an entire flight cycle.       

This paper represents an extension of the above methodology. The geometrical deformations 

predicted by the structural analysis are included in the coupling process, allowing the capture of 
phenomena where the feedback between metal movement and flow is essential. This is 

important as the geometrical deformation and the air temperature can strongly influence the 

developing flow dynamics.  
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FIGURE 1. Geometry of the turbine. The square encloses the stator well under consideration. 

As an example study, the method has been applied to predict the flow in a turbine stator well 
cavity. The flow in a turbine stator well offers a typical example of a situation where the 

mechanical effects are important: here the thermo-mechanical distortions govern the labyrinth 

clearance. This clearance directly affects the amount of flow ingested through the rim seal, 

which in turns determines the resulting heat flux.  

2. COUPLING METHODOLOGY 

The work presented is based on the coupling between two proprietary codes, SC03 and 
HYDRA, developed by Rolls-Royce. SC03 is a finite element code performing transient 

thermal and mechanical analysis. A description of the SC03 code and its use in engine thermal 

analysis is given by Armstrong et al. [2] and by Dixon et al. [3]. HYDRA is an unstructured 
finite volume solver of the compressible Reynolds Averaged Navier-Stokes equations [4].  

Within SC03, the user defines a “flight cycle’’, i.e. the evolution of a set of parameters through 

the time span to simulate. These include rotational speed, mass flow rates, operating 
temperatures and pressures. At each time point during the cycle, the coupling method employs 

two nested iterative loops. The external one couples the thermal and structural analysis. These 

are performed in sequence by SC03 until both geometry and temperature are stabilised. The 

internal loop is called during the thermal analysis: the system invokes the CFD code HYDRA, 

passing to it the current estimate of boundary temperatures and boundary deflections. HYDRA 

adapts an initial mesh to conform to the boundary deflections read, and runs a steady state case 

with the prescribed wall temperatures. The resulting heat fluxes are returned to SC03, which in 

turns performs a new thermal iteration. When the difference in metal temperature between 

thermal iterations is below a specified tolerance, the external loop resumes. Typically two 
external iterations are required for convergence at a time step, after which the analysis moves to 

the next time step in the cycle.  

To conform the mesh to the dynamic geometry, the method adopted is the torsional spring 

analogy algorithm [5].  A pseudo-structural problem is defined assigning elastic properties to 

each element of the mesh.  Enforcing the static equilibrium on the internal nodes of the mesh 

results in a nonlinear system of equations in which the unknowns are the nodal displacements. 

The system is solved using Newton-Raphson iterations, in conjunction with a Preconditioned 

Conjugate Gradient method for the solution of the linearised equation. 

The coupling communications are controlled by a plug-in of the SC03 program. It is within 

SC03 that the user specifies one or more coupled walls, outlining a fluid domain, which may 
cover part or the whole of the finite element model.  At the moment the interactive use of CFD 

would be computationally too expensive to be used for all the boundaries of an engine. The 

method is therefore restricted to the most critical components. 

3. EXAMPLE APPLICATION CASE STUDY 

The methodology has been applied to a turbine stator well within a low pressure turbine. The 

geometry of the turbine under investigation is shown in fig.1. The area outlined encloses the 

stator well to couple. An axisymmetric CFD model of the turbine stator well has been used to 

limit computational time. This model has been extended into the annulus region with inlet/outlet  
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FIGURE 2. Deformation of the fluid domain. Black lines identify the deflected shape. (a): Global 
view. (b): Close-up view of the labyrinth. 

 

FIGURE 3. Mesh adaptation performed by spring analogy. (a): Original mesh. (b): Modified 

mesh on the deformed geometry. 

boundaries downstream/upstream of the relevant blades. Note that in the axisymmetric finite 

element model, the blades over the disc are not directly modelled. Their effect on the disk is 

included in the boundary conditions imposed on the outer disk surface. 

The model has been run through a cycle consisting of two distinct regimes, during which the 

engine operates at low power and high power conditions, respectively. Figure 2-a shows the 
deformation of the fluid domain caused by the metal deflections predicted during the high 

power regime. Both cavity and disc are subjected to a radial shift combined with a smaller axial 

excursion of the cavity. In this movement, the mostly strongly affected region is the labyrinth, 
with the gap narrowing considerably. Figure 3 shows a close-up view of the labyrinth, with the 

initial mesh and that obtained by spring analogy on the deformed geometry 

Figure 4 highlights the effect of the change in the geometry on the flow. More precisely, figure 
4-a refers to a pure “thermal coupling” process, in which the solution is obtained enforcing the 

continuity of the heat flux on the cold geometry (no movement). Streamlines projected onto the 

meridional plane are superposed on the contour of the swirl ratio, defined as the ratio between 

the local angular velocity and the angular velocity of the rotor. For clarity, the positive 

azimuthal direction comes out of the plane. Note the existence of two large regions of 

recirculating flow, associated with the ingestion of hot gas from the main annulus. Figure 4-b 

refers to thermo-mechanical solution, on the deformed geometry. As the labyrinth narrows, the 

mass flow through it reduces due to the higher losses between the teeth. In the absence of 

cooling, the mass flow ingested is also reduced to fulfil mass conservation. This ultimately leads 
to a much smaller level of swirl (in magnitude) within the cavity. The ingested flow starts 

blowing in the positive azimuthal direction and the mixing plane associated with it drives the 

fluid below the disc to recirculate counter-clockwise, that is in the opposite direction than that 
observed in the thermal coupling. The pumping effect associated with the cavity rotation plays a  
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QuickTime™ and aTIFF (Uncompressed) decompressorare needed to see this picture. 

FIGURE 4. Coupled CFD solutions. (a): Thermal coupling. (b): Thermo-mechanical coupling. 

 

similar role at the bottom left corner of the cavity, where the boundary layer of the rotating 

cavity drives fluid to recirculate clockwise. 

4. CONCLUSIONS 

A coupling methodology has been developed for coupled fluid/solid modelling 

accounting for the boundary deflections predicted by the structural analysis. The 

capability of the method has been demonstrated for a stator well subjected to severe 

deformations. Despite the assumption of axisymmetry, the results show the 

importance of a thermo-mechanical coupling procedure to obtain more accurate 

aerothermal modelling. 
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ABSTRACT

Prediction  of  wall  heat  fluxes  in  combustion  chambers  attracts  attention  of  design  engineers  in 
process  industry due  to  its  implications  for  the  construction  of  combustors,  boilers  and  similar 
devices.  Furthermore, reliable experimental evaluation of the heat loads in large-scale experiment is 
rare. This work deals with stability issues observed in simulation of swirling diffusion gas flames and 
compares  them to the real-world experiment  and its  instability.  Steady and unsteady simulations 
using Reynolds-averaged Navier-Stokes (RANS) equations are discussed. The experimental facility 
has a sectional water cooled combustion chamber equipped with a staged-gas 745 kW low-NOx type 
burner with axial-type swirl generator.

Key Words: Combustion, CFD, Burner, Swirl, Heat Flux, Stability.

1. INTRODUCTION

Swirl-stabilised flames are very popular, especially in the so-called power burners [1] that are widely 
used  in  power  and  process  industries.  However,  it  has  been  recognised  for  long  time  that  the 
prediction of swirling diffusion flames using moment turbulence closures is extremely problematic 
[2,  3],  in  spite  of  partial  successes  [4].  Recent  progress  achieved  using  large-eddy simulations 
coupled with advanced chemistry models [5, 6] is on one hand very promising but on the other hand 
it  is  still  far  from  being  applicable  to  industrial  problems  due  to  excessive  computational 
requirements, tractable only using supercomputing facilities. 

Industry primarily requires predictions of wall heat fluxes (typically for membrane walls or tubes). In 
spite of that, combustion modelling research almost exclusively focuses on the details of flame core 
structure and wall heat loads are typically disregarded. The present work thus focuses on validation 
of  computationally manageable  Reynolds-Averaged Navier-Stokes  (RANS)  models  by accurately 
measured local wall  heat fluxes. The experiments were performed at a new experimental facility 
described in [1, 7]. The paper extends previous work reported in [8] which dealt with error analysis 
of the experimental data and reported several heat flux predictions. The target here is to identify some 
of the sources of deviation from experimental results.

2. EXPERIMENTAL FACILITY

Combustion chamber of the testing facility was designed for maximum firing capacity of 2 MW and 
consists of 7 water-cooled sections enabling separate heat flux monitoring. The wall material is steel 
covered with high-temperature black paint for increased emissivity. Industrial-type low-NOx, natural 
gas  burner with staged gas supply (8 primary and 8 secondary nozzles)  and an axial-type swirl 
generator were employed for the experiment. The firing rate was adjusted to 745 kW. 
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3. IDENTIFICATION OF BOUNDARY CONDITIONS 

Boundary conditions were an all-important factor in model set-up. Most conditions were easy to 
evaluate  thanks to  the  measuring instrumentation of  the  facility – e.g.  natural  gas  flow rate  and 
temperature, air flow rate and temperature, etc. Besides these, some boundary conditions were much 
harder to evaluate accurately and these were deemed to be responsible for a significant part of  the 
observed deviations from measurements [8]. Wall temperature on the water side was one these hard-
to-determine parameters.  

Heat  transfer  through  the  cooled  walls  depends  on  one  hand  on  hot-side  properties  (radiation 
contributes by about 90%) and on the other hand it is influenced by heat transfer coefficient and 
surface temperature on the  water-side. Local  boiling was possible only in places with low water 
velocity (considering  inlet water temperature was 21°C and outlet about 30°C), but water flow in 
each section was directed by a helical fin for minimization of such dead zones.

Computational model of a single cooling section has been created to study the heat transfer on the 
water side in detail, assuming no boiling and a uniform heat flux from the flame side. Contours of 
calculated  water-side  surface  temperature  are  shown  in  Fig.  1.  The  highest  temperatures were 
however incorrect due to the missing boiling model. Therefore temperatures above the boiling point 
(124.2 °C at 236.4 kPa) [9] served only  to identify locations of  local boiling. Real values lay in 
between the boiling point and the displayed value due to increased heat transfer coefficient caused by 
boiling [10]. Area weighted average from the calculated values over the heat-exchanging surface was 
96 °C. Future work is necessary to adjust this value while taking the boiling into account. Currently 
all  simulations presented in  this  work  used  an estimated  value of   80 °C as  the  wall  boundary 
condition.

4. COMPUTATIONAL SET-UP

Modelling of  the swirling diffusion flame was performed using several  turbulence models and a 
simple fast chemistry model with one global reaction as implemented in commercial code FLUENT 
6.3.26 [11]. Specifically the baseline model included turbulence model SST k-ω, discrete-ordinates 
radiation model  with weighted-sum-of-gray-gases cell-based model for the absorption coefficient, 
one-step  reaction  mechanism  and  pressure-velocity  coupling  using  so-called  pressure-staggering 
option. During the computation,  several stability issues were observed that are discussed in the next 
section.  Standard computational procedures were followed,  namely start up without radiation  and 
switching to higher-order discretization scheme (QUICK) after the solution almost converged. This 
was performed firstly for the density and after several iterations also for the velocity. Increasing the 
order of discretization for velocity caused severe instability in the calculated heat fluxes (see Fig.2) 
but was crucial for accuracy.

FIGURE 1. Contours of surface temperature [°C]
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5. STABILITY PHENOMENA

One of the biggest issues of numerical computations is convergence and stability. In the present case 
of combustion calculation we focus on the stabilization of  heat  fluxes. Fig.  2 shows convergence 
history of heat flux for all 7 sections of the combustion chamber. One can see that after application of 
the QUICK  discretization scheme  in the momentum equations (at  9000 iterations),  the calculation 
became strongly unstable with the amplitude of heat flux fluctuations up to 6 kW/m2. This problem 
prevailed even after modification of relaxation factors and with other higher-order schemes. 

The primary reason for the observed instability was found in the physics of the flow. [12] explains 
that  in swirl  combustion  several  types  of  fluctuations  and  instabilities,  e.g.  flame  wobble  and 
precessing vortex core are present. Measured instabilities in the heat fluxes (naturally smoothed out 
by the averaging and damping effect of the steel walls and cooling water) are also displayed in Fig. 3. 
It  is  important  to  note  that  the  RANS  modelling  approach  cannot  properly  account  for  these 
fluctuations but it was not discarded based on the reasoning presented in the Introduction. 

Fig. 4 displays instantaneous results from iterations 8900, 13000, 16000 and 19000 as snapshots from 
the iteration history shown in Fig. 2. The changes in reported heat fluxes are well visible.

A more reliable value (than instantaneous) of the heat fluxes was obtained through simple averaging 
of  the results over certain range of iterations. Rate of fluctuation  was taken into account  via non-
symmetric error bars defined as follows:

q '=q−q , for q '0 : up=
1
n
∑

0

n

q ' , for q '0 : down=
1
n
∑

0

n

q '  (1)

where q is instantaneous heat flux, q is  the average, q' is fluctuation and σ is mean deviation.

A comparison of measured and average heat fluxes from the histories shown in Fig. 2 (averaged from 
9 500 up to 19 000  iterations) is shown in  Fig.  5,  including non-symmetric error bars  defined in 

  FIGURE 3. Heat flux stabilization in experimentFIGURE 2. Convergence history of heat fluxes

FIGURE 4. Comparison of instantaneous heat fluxes 
at different iterations (SST k-ω)

FIGURE 5. Heat fluxes averaged over 9 500 
iterations
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equation (1).  The figure includes also averages obtained using two other RANS models,  namely 
realizable k-ε model and a second-order Reynolds-stress model.

6. CONCLUSION

Measured data from a large-scale industrial-type swirl combustor were used to validate simulations. 
Thermal boundary condition at the cooled walls was analyzed in detail. The total deviation  of  the 
best computed result (SST k-ω) after averaging was 12.6 %, which is considered acceptable thanks to 
the complexity of the problem.  Stability issues in calculated and measured heat transfer were studied 
and averaging method was described.
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ABSTRACT 

In the present paper a combined procedure for the quasi-dimensional modeling of both heat transfer, 
combustion and knock phenomena in a “Downsized” Spark-Ignition Turbocharged Engine is 
presented. The procedure is extended to include the cycle-by-cycle variations effects, too. Heat 
transfer is modeled by means of a commercial software procedure (GT-Power) employing a finite 
element (FE) model of the combustion chamber. Combustion model is based on a fractal 
description of the flame front area. Cyclic dispersion is characterized through the introduction of a 
random variation on a number of parameters controlling the rate of heat release (air/fuel ratio, initial 
flame kernel duration and radius, EGR rate, turbulence intensity). The intensity of the random 
variation is specified in order to realize an Indicated Mean Effective Pressure (IMEP) Coefficient of 
Variation (CoV) similar to the experimentally observed one. A kinetic scheme is then solved within 
the unburned gas zone, characterized by different thermodynamic conditions occurring cycle-by-
cycle. In this way, an optimal choice of the “knock-limited” spark advance can be carried out and 
compared with the experimental data. 

Key Words: Heat Transfer, Finite Elements, ICE modelling, Knock, cyclic dispersion. 

1. INTRODUCTION 

Recently, a tendency is consolidating to produce low displacement turbocharged spark-ignition 
engines. This design philosophy, known as “engine downsizing”, allows to reduce mechanical and 
pumping losses at low load as a consequence of the higher operating Brake Mean Effective Pressure 
(BMEP). The presence of the turbocharger allows to restore the maximum power output of the 
larger displacement engine. Additional advantages are a higher low-speed torque and hence a better 
drivability and fun-to-drive. Of course, at high loads, the spark-advance and heat transfer 
phenomena through the cylinder walls must be carefully controlled to avoid the knock occurrence. 
Small variations of the unburned gas temperature, related to variations in heat transfer rate and 
spark-advance setting, non-linearly affect the knocking onset. For this reason, the knowledge of the 
heat transfer details allows to carefully compute the so-called “knock-limited spark timing”, being a 
key point for the reduction of the fuel consumption drop at high loads. Under this point of view, the 
effects exerted by the presence of continuous “cycle-by-cycle variations” inside the internal 
combustion engines (ICE) may play a fundamental role, too. They mainly cause fluctuations in the 
heat released by the combustion process and heat loss through the walls, turning in fluctuations in 
the unburned gas temperature during the combustion process. In addition, since the spark timing is 
usually set for the “average” operating cycle, faster-than-average cycles are most likely to knock. 
The optimal “knock-limited” spark advance must therefore be chosen taking into account both heat 
transfer regime and cycle-to-cycle variations. In the present paper, basing on a previous study [1], a 
quasi-dimensional combustion model [2,3] is extended to characterize the cyclic dispersion of a 
turbocharged SI engine. Heat transfer is modeled by means of a procedure which is based on a FE 
model of the combustion chamber. The inputs to the FE model include combustion chamber 
geometry, coolant and oil temperatures, together with their convective heat transfer coefficients. 
Cyclic dispersion is computed by introducing proper random variations on a number of parameters 
that affect the heat release rate (A/F ratio, flame kernel formation and extension, turbulence and 
EGR levels, etc. ). The combustion model, utilizing a deeply validated approach, is based on a 
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fractal schematization of the flame front surface. The combustion model is included within a 1D 
simulation code and is coupled to a chemical kinetic solver (CHEMKIN), for the estimation of 
knocking onset. The latter is carried out for each individual engine cycle, through the solution of a 
kinetic scheme inside the “end-gas” unburned zone. This allows to estimate a statistical distribution 
of a proper knocking index, able to identify the presence of knocking cycles, even in the absence of 
knocking on the average cycle. The CoV of the IMEP and of the numerical knock indicator are 
finally compared and discussed. 

2. COMBUSTION MODEL RESULTS 

A quasi-dimensional turbulent combustion model has been developed since many years at DIME 
[2,3], applying to the “wrinkled-flamelet” combustion regime. It is based on a two-zone approach 
and includes a fractal schematization of the flame front surface. The model relates the burning rate 
to the turbulence flow characteristics inside the combustion chamber. In particular, the fractal 
dimension of the flame and its wrinkling scales are defined as a function of the mean turbulence 
intensity inside the combustion chamber (k-K model [1]). Both the combustion and the turbulence 
submodels have been implemented in the 1D simulation code using the “user model” features of the 
GT-POWER® commercial product [4]. Pressure cycles computed by the previously described 
model are compared in figure 1 to the experimental data at different engine speeds, full load 
conditions. Experimental data are ensemble averaged over 94 consecutive cycles. In order to better 
appreciate the quality of the predictions, both the combustion period and the whole engine cycle are 
reported in a p-ϑ and log(p)-log(V) plane, respectively. The angular delay between the spark and 
the time of first pressure rise is well reproduced by the model. Moreover, the satisfactory agreement 
along the compression stroke and during the pumping loop suggests that a good matching with the 
turbocharger and a proper simulation of the 1D flow in the intake and exhaust systems is obtained. 
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FIGURE 1. Comparisons on the average pressure cycle at two different engine speeds 

3. HEAT TRANSFER AND KNOCK MODEL RESULTS 

The accuracy of the previous results is also depending on a detailed heat transfer model, 
included in the G-Power software, which allows to predict the surface temperature in 
various combustion chamber zones. The calculation of surface temperatures is based on a 
FE model of the head, valves, cylinder liner, and piston [4]. This model is generated from 
the supplied geometric attributes and some general assumptions regarding combustion 
chamber geometry. Figure 2 shows, as an example, the temperature distribution predicted 
on the piston (a) and on the cylinder head (b). The above values depend on local heat 
transfer rates (c) computed as a function of materials, geometry, coolant and oil temperatures, 
and convective heat transfer coefficients. The temperature evolution of particular macro-zones, 
representing selected groups of elements of the FE mesh, are displayed in fig. 3, at different speeds.  
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FIGURE 2. Temperature Contour plots on the piston (a) and cylinder head (b). Heat transfer rates in 
different sections of the combustion chambers (c). Engine speed = 5500 rpm, full load operation. 
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FIGURE 3. Computed wall temperatures inside               FIGURE 4. Knock-limited Spark Advance 
the combustion chamber 

Thanks to the above models, an accurate prediction of the unburned gas temperature and pressure is 
available, allowing to couple the thermo-dynamic engine model to a kinetic solver for knocking 
calculations. The kinetic solver (CHEMKIN), basing on a prescribed hydrocarbon oxidation scheme 
[5,6], is able to compute the eventual presence of heat released by autoignition phenomena (Qub). 
The above heat can be normalized with respect to the overall chemical heat available in the injected 
fuel, so defining a non-dimensional knock index xQub. Figure 4 displays the spark advance values 
required to get a prescribed level of the above index. In order to identify the so-called “knock-
limited spark advance”, a very low xQub level (about 1%) must be assigned in each case. Computed 
data are compared to the corresponding experimental values in the fig. 4, and a very good 
agreement is found at each engine speed. 

3. CYCLIC DISPERSION MODEL RESULTS 

To the aim of characterizing the cyclic dispersion phenomena, a random perturbation is introduced 
in the combustion model on a number of parameters usually considered the most important 
combustion rate controlling factors (kernel radius, turbulence intensity, air/fuel ratio, etc) [1,7,8]. 
Figure 5 reports the experimental and computed pressure fluctuations at 4000 rpm. Experiments and 
computations exhibit a similar qualitative behavior in terms of peak pressure and angle of peak 
pressure fluctuations. The briefly described procedure hence allows to compute a set of 
instantaneous pressure data statistically equivalent to the experimental one. Starting from this data 
set, the previous knock analysis can be carried out on a cycle-by-cycle basis. Figure 6 shows the 
cycle-by-cycle IMEP and xQub index variations. Despite the IMEP CoV (defined as the ratio 
between the IMEP standard deviation and the average IMEP level) is reduced (1.5%), a very higher 
CoV level is found for the xQub index (61.6%). This demonstrates that even small cycle-by-cycle 
differences may induce a dramatic effect on knocking occurrence, due to the high non-linearity of 
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the reactions rates involved in the knocking phenomenon. Moreover, despite the average xQub level 
ensures a knock-free operation on the average cycle, the numerical procedure recognizes that 4-6 
individual cycles (on a base of 500 consecutive cycles) are characterized by a light knocking.  
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A 0.8-1.2 percentage of knocking cycles is hence predicted 
in correspondence to the spark advance levels of fig. 4. As 
demonstrated, the developed procedure gives the possibility 
to select the spark advance realizing only a prescribed and 
controlled percentage of individual knocking cycles. 
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FIGURE 6. IMEP and xQub fluctuations at 2500 rpm 

Crank Angle

P
re

s
s
u

re

Average Cycle

4000 rpm
Calc

 

FIGURE 5. Pressure fluctuations 

4. CONCLUSIONS 

The heat transfer, combustion development and the knock risk of a “downsized” turbocharged 
spark-ignition engine have been numerically estimated. An accurate prediction of the combustion 
process and of the average in-cylinder pressure cycle has been obtained, providing reliable initial 
conditions for the further modeling of the knocking phenomena. The latter has been realized 
through the solution of a reduced kinetic scheme within the unburned gas zone. Knock-limited 
spark advance has been computed with good accuracy in the whole speed range of the investigated 
engine. The model has been extended to include the effects of the cyclic dispersion. The model 
allowed to highlight the relation existing between the cyclic variability and knock occurrence. The 
results presented demonstrate that even small cycle-by-cycle differences may induce a dramatic 
effect on knocking occurrence. This indicates the need to perform a better choice of the spark 
advance, accounting for the cyclic dispersion. The numerical analysis carried out put into evidence 
the possibility to perform an optimal choice of the “knock-limited” spark advance realizing only a 
prescribed and controlled percentage of individual knocking cycles. 
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ABSTRACT 

The range of conditions for stable combustion of lean propane/air mixtures in a catalytic micro-
reactor is investigated by means of a two-dimensional CFD model. Extinction conditions are determined 
as functions of inlet gas velocity and temperature. It is found that, on decreasing the inlet gas velocity, 
reaction extinguishes at higher inlet gas temperatures, owing to the imbalance between heat losses and 
heat produced by combustion.  

Key Words: Heat Transfer, Reacting flows, Micro-combustors. 

1. INTRODUCTION 

The use of micro-burners for heat production via fossil fuel combustion is an interesting option to 
substitute traditional lithium batteries in micro-electromechanical systems (MEMS). Micro-combustors 
exhibit a lower weight (thanks to the large energy density of hydrocarbons), an easier recharge 
procedure and a more environmentally friendly impact than conventional battery systems. They may be 
succeeding, provided that an efficient system is developed to convert thermal energy into electricity (as, 
for example, thermo-electric or thermo-photovoltaic devices) and the heat generated during combustion 
is efficiently transferred to electricity generators. In particular, thermal profiles in micro-burners must be 
controlled and optimized to enhance the efficiency of the entire system.  

In scaling down from macro- to micro-reactors, some phenomena negligible at macro-scales may 
become relevant at micro-scales. Actually, miniaturizing macro-combustors leads to an increase of the 
surface area to volume ratio and, thus, thermal quenching may prevail leading to reaction extinction [1-
3]. The presence of a catalyst deposited on the reactor walls allows sustaining chemical reaction even in 
the presence of high heat losses (typical of micro-reactors), thus reducing the impact of thermal 
quenching. However, in such catalytic micro-combustors, thermal fluxes have to be properly managed in 
order to get stable operation.  

In the present paper, extinction conditions for combustion of lean propane/air mixtures in a catalytic 
micro-reactor are investigated by running two-dimensional CFD simulations at varying the inlet gas 
velocity and temperature. 

2. MODEL 

2.1 Set-up configuration  

In Figure 1, the scheme of the micro-combustor is shown which consists of two parallel plates (gap 
distance, d = 600 µm; wall thickness dw = 200 µm; length, L = 0.01 m).  
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Figure 1 – Scheme of the catalytic micro-combustor (parallel plate reactor). The dashed line is the 
axis of symmetry. 

2.2 The model equations 

A two-dimensional CFD model is developed to simulate the coupling of the fluid flow and the chemical 
processes at the gas/solid interface and in the gas phase. The model solves the mass, momentum, species 
and energy conservation equations in the fluid, along with the energy equation in the solid wall. Steady-
state simulations are carried out.  

At the inlet of the micro-combustor, a fixed flat velocity profile is assumed. For species and energy, 
Danckwerts boundary conditions are used. At the exit, the static pressure is imposed as equal to the 
atmospheric pressure, and far-field conditions are specified for the remaining variables. At the fluid/wall 
interface, a no-slip boundary condition is assigned (the fluid has zero velocity relative to the boundary) 
along with the species balances (the mass flux of each species, ρJi, is equal to its rate of 
production/consumption, ωy,i): 

i y ,i
Jρ ω=

         (1) 

and the energy balance: 

w

w h

TT
k k

r r
ω

∂∂
= +

∂ ∂         (2) 

where ωh is the heat surface production rate. 

Heat losses from the ends of the micro-combustor are not considered (insulated ends), while Newton’s 
law of convection is used at the outer surface of the wall: 

( )w,ext a ,ext
q h T T= −

        (3) 

where h is the exterior convective heat transfer coefficient, Tw,ext, is the temperature at the exterior wall 
surface, and Ta,ext is the external temperature.  

The reaction rate for homogeneous combustion of propane is calculated according to the single-step 
reaction rate by Westbrook and Dryer [4]. The catalytic reaction is assumed to be irreversible, first order 
in fuel concentration and zeroth order in oxygen concentration. Its rate is calculated as in Ref. [3].  

The molecular viscosity is approximated through Sutherland’s law for air viscosity. The fluid specific 
heat and thermal conductivity are calculated by a mass fraction weighted average of species properties. 
The species specific heat is evaluated as a piecewise fifth-power polynomial function of temperature. 
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The model equations are discretised using a finite volume formulation on a structured mesh built by 
means of the Gambit pre-processor of the Fluent package (version 6.3.26) [5]. Grid independent 
solutions are found by using cells with 2.5 E-2 mm dimension.  

The spatial discretization of the model equations uses first order schemes for all terms, except for the 
diffusion terms that are treated with a second order central difference scheme. Computations are 
performed by means of the segregated solver of the Fluent code [5] adopting the SIMPLE method for 
treating the pressure-velocity coupling. All residuals are always smaller than 1.0 E-7.  

Table 1 summarizes the operating conditions adopted. 

Table 1 – Simulation conditions 

Parameter Value 

Gas preheating temperature (inlet gas temperature), Tpreheating [K] Varies 

Inlet gas velocity, vin [m/s] Varies 

Inlet fuel equivalence ratio, φ 0.6 

External temperature, Ta,ext [K] 
Varies 

(Ta,ext = Tpreheating)  

Exterior convective heat transfer coefficient, h [W/(m2 K)] 20 

Solid thermal conductivity, λw [W/(m K)] 2 

3. RESULTS 

In Fig. 2, the temperature maps in the channel are shown as calculated at three inlet gas 
velocities (and Tpreheating = Ta,ext = 600°C). It is found that reaction occurs very close to the 
inlet section of the micro-combustor, especially at lower inlet velocities. Downstream, both 
wall and bulk gas temperatures rapidly decrease, owing to heat losses to the surrounding.  
 

vin=0.05 m/s

vin=0.1 m/s

vin=0.15 m/s

 

Figure 2 – Temperature [K] maps in the channel at different inlet gas velocities (and 
Tpreheating = Ta,ext = 600°C). 
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In Fig. 3, the stability maps are shown as obtained at three inlet gas velocities in terms of 
maximum wall temperature as a function of the gas preheating temperature 
(Tpreheating = Ta,ext ). The symbols (circle, square, triangle) represent the extinction points, i.e., 
the points at which reaction cannot be sustained anymore. Extinction is the result of the 
imbalance between heat losses and heat produced by reaction.  
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Figure 3 – Maximum wall temperature vs. gas preheating temperature (Tpreheating = Ta,ext) at 
different inlet gas velocities.  

 

It is found that, on decreasing the inlet gas velocity, extinction occurs at higher values of the 
preheating temperature. At vin = 0.15 m/s, stable operation may be obtained even at 
Tpreheating = Ta,ext = 300 K, whilst, to sustain combustion at vin = 0.05 m/s, 
Tpreheating = Ta,ext ≥ 500 K are needed.  

4. CONCLUSIONS 

A two-dimensional CFD model has been developed to identify the critical conditions for stable 
combustion of lean propane/air mixtures in a catalytic micro-reactor. In particular, extinction 
conditions in terms of inlet gas velocity and inlet gas temperature have been identified. It has 
been found that, on decreasing the inlet gas velocity, reaction extinguishes at higher inlet gas 
temperatures, owing to the imbalance between heat losses and heat produced by combustion.  
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ABSTRACT

In this work the performance of the turbulence models commonly used in diesel engine simulation is
analyzed within the OpenFOAM toolkit. In-cylinder simulations have been performed with k − ε and
RNG models both in motored configuration and with spray injection. The effects due the compressibil-
ity in RNG model have been accounted for in OpenFOAM, defining a variant of RNG turbulence model
class. The influence of the models on in-cylinder pressure peak and their impact on turbulent viscosity
and fluctuations are investigated.

Key Words: Engine simulation, turbulence modeling, OpenFOAM.

1. INTRODUCTION

Turbulence modeling is a fundamental task in engine simulation which influences both fuel spray evo-
lution and the combustion process. Furthermore it is now well known that the level of description of
the turbulent field has a non negligible impact on the emissions predictions, due to the high coupling
between thermal, compositions and fluid dynamic fields [1]. The large scale structures produced by the
intake motion are responsible of the turbulent energy transfer and set up the value of turbulent viscosity
at the beginning of the compression stroke. The interaction among the swirl motion induced by the
intake flow and the squish during the compression stroke leads to a strongly anisotropic and unsteady
velocity field which violates the equilibrium assumption between energy production and dissipation on
which k− ε model is based. Furthermore the in-cylinder air motion is influenced by the spray injection
which enhances the turbulent fluctuations due to the momentum transfer from the surrounding liquid.
A common choice in engine simulations is to use the k − ε model for high Reynolds number with wall
functions. Study on flow predictions using such model demonstrated that it provides too large turbulent
diffusion [2]. In addition, as the turbulent mixing time imposed by the large scale motion directly influ-
ences the reaction rates, it appears clear that the description of the whole combustion process remains
altered by high turbulent diffusivity. Such a consideration suggests the use in engine simulation of
turbulence models which are not based on equilibrium hyphotesis. In the work of [2] the RNG model
proposed by Yakhot and Orszag (1986) has been modified introducing the effect of compressibility.
Such modified version of RNG model has then been implemented in KIVA code, massively used for
engine simulation. Aim of this work is to assess the behaviour of the turbulence models implemented
in the OpenFOAM libraries with respect to the engine simulation problems. OpenFOAM is a set of
C + + libraries, capable of handling a large variety of complex flow problems [3]. In addition, Open-
FOAM has the advantage of being an open environment, therefore it provides a complete access to the
numerical methods implemented in it [4]. In the OpenFOAM version 1.4 currently used by the au-
thors the RNG model does not account for the dilatation effects during the compression and expansion
strokes. Therefore a new class has been added to the existent compressible turbulent ones in order to
include such effects . Several simulations are performed in a motored configuration, in order to evaluate
the impact of the model on the mean cylinder pressure, in comparison with the measured profile. The
turbulent viscosity and the intensity of turbulence are reported in the presence of spray. In addition,
the turbulent mixing time is computed, as commonly used in approaches to account for the impact of
turbulence on the chemical reaction rates [5],[6].
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2. TURBULENCE MODELS SET UP

In order to reproduce the flow conditions at the beginning of the compression stroke a swirl motion is
superimposed on initial conditions. Initial value of turbulent kinetic energy and the energy dissipation
at the intake valve closure are assumed uniform and are evaluated as reported in [2] thus a turbulent
motion inside the cylinder is induced. The in-cylinder flow in such a configuration is described by the
set of Favre averaged mass, momentum and energy equations. The nonlinear terms of the conservation
laws are discretized with a Total Variation Diminishing (TVD) scheme [7]. The use of TVD in engine
simulations where large gradients of flow properties and high swirl are involved seems to be adequate.
The diffusive fluxes are discretized using a second order accurate central formulation. It is worth
stressing that in the OpenFOAM version 1.4 there are no source terms in the turbulence model equation
due to the spray. As it was shown the effect of dilatation is taken into account evaluating the constant
C3 in the RNG model with the following relation [2]:

(1) C3 =
−1 + 2C1 − 3m(n− 1) + (−1)δ

√
6CµCηη

3
.

where Cµ = 0.0845, C1 = 1.42, C2 = 1.68 are the model constant. For an ideal gas µ ' Tm with
m = 0.5 and n is the exponent of the polytropic process, in the present case we refer to an adiabatic
process and select n=1.4 [2]. The index δ = 1, 0 accounts for the variations of divergence sign between
the compression and the expansion stroke, while η = S k

ε is the ratio of the turbulent to mean strain-
time scale. Such relation is implemented in OpenFOAM adding a new class to compressible turbulence
ones.

3. RESULTS

In this section the results of some simulations for a diesel engine in motored conditions are presented.
The engine characteristics are reported in [8], the adopted mesh for a sector of 51◦ is constituted by
22785 hexahedra at the bottom dead center with a cell width between 0.5 mm and 1mm in the bowl. A
grid independent RANS solution is performed using 106920 hexaedra in order to assess the quality of
the grid with respect to the choice of selected discretization method. With reference to such resolution
the computed pressure and temperature fields are in agreement with the results obtained on the coarser
grid. By looking at FIG.1 the computed pressure profiles agree reasonably with the measured pressure
evolution. The comparisons are made exploiting the RNG model with different values of C3 in order to
underline the correction due to the dilatation effects with respect to the cases adopting constant values
of C3 = −0.33 and C3 = −1. For the sake of completeness the results obtained with k − ε model
are also reported. Switching from the value C3 = −1 to the value C3 = −0.33 the RNG model
provides a slightly higher pressure peak. Such value is further increased when C3 =Eq.(1). Once
assessed the effect of the models on the mean pressure field, the fuel injection (from -0.8 Crank Angle
Before Top Dead Center to 6.4 Crank Angle After Top Dead Center) has then been included in order
to evaluate their influence on the spray dynamics. Time behaviour of turbulent viscosity is reported
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FIGURE 1. Time evolution of in cylinder pressure with k − ε and RNG models
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in FIG.2 while turbulent intensities evolution is reported in FIG.3. As expected spray affects both
the turbulence viscosity and intensities during the injection. Owing to the piston movement and the
radial motion (squish) produced by the reentrant bowl, in the compression stroke turbulence intensities
increase until fuel injection strongly enhances the kinetic turbulence energy. The RNG model, with both
constant values of C3 gives lower turbulent viscosity and intensities than the standard k − ε and such
trend is further confirmed when using C3 =Eq.(1). Such an effect, lowering the relative gas velocity,
directly influences spray submodels, such as breakup, evaporation and drag models reducing the vapour
diffusion as shown in FIG.4 [9]. Anyway negligible differences are observed by varying C3, also for
vapour penetration probably due to the absence of the spray source term in the turbulence equations.
FIG.5 reports the temporal evolution of the turbulent mixing time τmix = Cmix

k
ε in the different

cases: when the variable C3 expression is adopted, lower values of the mixing time are attained in the
compression stroke. As soon as injection starts, the differences among the cases are reduced, however,
at about 6 degrees after top dead center, at the end of the injection, the differences keep amplifying
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again. Such variations can be significant in the framework of the simulations in fired conditions: in
fact several models, widely adopted to account for the effect of turbulence over the reaction rates,
perform a comparison between the mixing time and a characteristic chemical time to determine whether
combustion rate is kinetically controlled or not.

4. CONCLUSIONS

Object of this work was the analysis of turbulence models implemented in OpenFOAM toolkit with
respect to the diesel engine simulation. The RNG model version including the compressibility effects
has been added to OpenFOAM version 1.4. The impact of the model on the in-cylinder evolution of
the turbulent flow-field and the subsequent effect on the spray have been investigated. Simulations
confirmed that although the pressure profiles are slightly influenced by the turbulence model, more
important variations are obtained as concern turbulent viscosity and intensities. The influence of such
effects can be significant under fired conditions directly affecting the chemical reaction rates. The
limited impact of the different values of C3 on the liquid spray behaviour can be probably justified by
the absence of the spray source term in the turbulence model equations, in OpenFOAM version 1.4
which, differently, is present in some other engine simulation codes.
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ABSTRACT 

The aim of this paper is to investigate possible improvements in the geometry of a monolithic solid 
oxide fuel cells (SOFCs) in order to increase its performance. The analysis is focused on the 
localization and evaluation of entropy generation rates inside the fuel cell. The use of this technique 
make it possible to identify and understand the causes provoking main irreversibilities.  Entropy 
generation rates are obtained through 3D numerical calculations, accounting for heat, mass, 
momentum, species and current transport. The system is then optimized in order to minimize the 
overall entropy generation and increase the efficiency. 

Key Words: Solid oxide fuel cell, Entropy generation minimization, CFD model, Geometry 

optimization. 

1. INTRODUCTION 

Solid oxide fuel cells have attracted much attention due to their high efficiency and cleanliness, and 
they are expected to be one of the most favourable electrical power generation technology in the 
near future. However, in real plants the actual efficiency is still far from theoretical limit. One of the 
causes is due to internal irreversibilites connected to non-uniform distribution of thermodynamic 
quantities as temperature, species concentrations, flow velocity, etc. This cause is studied in this 
paper, together with fuel cell geometry optimization focused on reduction of main sources of 
irreversibility and increase of efficiency. In particular Second Law study is suitable for these goals 
and therefore is here adopted.  Analysis and optimization are performed at single cell level: CFD 
approach has been adopted since it may provide a detailed description of the geometry and the 
transport phenomena. 

2. MAIN BODY 

A tubular-like fuel cell geometry with an injection tube is considered, as shown in figure 1. The fuel 
cell is composed of a solid electrolyte layer between a porous cathode and anode. Fuel and air flows 
in trapezoidal channels, but air is introduced through an injection tube located inside the cathodic 
channel. The air flows along the cell exchanging heat while it reaches the fuel cell bottom end. Air 
exiting the tube flows in the trapezoidal channel from the bottom, providing the oxygen necessary 
for electrochemical reactions. In particular at the anode side hydrogen reacts with oxygen ions 
generating water 

 �� + ��� → ��� + 2��                                                  (1) 

The water produced goes back to the anode channel and exits the cell, together with the other non 
oxidized gas. At the cathode side the oxygen is reduced and the resulting ions migrate thorough the 
electrolyte: 
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1 2⁄ �� + 2�� → ���       (2) 

Thus, a oxygen flux is established from the channel to the electrode-electrolyte interface. The 
resulting overall reaction is: 

�� +  1 2⁄ �� → ���       (3) 

 

FIGURE 1. Schematic of fuel cell module 

The fuel cell is analyzed using CFD technique. A 3D model is adopted, based on elementary 
balance equations solved for fluids: continuity, momentum, energy, species and current transport. 
The following assumption are used in this model: steady state conditions, ideal gas mixture, laminar 
and incompressible fluid flow, porous media proprieties are considered homogeneous and isotropic. 
The governing equations for the fuel cell model can be given in the following compact form: 
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  (4) 

Where � – density, �� – velocity vector, �* – mass fraction of gas component i, e – total energy, p – 
pressure,  � – stress tensor, !�+ – conductive heat flux, '�* – diffusive flux of species i, ℎ, – enthalpy of 
species k, -� – current density, () – momentum source, (. – energy source, (* – creation/destruction 
source of specie i. 

The rate of entropy generation is used as a thermodynamic objective to be minimized through fuel 
cell geometry modification. An expression of the rate of entropy generation can be derived in term 
of fluxes and gradients of physical quantities. This equation is obtained from entropy balance 
written for an infinitesimal volume 

 � /0
/1 = −∇ ∙ 4� + 56    (5) 

In particular the local entropy generation can be split in different contribution, each strictly 
correlated to a specific physical phenomena: 

56 = 1
7 ∆:  + 1

72 :−!" ∙ ∇7; + 1
7 <∑ −'= ∙ ∇>== ? + 1

7 <∑ −@== '= ∙ ∇7?  (6) 

Where ∆ is the strain tensor, >A is the chemical potential and @A is the specific entropy. The first term 
of (6) represents the irreversibilities due to fluid friction, the second term account for the entropy 
generation due to heat transfer, the third is due to mass transfer (concentration gradient), and the 
fourth term is due coupling between heat and mass transfer.  In the case of a fuel cell, ohmic losses 
contribute also to entropy generation the correspondent term is 

AIR  

AIR   

OUT 

FUEL  OUT 
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5B.C = D
E σ∇G ∙ ∇G     (7) 

The previous term is present only in conductive regions, i.e. electrolyte and electrodes.    

3. RESULTS 

The partial differential equations presented in the previous sections are discretized using the finite 
volume method (FVM) to calculate velocity field, temperature, mass fraction and current density. 
Once convergence is reached entropy generation is calculated and stored. Figure 2 shows the 
velocity path lines inside the cathode channel. At the closed end of the fuel cell two vortexes take 
place: a typical feature of tubular fuel cells. 

 

FIGURE 2. Velocity path lines inside cathode channel. 

Figure 3 shows hydrogen and oxygen mass fraction along the fuel cell. Hydrogen mass fraction 
presents strong gradients streamwise and along x-y plane, this profile is characterized by the rate of 
consumption of hydrogen due to electrochemical reaction. Oxygen concentration is higher at the 
cell bottom end, since air flows first inside the injection tube. From fig. 3 is clear that oxygen 
concentration has strong transversal gradients, this occurs because cathode porous matrix represents 
an obstacle to the air flow. 

 

FIGURE 3. Hydrogen (left) and oxygen (right) mass fractions. 

Each term of (6) is also post-processed and analyzed. As an example Fig. 4 depicts the entropy 
generation rate related to mass transfer in four longitudinal cross sections [(a) z=20mm; (b) 
z=40mm; (c) z=60mm; (d) z=80mm]. The electrochemical reactions cause species consumption and 
strong mass fraction gradients. These gradients are the source of mass transfer entropy generation. 
This kind of irreversibilities is particularly strong inside porous media, i.e. inside the electrodes 
where species are mainly transported by diffusion. Entropy generation distribution correctly 
captures where losses are predominant, i.e. along the upper plane of the cell and close to the 
corners. 

The fuel cell optimization is performed by considering the global entropy generation as the 
objective function to be minimized, namely 

H6 = I:5J + 5. + 5C + 5+ + 5B.C;�K    (7) 
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Each term of (7) is considered separately, in order to understand which are the main causes of 
irreversibilities. 

 

FIGURE 4. Entropy generation due to mass transfer on cross section planes. 

Shape optimization of the cell has been performed with a proper parameterized SOFC geometry. In 
this work the scaling factors along x and y, together with the injection tube diameter. The 
optimization task follows these steps: the optimization algorithm generates set of design variables, 
representing the cell geometry. These parameters are sent to mesh generator which creates and 
passes the computational grid to the CFD solver. This solver computes the conservation equations 
and the objective function to minimize. Finally, the numerical values of the objective functions are 
sent back to the optimizer, and so on. 

In figure 5, various geometries analyzed during the optimization process are considered. The figure 
shows that the reduction in the entropy generation, brings an increase in the electric power produced 
per unit active area. 

 

FIGURE 5. Entropy generation vs. Power density. 

The optimal configuration is identified by X scale = 1.4 and Y scale = 0.8, therefore turns out to be 
stretched along x direction and smaller than the initial design in y direction.  

4. CONCLUSIONS 

In this paper, geometry optimization of a tubular solid oxide fuel cell is performed. A numerical 
model accounting for mass transfer, heat transfer, current transfer as well as electrochemical 
reaction is presented. The shape optimization is conducted using the entropy generation as the 
objective function to be minimized. It is shown that the entropy generation in the optimized 
geometry is reduced of about 25% while the power density increase of about 10%. 
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ABSTRACT 

In this work, a new stabilized finite element algorithm, using a single domain approach for the 
solution of mass and energy transport phenomena in solid oxide fuel cells is presented. The 
proposed numerical procedure is based on the Artificial Compressibility (AC) Characteristic Based 
Split (CBS) scheme. The stability analysis carried out by the authors for the first time is based on 
the order of magnitude analysis of all the terms present in the conservation equations. The stability 
limits speed up the simulation process enormously. Furthermore, the single domain approach allows 
the application of the present method to the simulation of a whole cells stack. 

Key Words: SOFC, Finite Elements, Stability analysis, Explicit CBS, Matrix inversion free. 

1. INTRODUCTION 

The ever increasing energy consumption, the rising public awareness for environmental protection 
and the existing nature of fossil fuels, convey much of the research work to focus on alternative and 
renewable energy sources. The fuel cell technology for energy generation is one of the most 
promising technologies with a much reduced impact on the environment. SOFCs are very promising 
since the high operating temperature brings several advantages (inexpensive catalyst materials, 
direct use of different fuels, possibility of cogeneration) and makes the SOFCs technology suitable 
for stationary power generation. However, the slow start up, high cost and intolerance to sulphur 
content are some of SOFCs drawbacks. Planar and tubular configurations are the two most 
commonly employed shapes in the construction of SOFCs. Among these two types, planar 
configuration has recently received a great deal of attention due to its potential to offer higher 
power density. Despite the intensive research and significant progress, SOFCs are still not ready for 
commercial use due to high manufacturing costs, low reliability and high operating costs. 
Therefore, much more effort has to be done in the research stage, to optimize the design process and 
make them commercially competitive. In the authors opinion, the development of efficient models 
for the solution of SOFCs thermo fluid dynamic, chemical and electrochemical internal complex 
processes is absolutely essential to bring the design of these systems to a commercial stage. 
However at present, not many robust and sound numerical solution procedures are available. 
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In the present work, a numerical simulation procedure for SOFCs, based on the Artificial 
Compressibility (AC) Characteristic Based Split (CBS) scheme [1, 2], is presented. The present 
scheme has been successfully used by the authors for the solution of incompressible flows [1] and 
flow through saturated porous media [2]. The authors have been carried out a stability analysis of 
the present algorithm in presence of high source terms (i.e. due to the presence of a porous medium 
with a very low permeability), in order to apply it successfully to high temperature fuel cells 
simulation. The stability analysis is based on the order of magnitude of all the terms present in the 
governing equations [3]. The stabilization limits, together with the local time stepping procedure, 
speed up the process enormously. Based on the general and detailed mathematical model recently 
presented by the authors for high temperature fuel cells simulation [4], this work investigates for the 
first time the performances of the AC-CBS algorithm for the simulation of energy and mass 
transport phenomena, occurring in high temperature fuel cells operation, by using a single domain 
approach. Recently, the phenomena evolving inside the SOFCs have been successfully simulated by 
the authors by employing the semi-implicit (SI) version of the CBS algorithm with a separate 
domain approach [4]. While the SI version of the CBS algorithm shows great computational 
demand, because of the simultaneous solution of algebraic equations, the AC version of the CBS 
scheme does not require a matrix inversion procedure and offers the possibility of an efficient 
parallelization. The present stabilized AC-CBS scheme converges firmly faster than the SI version 
of the CBS. Furthermore, the single domain approach allows the application of the present method 
to the simulation of a whole cells stack, resulting very promising for 3-D simulations. The results 
show that the present algorithm compares very well with numerical and experimental data available 
in the literature. 

2. GOVERNING EQUATIONS 

A general approach to the solution of coupled porous media and free fluid flow problems consists in 
the use of the generalized model [2, 3]. The quantities of interest in the flow channels, in the porous 
electrodes and in the electrolyte are described by the following advection-diffusion type equation: 
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The subscript e for density and viscosity in Equation (2) indicates the effective quantity in the 
porous domain [2]. The same set of equations can then be used for the calculation of the quantities 
of interest in both the free fluid region ( )1; Kε = → ∞  and in the porous domain 
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( )0 1; 0< < < < ∞Kε  by just changing the properties of the medium considered (effective property 

→ fluid property) [2, 4]. The Right Hand Side (RHS) includes the source/sink terms m

k
S  and Se in 

the species and energy conservation equations, that are derived from chemical and electrochemical 
reactions. 

3. RESULTS 

The stabilization procedure for the AC-CBS scheme developed by the authors has been previously 
tested on a benchmark case of forced convection in a channel horizontally divided in low 
permeability porous medium and free fluid [3]. Then, the proposed algorithm is here applied to the 
simulation of the energy and mass transport phenomena in a planar anode-supported fuel cell, for 
which some experimental data are available in the literature. The computational domain and the 
boundary conditions employed are shown in Figure 1. The reactants consumption and production 
are calculated by using the faraday equation and are applied at the interface between electrode and 
catalyst layer. In an equivalent way the heat production due to fuel cell operation is applied at the 
catalyst layer as a linear source term. The H2 concentration at the catalyst layer moving from inlet 
section to outlet section is constant for larger values of mean current density (Figure 2). The 
stabilized AC-CBS scheme is validated against the experimental data presented by Yakabe et al [5]. 
Figure 3(a) shows the concentration polarization difference between a mixture containing argon  
and a mixture with no argon. The present numerical solution agrees excellently with the 
experimental data. Compared to the values predicted with the present procedure, the numerical 
results of Yakabe et al. [5] present a larger deviation from the experimental data at almost all fuel 
concentration values considered. Figure 3(b) shows the cell operative voltage and the power density 
as a function of the average cell current density. The quick drop in the cell operative voltage at high 
values of the average cell current density is followed accordingly by a drop in the cell power 
density. 

Electrode thickness: 2.0 mm

Flowchannel thickness: 1.0 mm
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Figure 1. Domain definitions and boundary conditions employed. 
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Figure 2. H2 mass fraction distribution. Average current density: 0.90 A/cm2. 
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Figure 3. (a) Concentration overpotentials at iavg=0.3 A/cm2 and iavg=0.7 A/cm2 for an Argon 
diluted fuel; (b) Cell operative voltage and power density as a function of the average cell current 

density. 

4. CONCLUSIONS 

The local time step procedure and the stabilization limits imposed for the presence of the porous 
domain allows to obtain a very stable and fast AC-CBS algorithm, even in presence of very large 
source terms. The results obtained also showed a very good agreement with the experimental data 
available in the literature. Finally, the use of a matrix-free inversion algorithm offers promising 
expectations for the 3D solution of both single cell and multiple cells arranged in stack, also thanks 
to an easy and efficient parallelization. 
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1. INTRODUCTION

In this paper an analysis of results obtained from a recently developed fast method to simulate and
optimize chevron-type plate heat exchangers is presented. In this type of heat exchanger, corrugated
plates are used to separate hot and cold fluids that flow in channels formed by layered plates and thus
the design of the plate surfaces is a key issue. Previously Bobbili et al. [1] have been conducting
experimental work with this type of exchanger and their results suggest that the pressure distributions
are uneven. These results agree with previous analytically derived results [2]. In this study, we modeled
a single heat exchanger channel in such manner that the end effects can be neglected and the efficiency
can be extrapolated to simulate the efficiency of a whole heat exchanger (Fig. 1) which in this case
consists of 30 plates. In this model, the flowing water was cold with initial temperature of 323K and
the plates were at constant temperature of 335K. The results indicate that the model is

FIGURE 1. Structure of a typical chevron-type plate heat exchanger. [3]
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2. SETUP AND METHODS

This work consists of over 1000 samples of simulated heat exchanger geometries which were simulated
using Fluent CFD software and optimized using a custom genetic algorithm code. The CFD model
applied was a depth-averaged model presented more thoroughly articles by Lyytikäinen et al. [2] The
depth-averaging allows reducing the complexity of the heat and flow equations to 2D, but is still capable
of taking into account the heat transfer to and from the plates so that the CFD simulations are reason-
ably accurate and can be ran much faster than full 3D-simulations. Our main focus in simulating and
optimizing the heat exchangers has been in actively varying the corrugation angle, since its variation
interval was greatest and in preliminary test runs it proved to have the most uniform parameter in sense
of optimization. Therefore, our results are best illustrated when plotted as a temperature-pressure -
diagrams, and the data points being colored by angle. Such a representation makes it is easy to see, how
the pressure drop and temperature difference change with angle and how the deviation of the other two
design variables, corrugation depth and length, affect the result. Corrugation angle is defined as zero
when it is parallel to fluid flow. Corrugation lengths used varied from 6,5mm to 15mm and corrugation
depths used were between 18mm and 32mm.

3. RESULTS

In previous section we discussed that the corrugation angle is the best way to categorize our results.
The figure 2 clearly shows that corrugation angle has a strong effect in pressure loss and heat transfer.
The distribution of data points shows a clear correlation between pressure loss and corrugation angle
since the flow encounters more resistance when the angle is bigger. Also, the distribution of data points
in each set of angles demonstrates that outcome of the simulation is very sensitive to changes in the
other two variables. The sensitivity can be seen from descriptive statistics as the data range increases
with corrugation angle while the minimum values do not seem to change in any significant way even
though the main data mass of the largest angle dataset is in the 3th and 4th quartile. In the other two
sets there is significantly less dispersion.

The corrugation angle has an adverse effect on the stability of CFD simulations at values greater than
40°. This may lead to non-feasible results such as a temperature difference greater than 12K or a
negative difference in pressure and such simulation outcomes need to be eliminated. The stability was
determined by simulation convergence, since we had set the maximum number of iterations at 1000 to
limit computation time.

FIGURE 2. The results of our simulation data color-coded by corrugation angle.

4. CONCLUSIONS

A great amount of data has been aquired from CFD optimization on chevron-type heat exchangers.
The results provided show that the model is working properly and it is producing feasible results with
reasonable accuracy and will prove useful in future development of heat exchangers. It also agrees with
previous experimental and theoretical results in such extent that it can be considered a reliable study
that can provide consistent data for engineering purposes.
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ABSTRACT

Two phase hat exchangers are main components of large Liquefied Natural Gas (LNG) and air liquefac-

tion plants. Therefore, an optimal design of the heat exchanger may determine the overall performance

of the plant. The traditional approach for optimization of single phase heat exchangers is based on

lumped parameters models (such as 𝜖-NTU), avoiding solving for the temperature distribution, but this

is not valid for the two phase case. A constant heat transfer coefficient (HTC) and pressure gradient

are usually assumed over wide ranges, even though that it is well known this is not valid for two phase

flow. In this work, the governing equations (mass, momentum and energy balances) are solved using the

least squares method. Different correlations for HTC and pressure drop are studied along with different

figures of merit for establishing optimization criteria.

Key Words: Optimization, Heat Exchanger, Two Phase flow, Least Squares.

1. INTRODUCTION

Liquefied Natural Gas (LNG), natural gas processing and 𝐶𝑂2 capture industries are rapidly growing

worldwide. Since heat exchangers (HX) are main components in these industries, both in terms of

capital costs and technical challenges, the development of energy efficient and environmentally friendly

processes turn the attention focus on the HX modeling and design problem.

The mathematical modeling of a HX is based on mass, momentum and energy balances, and these

governing differential equations are solved numerically. The traditional numerical approach for this

problem is based on Finite Difference Method (FDM) or Finite Volume Method (FVM) formulations.

Each stream is divided into nodes and the solution is approximated by a first order polynomial between

the nodes. These methods are very simple to implement and are widely used for HX simulation [1,2].

Commercial FDM and FVM codes are available for computation fluid dynamics (CFD) analysis. How-

ever, generally hundreds of discretization points are required for a suitable solution, resulting in a high

computational cost. Many times, the high computational costs typical of FDM and FVM cannot be

avoided, even assuming the lost in accuracy, because the unconverged solution may present numerical

oscillations and instabilities, and for this reason a large number of points are usually required [1,2,3].

The design, optimization and scaling up of new processes requires to take into account the most favor-

able and most disfavorable conditions in order to guaranty optimal performance and production under

specifications. This means that lots of simulations are required for an optimal design. On this basis, as

an effort for reducing the computational costs, a high order least squares (LS) formulation is presented

in this work as a numerical alternative for this problem.

The LS method consists in a minimization problem approach, i.e. the best approximation available

for the solution is searched within certain constraints. This approach has several advantages. It’s very

versatile and can be applied to lots of problems. It always leads to symmetric problems which result

in positive definite systems that can be solved by traditional iterative solvers. And the convergence
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rate of high order methods is much faster than FDM. This way, the computational time can be reduced

considerably, while increasing the accuracy.

Heat transfer and pressure drop are modeled on the base of experimental data, i.e. they rely on different

correlations. For two phase flow, these correlations can increase significantly the complexity of the

governing equations. For this reason, heat transfer coefficient (HTC) and frictional pressure gradient

are assumed to be constant over wide ranges. But now, with a more effective numerical solver available,

more complex problems can be tackled. In this work, a complete model for heat transfer and pressure

drop is performed on the base of the correlations available on literature [4].

The structure of this work is as follows. In section 2 the mathematical model and numerical method are

introduced. A numerical examples is presented in section 3. Finally in section 4 the main conclusions

of this work are discussed.

2. DESCRIPTION OF THE MODEL

The scope of this work is limited to the one–dimensional, steady–state and constant cross section case.

With these assumptions, one dimensional mass, momentum and energy balance equations can be written

for every stream 𝑖 in the HX as follows:

∂�̇�𝑖
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= 0 (1)
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where 𝑧𝑖 is the flow direction of the stream 𝑖. The mass balance (eq. 1) simply means that the mass

flow rate (�̇�𝑖[𝑘𝑔/𝑠]) is constant along the stream. And this means that 𝜌𝑖𝑉𝑖 = 𝐺𝑖 is also constant.

The pressure gradient in the momentum equation (2) has three contributions: acceleration, gravity and

friction, where 𝑝𝑖 is the pressure [𝑃𝑎], 𝜌𝑖 the density [𝑘𝑔/𝑚3], 𝑉𝑖 the velocity [𝑚/𝑠], 𝜏𝑤 the shear

stress [𝑃𝑎] and 𝐷ℎ𝑖
the hydraulic diameter of the channel [𝑚]. The frictional term is expected to

be dominant and special attention in modeling the shear stress 𝜏𝑤. Comparing different two–phase

flow friction models (homogeneous, separated flow, drift flux) [5], and homogeneous models based on

Moody friction factors was chosen, since it’s simple to implement numerically.

The general formulation of the energy balance (eq. 3) in terms of specific enthalpy (ℎ𝑖[𝐽/𝑘𝑔]) allows

us to work with either single or two–phase flow. The last terms on the right hand side represent the

heat transfer between streams 𝑖 and 𝑗 at local temperatures 𝑇𝑖and 𝑇𝑗 [𝐾], with 𝑁𝑠 the total number of

streams. 𝑈𝑃 is the overall heat transfer coefficient per unit length [𝑊/(𝑚𝐾)], and for steady–state

analysis is computed on the base of thermal resistances.

In general, HX may have complex geometries, with multiple inlet and outlets for every stream. In this

work, a two–streams tube–in–tube HX as shown in the scheme of figure 1 was studied.

For this configuration, the overall HTC can be computed as:

1

𝑈𝑃
=

1

𝜋𝑑𝑜𝛼ℎ
+

1

𝜋𝑑𝑖𝛼𝑐
+

𝑙𝑜𝑔(𝑑𝑜/𝑑𝑖)

2𝜋𝜆𝑤
(4)

where 𝛼𝑐 and 𝛼ℎ are the local HTC on the cold and hot streams, and the last term represents the thermal

resistance of the wall, being 𝜆𝑤 the wall thermal conductivity. A general three regions model was cho-

sen for 𝛼𝑐 and 𝛼ℎ: single phase–liquid, two phase and single phase–gas. For both single phase regions,

a proper Dittus-Bolter correlation [6] was implemented. For two phase flow heat transfer, different

models were used for the hot and cold streams. For condensation heat transfer a Shah correlation was

used, while Chen model was chosen for boiling flow [4].
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FIGURE 1. Schematic representation of a tube-in-tube heat exchanger

With all these considerations, eqs. 1 to 3 were solved numerically by a high order LS method for both

streams , with proper inlet boundary conditions. The main advantage of LS is the spectral convergence

that allows to improve the accuracy and the computational cost [7].

Several figure of merit can be defined for a two phase heat exchanger, depending on the application,

such as capital cost, total weight, etc. In this work integral responses like total heat duty, pressure drop

or pumping power will be studied.

3. RESULTS

Figure 2 shows the temperature distribution for parallel and counter flow HX. The hot fluid is butane at

2.4 bar, and the cold fluid is R134a at 6.2 bar (inlet pressures).
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FIGURE 2. Temperature distribution for parallel and counter flow case

In figure 2 it can be seen that, for the counterflow there is a point in the core of the HX where the

temperature difference is the smallest. This is known as the pinch point, and there are some optimization

criteria related to this Δ𝑇𝑚𝑖𝑛. But this escapes the scope of this work, which is limited to integral

responses, like the ones mentioned above

This problem is influenced by lots of parameters. For given working fluid, all the physical properties

are only dependent on the inlet pressures (𝑝𝑐𝐼𝑁 and 𝑝ℎ𝐼𝑁
) and temperatures (𝑇𝑐𝐼𝑁 and 𝑇ℎ𝐼𝑁

). The

geometrical parameters involved are the diameters (𝑑𝑖 and 𝑑𝑜) and the length 𝐿. Finally, the mass flow
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FIGURE 3. Schematic representation of a tube-in-tube heat exchanger

rates (�̇�𝑐 and �̇�ℎ) and the wall thickness 𝑡 and thermal conductivity 𝜆𝑤. This means that for a simple

case like the tube–in–tube there are more than 10 relevant parameters.

The optimization process consists in searching the set of parameters that maximize or minimize some

objective function. One objective function can be, for example, the total heat duty. The dependence of

this objective function on some parameters is clear: it increases with the length 𝐿 and decreases with

the wall thickness 𝑡. With other parameters the analysis is not so straightforward. Figure 3 shows the

evolution of the heat 𝑄 with the inner diameter 𝑑𝑖, showing a wide optimum.

4. CONCLUSIONS

The dependence of the objective functions on two phase HX (e.g. the total heat duty) on some param-

eters can be quite intricate. This is the motivation for solving the governing equation in stead of using

simplified lumped–parameters models that disregard some effects. The use of a high order LS method

allows us to do that with acceptable accuracy and at reasonable computational cost. Different integral

responses (heat duty, pressure drop, pumping power) are studied in this work as objective functions.
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ABSTRACT 

A 3-D FEM simulator is calibrated to accurately predict the transient thermal behavior of RF transistors. 
Besides, an in-house code is developed to extract an optimized Foster network for the description of the 
thermal impedance of the devices, thus allowing the analysis of the thermal response in the frequency 
domain. Both tools are successfully employed to study the thermal dynamics of silicon-on-glass BJTs.  

Key Words: Bipolar Junction Transistors (BJTs), Finite-Element Method (FEM), Heat Transfer, 
Silicon-On-Glass (SOG), Thermal Impedance, Thermal Networks, Thermal Resistance. 

1. INTRODUCTION 

The semiconductor industry is constantly aiming to improve the performance of high-speed radio-
frequency (RF) devices. Aggressive isolation schemes, which rely on oxide- or even air-filled trenches, 
often combined with silicon-on-insulator substrates, are increasingly exploited to reduce parasitics and 
minimize electrical interactions with neighboring devices/circuits and cross-talk via substrate. In this 
scenario, the silicon-on-glass (SOG) technology represents the ultimate solution in terms of dielectric 
isolation: the active area is located in a small silicon island entirely enclosed by insulating layers, and a 
high-resistivity glass substrate is employed to annihilate cross-talk effects [1]. Unfortunately, due to the 
dramatically low thermal conductivities of the insulating materials, even low-power RF transistors are 
often affected by considerably high operating temperatures that lead to performance degradation and 
hamper the realization of reliable integrated circuits (e.g., [2]). As a consequence, thermally optimizing 
electronic devices/circuit at the design stage has become of utmost importance, and predicting the 
temperature of the transistors for an assigned dissipated power under both steady-state and dynamic 
conditions is essential. Analytical approaches to accomplish this task would lead to computationally 
inexpensive formulations; however, they are viable only for oversimplified device geometries as e.g., 
devices embedded in conventional bulk substrates. Thus, effective numerical strategies are to be sought. 

The contribution of this work is twofold. First, a tuning strategy is applied to enable the finite-element-
method (FEM) Comsol package [3] to perform reliable – yet not highly onerous from the computational 
standpoint – 3-D thermal transient simulations of state-of-the-art bipolar transistors, which are massively 
employed in communication systems. As a result, the software can be exploited to provide an in-depth 
insight into the heat propagation process, as well as to predict – prior to fabrication – the influence of 
technological solutions devised to counteract the electrothermal feedback. Second, an in-house routine is 
developed to extract the equivalent (thermal) resistances and capacitances of a Foster network to 
describe the thermal behavior of the devices in the frequency domain. The tools are adopted to quantify 
the influence of design parameters and the cooling action of on-wafer heatspreaders on the dynamic 
behavior of SOG bipolar junction transistors (BJTs), although they can be in principle exploited for any 
device category.  
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2. FEM SIMULATION STRATEGY 

The simulation strategy can be described as follows.  

In-house routines were conceived and developed to automatically (and precisely) build the mesh 
representing the SOG BJTs to be thermally analyzed within the software environment starting from the 
layout file and information concerning the thicknesses of the layers. A suitable optimization of the mesh-
building parameters (i.e., the so-called scaling factors) allowed overcoming the meshing issues due to 
the concurrent presence of extremely thin layers with different material properties. 

The measurements of SOG BJTs were performed on wafers of 10 cm in diameter, where the heat can 
spread over a volume much larger than that corresponding to a single transistor; several simulations were 
therefore carried out in order to identify the minimum area to achieve an acceptable degree of accuracy 
without accounting for a considerably high number of mesh elements. It was found that an area of 
1000×1000 µm2 is enough to guarantee satisfactory results (see Figure 1). Further area enlargements 
only increase the CPU/memory requirements without sensibly modifying the calculated temperature 
field over the BJTs under analysis.  

Due to the inherent symmetry of the SOG devices, only one quarter of each domain was simulated (see 
Figures 1 and 2) and the missing portions were virtually recreated by imposing adiabatic conditions (i.e., 
zero outgoing heat flux) over the planes of symmetry, thereby reducing the number of elements to be 
considered.  

Further minimization of the required computational resources was achieved by suitably employing 
automated grid refinement strategies, which allow obtaining finely-meshed regions only where high 
temperature gradients are more likely to occur (see Figure 3).  

Note that the base and emitter lines were accurately defined within the simulator environment (see the 
zoom-in of Figure 2) to correctly predict the thermal behavior under transient conditions for devices 
provided with an aluminum nitride layer deposited on the front-wafer, which operates as a heatspreader. 
The metal tracks of emitter and base represent indeed a fundamental path for the heat to be quickly 
transferred from the active region to the AlN layer. 

A boundary condition (b.c.) of the 3rd kind was imposed over the top surface of the bondpads to account 
for the heat flow through the probes contacted to the device during experiments. This b.c. relates the 
outgoing heat flux to the temperature field on the pads by a parameter known as heat transfer coefficient, 
the value of which was set to 5 W/cm2K.  
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FIGURE 1. Top-view (microscope image) of 
an SOG BJT along with the representation (not 
to scale) of the domain actually simulated.  

FIGURE 2. Details of the structure of an SOG BJT provided with 
an AlN heatspreader and zoom-in of the silicon island (not to scale). 

A typical 3-D mesh comprises 2×105 elements. A steady-state solution (i.e., the static temperature field 
in any point of the overall domain) is evaluated in about 1 minute. The calculation of the whole transient 
response to a unitary power step requires slightly more than 1 hour by using a computer equipped with a 
quad-core processor at 2.9 GHz and an 8 GB RAM.  
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As concerns the proper setting of the material parameters (i.e., thermal conductivity and specific heat) 
involved, a calibration procedure was adopted that can be explained as follows. 

First, a reference structure without any heatspreaders was numerically simulated by tuning the – rather 
uncertain – specific heats of silicon nitride, glue, and glass so as to guarantee the best fit with the 
experimental thermal impedance (namely, the transient temperature increase over ambient normalized to 
the dissipated power) over the whole time range considered. By converse, all other parameters were 
taken from the literature (further details can be found in [4]).  

Subsequently, an SOG BJT provided with a 2-µm-thick polycrystalline AlN layer on the front-wafer 
was simulated, and the thermal conductivity and specific heat of AlN was adjusted so as to favorably 
match the thermal impedance measured on the same AlN-cooled transistor. As concerns the thermal 
conductivity, the best fitting was achieved with a value of 17 W/mK.  

As can be observed in Figure 4, the simulated and measured thermal impedances versus time excellently 
match for devices with and without heatspreaders.  
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FIGURE 3. Details of the optimized mesh adopted for a 
typical SOG BJT. 

FIGURE 4. Thermal impedance versus time for devices with 
and without heatspreaders as evaluated both experimentally 
(symbols) and numerically (solid lines). The emitter area AE 
of the devices under analysis amounts to 1×20 µm2. 

3. NETWORK OPIMIZATION 

As mentioned earlier in this work, an in-house routine was developed to obtain the minimum number of 
RC-ports (i.e., the poles of an equivalent transfer function) so as to describe an either measured or 
numerical thermal impedance versus time with a prescribed degree of accuracy. The code operates as 
follows. First, some Foster networks employing a given number of elementary RC-ports are determined 
via various approaches (e.g., [5]). Afterward, the curve associated with the minimum error is identified. 
The attained values of the equivalent resistances and capacitances are then further optimized through a 
custom code relying on a least-square algorithm. Throughout this work, the maximum error allowed for 
the identification process was set to 3%. It was found that 5-pole Foster networks guarantee errors 
sensibly smaller than 3% for any of the SOG devices under analysis. The optimized Foster network was 
employed to extend the analysis of the SOG BJTs in the frequency domain.  

4. RESULTS AND DISCUSSION 

Let us first recall that the rise time is defined as the time period separating 10% and 90% of the 
steady-state value of the thermal impedance (i.e., the self-heating thermal resistance), thereby 
describing the speed of the system to (thermally) respond to a power step.  

Figure 5 shows the effect of varying the area of the emitter stripe for a prescribed aspect ratio (i.e., 
an assigned shape) for devices with and without a 2-µm-thick AlN layer integrated on the front-wafer. 
The analysis was carried out through the approach described in Section 2 by keeping constant the 
spacing between the edges of the emitter stripe and the trench sidewalls. An inspection of the figure 
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reveals that the thermal resistance exhibits a 35% reduction when enlarging the emitter area from 20 µm2 
to 180 µm2 (i.e., increasing the area of the silicon island from 300 µm2 to 910 µm2); as far as the rise 
time is concerned, an increase of 27% is obtained meaning that the system is slower from a thermal 
point of view. 

It is noteworthy that the calibrated numerical tool can be also adopted to detect temperature maps over 
chosen device regions. This can be particularly useful to effortlessly explore the influence of alternative 
materials on the thermal behavior of the transistors, and quantify the thermal coupling between 
elementary devices integrated in the same chip, which might play a decisive role in the electrothermal 
behavior of devices and circuits. 

The magnitude of the thermal impedance versus frequency, as evaluated through the approach described 
in Section 3, is reported in Figure 6 by varying the emitter area for devices with and without an AlN 
heatspreader. It is shown that the thermal cut-off frequency (i.e., the frequency at which the magnitude 
reduces by 30% with respect to the maximum value) decreases with enlarging the emitter area (and 
therefore the area of the silicon island), while slightly increasing by employing an AlN heatspreader for 
the same area. Lastly, it is to be underlined that the thermal cut-off frequencies are in the order of 
hundreds of Hz, while the electrical ones are equal to a few tens of GHz; as a consequence, thermal 
issues are not critical for small signal operation of SOG BJTs. 
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FIGURE 5. Simulated thermal impedance versus time by 
varying the emitter area and keeping the aspect ratio equal to 
20. The points where the thermal impedance reaches the 90% 
of the steady-state value are identified with dots. 

FIGURE 6. Thermal impedance magnitude versus frequency 
as evaluated through the approach described in Section 3 by 
varying emitter area for devices with and without an AlN 
layer acting as a heatspreader. Also identified are the 
magnitudes corresponding to the cut-off frequencies.  
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ABSTRACT 

The paper introduces the issue of the numerical simulation of the thermal behaviour of a poly-
silicon PV cell and the typical defects that can affect the device. These defects are modelled by 
means of Finite Element Method (FEM) and implemented in Comsol Multiphysics environment in 
order to analyze the temperature distribution in the whole defected PV cell, because abnormal 
temperatures reduce the PV cell efficiency. The attention is focused on two specific defects: linear 
edge shunt and hole. Both defects can be classified as process induced. Simulation results are 
compared with the thermo-grams of real cases and the goodness of the models is confirmed. 

Key Words: Heat Transfer, Finite Elements, PV cell, Typical Defects. 

1. INTRODUCTION 

The study in depth of the dependence on temperature of the performances of PV devices is to be 
considered of critical importance as the abnormal increasing of the temperature of the whole cell as 
well as of some area strongly reduces the cell performances. Electrical parameters, such as voltage 
and current, of solar devices are strongly influenced by temperature increasing (Figure 1 a). Also 
the efficiency η and the output power of the PV cell are strongly influenced by temperature 
variations as well as the fill factor FF (Figure 1 b) [1]. 

    

   a)        b) 

Figure 1. Dependence of current – voltage curves a) and parameters of solar cell upon the 
temperature. 

From Figure 1 it is possible to note as while the VOC strongly decreases when the temperature 
increases, the ISC current shows only slightly variation [2]. 
This aspect highlights the critical influence of the defects on the cell performances. Defects can be 
considered as parasitical resistances connected to the photovoltaic cell; their presence causes an 
abnormal increasing of the cell temperature with a clear degradation of the device performances.   
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At the state of the art possible shunts in PV cells are classified in nine different typologies. Shunts 
are defined resistive like if they explain a current – voltage characteristic resistive-like or linear. In 
this case they are available in both polarization conditions during the lock-in thermography. If they 
appear only under one polarization condition (forward or reverse), they will show a nonlinear I-V 
curve: in this case the shunt is said to be diode-like. 
From a physical point of view, shunts can be grouped in two categories: process induced and 
material induced. As this paper proposes the models of two process induced shunts (linear edge 
shunt and hole), a brief description of them follows. The former one is due to an incorrect edge 
insulation of PV device and is localizable in monocrystalline as well as in polycristalline cells. The 
presence of such a shunt allows a low resistivity path develops between top and bottom side of the 
cell acting as short circuit on the lateral side of the cell. The latter one can be produced by laser 
cutting. During screen printing, some metal paste may penetrate the hole and, after firing, strong 
linear shunts can occur [3]. Figure 2 reports the lock-in thermogram in both forward and reverse 
bias: the shunts generating the hot areas, available in both polarization conditions, are resistive-like. 

        

   (a)      (b) 

FIGURE 2. Figure 2: (a) lock-in thermo-gram at +0.5 V, (b) lock-in thermo-gram at -0.5 V. Hot spots 
focused with arrows, visible in both figures, are linear edge shunt. 

The paper proposes a simulated analysis of the described shunts for a poly-Silicon cell to highlight 
the thermal behavior of the defected area with respect to the remaining cell. The shunts can be 
classified as negligible, light or strong depending from the maximum value of the temperature.  
The paper is organized as follows: Section 2 introduces the features of the modelled defects, while 
Section 3 proposes the simulation results for all considered cases. Section 4 reports conclusions and 
future works. 

2. PROPOSED MODEL 

As told, shunts can be grouped in two categories according to their I-V characteristic: the shunt is 
said resistive-like if it is present independently from the polarity of the supply voltage, otherwise it 
is said diode-like [4]. The FEM model of the Poly-Si PV cell has been implemented trough CAD 
tools available in Comsol’s environment, according to the geometrical features characterizing the 
well operating model of a commercial monocrystalline PV cell explained in [5]. From a physical 
point of view the monocrystalline layer has been substituted by a Poly-Si layer while the other 
layers have been modelled as in [5], i.e. top and bottom electrodes modelled as silver and support 
oxide layer composed by TiO2. All thermal and/electrical features of the mentioned materials are 
available in Comsol's Material Library (Table 1). 
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Material Ag Poly-Si TiO2 

k 429 34 k(T[1/K])[W/(m*K)] 

ρ 10500 2320 rho(T[1/K])[kg/m^3] 

CP 

 
 

235 

 
 

678 

 
 

C(T[1/K])[J/(kg*K)] 
    

 
Table 1. Thermal parameters of each layer. 

 
Note that in the case of the oxide layer all parameters are expressed by an equation available in 
Comsol’s material libraries as a temperature function. 
The linear edge shunt has been modelled as a short circuit on one side of the cell; geometrical 
dimensions of the short-circuit are 1cm× 250µm (length× height), while the electrical conductivity 
σel   has been set to different values. This aspect allows simulating the behaviour of different hot 
spots corresponding to the implemented defect. Figure 3 shows the short-circuit (in blue colour) 
superimposed on a well operating PV cell model. 

 

FIGURE 3. Model of a linear edge shunt applied on a well operating PV cell. 

Instead, the hole has been modelled as a 2 mm-diameter cylinder constituted by metal paste and 
inserted into a well-operating PV cell structure [5] with the poly-Si layer. Figure 4 shows the defect 
implemented into the well operating cell structure. The conductivity value σel, for the low resistivity 
path due to the hole filled of metal paste,  has been set to 103 S/m. 

 

 

FIGURE 4. Structure of a PV cell with hole. 
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3. RESULTS 

All simulations have been run using multiphysics simulation tools available in Comsol's 
environment. The complexity of the developed model arises from the high number of degrees of 
freedom to be solved. The solution of a FEM model requires the subdivision of the continuous 
system into a finite number of sub domains. This aspect is possible through the mesh generation 
step. In the proposed model the mesh size has been set up to very coarse. The resulting mesh is 
composed by 356.982 elements. Reducing the mesh elements size, memory overflow happens. Two 
different typologies of solvers can be used, all available in Comsol Multiphysics environment: 
direct and iterative ones. The choice depends on the available computational power: if a great 
computational power is available direct solvers are preferred. As a multiprocessor architecture has 
been used, PARDISO (sPARse DIrect Solver) solver, that improves factoring process using Level-3 
BLAS supernode technique, has been chosen, becaues it results the most efficient solver for these 
applications [6]. Using other solvers, such as UMFPACK (Unsymmetric multifrontal sparse LU 
factorization package) based on LU factoring, or SPOOLES (SParse Object Oriented Linear Equation 
Solver) used to solve both symmetric and asymmetric systems, very long simulation times are needed. 
The TAUCS solver algorithm that is based on Cholesky factoring cannot be used as it needs the 
coefficients matrix of the system to be symmetric. For the proposed poly-Si PV cell model the 
number of degrees of freedom is 570.578.  To complete the model definition the set up of the 
boundary conditions is required. According to the analysis to be developed, different boundary 
conditions can be set up. In the case of the thermal analysis, which has been conducted using the 
Comsol’s Heat Transfer Module, a Neuman’s boundary condition, has been set up: so the value of 
the incoming flux is fixed. According to NOCT (Nominal Operative Cell Temperature) this value 
has been fixed to 800 W/m2. The model of total flux on the cell implemented in Comsol 
Multhiphysics is the following: 

4 4-n • q = q + h(T - T) + σε(T - T )env0 inf   (1) 

where q0 is the incoming flux, while h is the heat transfer coefficient, whose value depends on 
geometrical features of the model and has been evaluatedt equal to 11 W/ (m2K) for this application. 
Temperatures values Tinf e Tenv are set equal to 20 °C, σ is the Stefan-Boltzmann constant, while  the 
correct value of the emissivity ε is to be set up for each material used into the model. The emissivity 
values are reported in Table 2. 

Material Ag Poly-Si TiO2 

ε 0.01 0.85 0.9 
    

Table 2. Emissivity value of each layer. 

Simulations have been run using steady state analysis. Table 3 reports simulation times depending 
on the used solver. 

Solver Simulation time (s) 

UMFPACK 442 
SPOOLES 1807 
PARDISO 240 

TAUCS - 

Table 3. Simulation time. 

 
As expected TAUCS cannot solve the simulation. This is the reason of the empty field in the table. 
Figure 5 shows the simulation results for the well operating poly-Si PV cell. 
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   (a)      (b) 

FIGURE 5. Temperature distribution on the poly-Si PV cell. (a) upper surface, (b) lower face. 

The value of the temperature reaches 45.15°C and it agrees with NOCT of commercial PV cell. In 
fact the NOCT specifications of a commercial Poly-Si photovoltaic cell with an incoming flux of 
800 W/m2, a wind speed of 1 m/s and an environment starting temperature of 20 °C, the cell has to 
reaches a temperature of 45 °C with a tolerance of 2°C. The temperature difference, even if small, 
across upper and lower faces of the cell depends on the value of incoming flux q0 that has been set 
on both faces. To simulate a real operating situation the incoming flux of the lower has been set up 
to 0 W/m2. Figure 6 (a) (b) and (c) shows the temperature distribution of a PV cell, when different 
linear edge shunts occur. From a numerical point of view the number of mesh elements that have 
been generated using a very coarse mesh size is of 365.181 that correspond to 1.163.498 degrees of 
freedom to be solved. The reason of this large number of degrees of freedom to be solved comes 
from the multiphysical analysis that has been conducted on this model. To develop such a 
simulation two Comsol’s modules are to be used at the same time: Heat Transfer and AC/DC. In 
this way there are two groups of equations to be solved. All the simulations have been run using 
PARDISO solver and have been solved in about 850 seconds. To simulate different hot spots, 
different values of the electrical conductivity of the modelled low resistivity walk across cell 
electrodes have been considered. Hot spots connected with possible shunts can be defined as 
negligible, light or strong according to the temperature increasing of the defected area with respect 
to the remaining cell. Setting the value of σel equal to 2 x 104 S/m a strong hot spot is simulated 
(Figure 6 (a)), while the behaviour simulated in the figures 6 (b) and (c) corresponds  to electrical 
conductivity values set to 6 x 103 S/m and 4 x 103 S/m, respectively. 

  

(a) 
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  (b)         (c) 

 

              (d) 

FIGURE 6. Temperature distribution for defected cell: (a) strong hot spot connected to the linear 
edge shunt, (b) light hot spot, (c) negligible hot spot, (d) hot spot connected with the hole presence. 

Figure 6 (d) shows thermal diagram for a PV cell with a hole-type defect. In this case the degrees of 
freedom to be solved is 1.199.274. This simulation has been completed, using PARDISO solver, in 
about 900 seconds. Observing the temperature distribution of the defected cells (Figure 6), some  
considerations can be done:  

a) the temperature of the hot spot for the linear edge shunt is 71.71 °C, while the remaining 
part of the cell shows a temperature of 47.16 °C. As the temperature difference between the 
two regions is over than 18°C, this hot spot is classified as strong and the power loss is 
about 8%. 

b) the temperature of the defected area reaches the value of 53.15 °C. In this case the hot spot 
is said light and the power loss concerning a defect like this is of about 4% 

c) the hot spot shows a temperature difference with respect to the whole cell of about 5 °C. In 
fact the temperature of the defected area in this case is of 50.47 °C while the remaining cell 
reaches the temperature of 45.48 °C This hot spot can be considered negligible and the 
power loss is less than 2%. 

d) the temperature of the hot spot for the hole is 65.786 °C, respect to the 46.109 °C of the 
remaining cell. This typology of hot spot is always strong [4].  
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The following Table 4 summarizes the comparison between the temperature increasing of 
some area of the cell and the power decreasing when abnormal heating occurs. 

∆Τ(increase) ∆P(decrease) 
< 5°C < 2% 
10°C 4% 
18°C 8% 

 
Table 4. Power decreasing vs. temperature increasing in a solar cell. 

 
The temperature difference between defected and sound areas of poly-Si PV cell, for both the defect 
typologies, is higher than the temperature difference for monocrystalline PV cell [7]. Simulation 
results agree with the temperature values of hot spots revealable through infrared analysis, as 
explained in [8]. Then, the goodness of the model is confirmed and it can be used for an in-depth 
investigation of other typologies of PV cell defects. 

4. CONCLUSIONS 

The proposed model of poly-Si PV-cell has allowed to highlight that the same specific defects 
(linear edge shunt and hole) produce different thermal behaviour for poly-Si PV-cell with respect to 
the monocrystalline one. Future works will be oriented to the implementation in Comsol of other 
typologies of defects in order to evaluate the thermal behaviour of poly-Si PV-cell as well as of  
monocrystalline one. 
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ABSTRACT 

The paper introduces the issue of simulating the thermal behaviour of a monocrystalline PV-cell 
under different heating sources. The models have been developed by means of Finite Element 
Method (FEM) and implemented in Comsol Multiphysics environment. The attention has been 
focused on three specific situations: cell under solar radiation, cell in conduction state (the only heat 
source is the current flowing between the electrodes), cell exposed to both the effects. Simulations 
confirm the goodness of the implemented model for simulating a real well operating PV cell. 

Key Words: PV-cell, Solar Radiation, Joule’s Effect, FEM. 

1. INTRODUCTION 

The temperature distribution of a photovoltaic cell depends on two factors: the solar radiation and 
the Joule’s effect. The thermal and thermo-electrical simulations for the PV device in different 
operating conditions let to show the lower heating due to the Joule’s effect with respect to the 
heating due to the solar radiation. In this paper the thermal behaviour of a well operating PV cell 
under different heating sources is studied by means of FEM in Comsol Multiphysics environment. 
Formerly, heating due to the solar radiation is presented, according to real operative conditions of a 
PV cell. Then, the thermal behaviour of the cell due to the current flowing through the external 
circuit between the cell electrodes is analyzed. Finally simulation results taking into account both 
the effects are evaluated. In the following the three simulations are named as case a), case b), and 
case c). The coupling analysis has been possible using the multhiphysical features available in 
Comsol environment and the simulation results have shown the goodness of the proposed model. It 
can be used to evaluate abnormal heating deriving by defects of the cell [1], highlighted and 
evaluated by means of thermography [2] that is the most performing method to localize shunting 
path within solar cells. These problems are often encountered during cell manufacturing or due to 
the field aging [3]. The paper is organized as follows: Section 2 introduces the proposed model, 
Section 3 proposes the simulation results, while Section 4 reports conclusions and future works. 

2. PROPOSED MODEL 

The FEM model of a commercial PV cell (Figure 1 and 2) has been implemented by means of CAD 
tools available in Comsol’s environment [4]. To solve such a multiphysical model an extreme 
computation power is required and also PCs with very high computational performances reveal 
strong difficulties to complete the simulation. This paper proposes a scaled model of the PV cell in 
[4] that can be solved on PC with large computational power. The side of the structure described in 
[4] has been scaled of a factor 2, while the thickness of each layer has the original value as well as 
all physical features. Only one parameter, depending on geometrical features of the developed 
model, has been re-determined to find the correct value to be set up. In fact the heat transfer 
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coefficient, h, depends on geometrical dimensions of the structure; its value is function of length, 
width and thickness of the model. Length and width have the same value because a square structure 
is considered. So h value has been computed considering the same thickness of the original model 
reducing length and width of a factor 2. Then, the new value for the heat transfer coefficient results 
equal to 15.6 W/m2K. Thermal analysis has been developed using the Heat transfer module 
available among Comsol’s modules. 
Incoming flux for the simulations related to the case a) and c) has been set equal to the value of 800 
W/m2. This condition has been set up only on the upper face of the structure, which is directly run 
over by the solar radiation. The value of the incoming flux for the lower face has been set equal to 0 
W/m2 as it happens in real photovoltaic modules during the normal operation. These thermal 
boundary conditions are defined by NOCT (Nominal Operative Cell Temperature) specifications. 
This conditions imposes the value of incoming flux to be set equal to 800 W/m2, wind speed equal 
to 1m/s and environment temperature of 20 °C1. All these values can be set up on the model using 
the Boundary conditions setting mask available in Comsol’s interface. When the value of the 
incoming flux is fixed a Neumann’s boundary condition, that imposes the value of solution 
derivative on boundaries, is set up. Moreover, on the cell sides a thermal insulation condition has 
been imposed. It allows reproducing the same real operative conditions of a PV cell into a PV 
module. For the simulations related to the case b) and c) the AC/DC module has been used together 
with the Heat Transfer one to study the thermo-electrical behaviour of the modelled PV cell: a 
voltage of 0.6 V has been applied across the cell electrodes. All the other parameters to be imposed 
in Comsol’s Sub domain setting mask (materials emissivity, conductivity, environmental 
temperature, etc.) have been set as in [4]. From a numerical point of view, the development of a 
multiphysical analysis increases strongly the complexity of the developed model in terms of 
discrete domains. 

           

FIGURE 1. Proposed  model.      FIGURE 2. Zoom on the thickness. 

 

3. RESULTS 

The simulations have been run under a Dell workstation with the following features: dual core 
INTEL XEON 5130, clock frequency 2 GHz, RAM 16 GB. According to the FEM theory, a linear 
equations system coming from a PDE system has to be solved. To obtain the resolving linear 
system, it has to be divided in a lot of elements, finite in number and dimension. This can be 
obtained during the mesh creation step. The software allows to use a pre-defined mesh size. In the 
proposed model the mesh size has been set up to extra coarse size. The number of the mesh 
elements is 493.073 corresponding to 1.495.150 degrees of freedom. It is important to highlight that 
the number of degrees of freedom is valid for all the three cases. The model complexity is strongly 
                                                           
1 Often in experimental analysis the reference condition considered is the STC (Standard Test Condition). It imposes that the solar flux is 
to be set equal to 100 mW/cm2 (=1000 W/m2) conforming to the standard reference AM 1.5 spectrum and temperature of 298.16 K that 
corresponds to 25 °C. The use of this value for the incoming flux can be really useful as the efficiency in percent is numerically equal to 
the power output expressed in mW/cm2 [5]. 
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dependent on grid element size: reducing the elements size, the number of degrees of freedom to be 
solved increases and the calculator memory becomes saturated yet when a dense size of the mesh 
elements is set. Table 1 reports the grid dependence analysis developed on the original model 
explained in [4] to highlight this aspect. 
 

Mesh element size Number of mesh elements Degrees of freedom 

Extra coarse 140893 3512306 
Very coarse 352449 570578 

Medium coarse 700404 1112541 
Coarse 1130921 1772226 
Normal 1765066 2735076 
Dense 2490426 3842953 

Medium dense 3512306 5340937 
Very dense - - 
Extra dense - - 

 
Table 1. Global mesh characteristics.  

 
The presence of empty fields is due to overflow of the PC memory. 
The high number of degrees of freedom to be solved is connected to the multiphysical analysis that 
has to be run. The use of two modules at the same time allows considering the model like a double 
model: an electrical one and a thermal one. This increases the number of resulting degrees of 
freedom. For this reason it is not possible to simulate the thermal behaviour of a 36 PV-cells 
module in spite of the computational performances of the utilized PC power. 
The software offers two typologies of solvers: direct and iterative ones. The large computational 
power available allows using direct solvers for the simulations. Simulation issues have shown that 
the most performing solver is PARDISO (SParse Object Oriented Linear Equation Solver) solver. It 
happens because it uses the Level-3 BLAS supernode technique of matrix factorization [6]. Each 
one of the three simulations with this solver has required about 8 minutes. The other direct solvers 
available in Comsol are UMFPACK (Unsymmetric multifrontal sparse LU factorization package), 
SPOOLES (SParse Object Oriented Linear Equation Solver) and TAUCS. The last one needs that 
the coefficient matrix is symmetric; then it cannot be used for the cases under study. Iterative 
solvers available may be used if simulations are to be run on calculators with lower calculation 
power respect to the used one. Those available in Comsol environment are the GMRES 
(Generalized Minimal RESidual), Conjugate Gradient and Geometric multigrid. The first one and 
the second one concern the solution methods of Krylov’s subspace and consist in the product of a 
matrix with a vector or else in the internal product between two vectors. The last methods can be 
considered the most performing among the iterative ones available in Comsol even if complex 
linear problems come from the linearization of PDE’s problems. Their complexity comes from the 
need to solve finite element models with variable mesh element size [7]. 
All the simulations have been run in steady state. Simulation results of case a) can be observed in 
Figures 3 (a) and (b). The comparison among the figures allows revealing the different temperatures 
between the lower and the upper surfaces. In fact the upper face reaches a temperature of 39.72 °C 
while the temperature of the lower one is of 39.67 °C. Even if it is small, the temperature difference 
represents a real operating situation, highlighting that the model well simulates a well operating PV 
cell. It is important to highlight that to simulate such a real behaviour of the modelled cell a good 
setting of boundary conditions is to be done: according to NOCT condition the incoming flux value 
has been fixed equal to 800 W/m2. This is true only for the upper face of the cell that receives the 
direct sun irradiation. In the case of the lower face, the value of the incoming flux has to be set up 
equal to 0 W/m2. To analyze the influence of the only Joule’s effect on the heating of the device 
(case b)), the cell has been closed on a resistive load, modelled as a thin resistive layer.   
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   (a)      (b) 

FIGURE 3. (a) Upper surface of the cell under direct solar radiation; (b) lower surface of the cell. 

 

A voltage of 0.6 V has been applied across cell pins while on the other surfaces a boundary 
condition of electrical insulation has been set up. At the contact surfaces between the cell and the 
thin layer a condition of continuity has been set up, whose mathematical model is shown in 
equation (1). 
 

( )1 2 0n J J− =i          (1) 

 
where Ji (i = 1,2) is the density of the current flowing from the cell inside the connected load. 
This case-study needs the incoming flux value to be set to zero for both faces of the cell: the 
simulation result shows the temperature distribution on the system due to the only Joule’s effect. 
The cell temperature is 28.76 °C, as reported in Figure 4. The temperature value is about 11 °C 
lower than the temperature reached by the cell under the solar radiation, (Figure 3 (a) and (b)). 
 

 

FIGURE 4. Temperature distribution of the cell under heating for Joule’s effect. 

 

Finally the thermal behaviour of the cell has been analyzed considering the device exposed to both 
the effects simultaneously using multiphysical utilities available in Comsol environment that allow 
to use more than one single module at the same time. In this case the boundary conditions applied 
on the model are the same of thermal analysis (case a)), while from the electrical point of view 
conditions on voltage across cell electrodes, electrical insulation and continuity are the same of the 
case b). 
In this case the maximum temperature of the cell is 48.01 °C, as shown in Figure 5.  
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FIGURE 5. Temperature distribution of the cell with both heating sources. 

 

Table 2 summarizes all the results: T0 is the environmental temperature, while Tf is the final 
temperature reached by the cell. The first row of the table is referred to the cell under the only solar 
radiation. It is possible to observe how the temperature increase is about 20 °C. The second row 
refers to the Joule's effect on the device heating and it highlights the low influence; in this case the 
temperature goes from 20 °C to 28.76 °C. The last row refers to the real case in which both the 
effects are present simultaneously: the cell conducts and is exposed to the solar radiation. In this 
case there is a strong increase of the cell temperature, about 29 °C. From table 2 it is possible to 
observe as the ∆T of the case c) is almost equal to the sum of the corresponding values of the other 
two cases. This shows that the system can be considered quasi - linear. 

 

 T0 Tf ∆T  

Radiative flux 20°C 39.72°C 19.72°C 

Joule’s effect 20°C 28.76°C 8.76°C 
 

Radiative flux 
and Joule’s 

effect 

20°C 48.01°C 28.01°C 

    

TABLE 2.  Temperature comparison among the three cases. 

4. CONCLUSIONS 

The simulation results have allowed to highlight the goodness of the proposed 3-D model for a PV-
cell utilizing FEM. Simulation results are presented for the heating due to Joule’s effect, heating 
due to the radiative flux, and heating due to both of them. Results agree with measures on real PV-
cells. Specific issues related to the numerical implementation of a PV-cell in Comsol environment 
are introduced. The strategy to implement a scaled model of the PV-cell in order to avoid the 
problems related to computational burden has been effective. This approach will be used in future 
works to model typical defects of PV-cells. 
The grid dependence analysis highlights the computational costs for the proposed 3-D PV-cell  
model. It is worth noting that even if a great computational power has been used, a higher mesh 
definition cannot be used to avid memory overflow. 
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ABSTRACT 

The Debye model for heat capacity of crystals is used to study the phonon heat transfer properties of 
quasi-1D structures such as nanowires and nanorods. According to the results reported in previous 
literature, we schematize a nanowire by a stack of 40 cells, total length 400 nm, with z-direction for 
heat flux coincident with the axis of nanowire and initial temperature 300 K. Transient temperature 
(time step 2 ps) field is studied after that at t=0 the wall of the first cell is set at 500 K. The 
nanostructure dimensions considered in the plane perpendicular to the z-axis are 2-50 nm. 
Calculations are performed by Monte Carlo simulation for the phonon drift movements and scattering 
process. The main result is the following: the smaller sizes Lx, Ly,  of the simulation cell in the plane 
perpendicular to the heat flux (x-, y-axis) does influences the rate of temperature transient response in 
the neighbouring of hot boundary (~50 nm) at short times (200 ps). Moreover, smaller Lx, Ly, yield to 
predicted longer times (~10 ns) for settling of linear temperature regime and to smaller heat 
conductivity within 10% at parity of heat flux.  

Key Words: Phonons, Transient Heat Transfer, Debye Model, Crystalline Solids 

1. INTRODUCTION 

Quasi-1D nanostructures, namely those nanomaterials with all but one dimension below 100 nm, are 
very interesting media to study quantum confinement effects in physics and chemistry.  
Nanoscale heat transfer deal with the mechanisms of transferring heat energy flux through domains 
with dimensions too small to allow the application of macroscopic thermophysical properties. In the 
case of crystal nanostructure the lattice vibrations can significantly contribute to the global heat 
transfer balance and the carrier of quantum vibrational energy are called phonons. Fourier law loose 
its applicability for two reasons. The first one is the size effect which accounts for the interactions 
between heat carrier (electrons, phonons) and the physical boundaries of nanostructures. The second 
one concerns with the interactions and anomalous effects at sub-molecular level. Nanoscale thermal 
phenomena occur not only for crystalline solid state but also in the case of nanometer-sized particles 
embedded in a liquid matrix. In the materials in which phonon heat transport is expected to be 
significant, one of the possible approach is the Debye model. The related theory is dated 1912 and 
was conceived to describe the phonon contribution to heat capacity at low temperature in solids. One 
of the striking feature of this approach is the fact that Einstein’s approach based on non interacting 
quantum harmonic oscillators fails when Debye, who represents the vibrations of atomic lattice as 
phonons in a box, does predict correctly the dependence on T3 of the heat capacity observed at low 
temperatures by experiments.  
The aim of this communication is to present the preliminary results by Debye modelling of phonon 
heat transfer in nanowires and nanoclubs. Such structures are object of our previous work [1].  
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2. THEORETICAL FRAMEWORK 

For a crystal with N number of atoms the normal modes of vibration are 3N-6 where the subtracting 
term accounts for the rotational and translational degree of freedom. The vibrational energy of the 
nanosystem is written in terms of sum of normal mode quanta. The total energy of the crystal is 
evaluated as: 
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where E0 is the zero point energy. 
From statistical thermodynamics, the energy can be expressed in terms of vibration frequencies ν of 
harmonic oscillators at temperature T. The result is: 
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where g(ν) is the density of states which is normalized with the condition ( ) Ndg 3=∫ νν . The 1D 

nanostructure is modelled as a stack of cells with axis coincident with the propagation of heat flux. 
The transverse dimensions of each cells are Lx, Ly. The dimension along the axis is Lz. The elastic 
waves are supposed to be characterized by two transverse modes and one longitudinal mode. The 
number of vibrational modes with frequencies between ν and ν+dν can be written as: 
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where cS is the speed of sound, V is the system volume. According to Debye, it is possible to write the 
specific internal energy and the heat capacity of the solid system in terms of Debye’s temperature and 
frequency which are written as the following: 

( )[ ] ( )3 62 VNkhcT SD π≡   ( )3 43 VNcSD πν ≡ .  (4) 

Then the specific energy is subtracted of the so-called zero point energy and it can be expressed as: 
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where n is the atom concentration, h and k the Planck and Boltzmann constants. The phonon energy 
spectrum has upper-bound νD which is the cutoff due to the constraint that the normal mode 
wavelength can not to be shorter that the atomic spacing in the crystal lattice. The definition of 
quantum energy can be put in differential form ( ) VdNhVdE phonphon νν= where dNphon is the 

number of vibrational quanta with frequencies in the range ν to ν+dν. The Eq. (5) above for specific 
energy is then written in terms of normal modes as following: 
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To evaluate the phonon distribution we use the equation 
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All the equations written hitherto are based on the assumption that the 1D crystal is in thermodynamic 
equilibrium. In condition of non-equilibrium, owing to the very short transient times (~100 ps), the 
Eqs.(5), (6) do not apply strictly for the meaningless interpretation of temperature. We will use at 
place of temperature a fictitious pseudo-temperature T* such that it returns the value of energy Ephon 
according to the following: 
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where ζ*=TD / T*. 

3. ALGORITHM OF SIMULATION 

The nanowire is modelled as a stack of 40 cells with heat flux flowing along the nanowire axis 
(z-axis) and transversal dimension in the range 2-50 nm (x-,y- axes). The Eq. (6) is used to establish 
the initial number of phonons in each cells. Dimensions of each cell are Lx, Ly, Lz. The initial position 
and velocity of each phonon are set by random generator according to the procedure described 
elsewhere [2]. Thus the phonon velocity components are cx = cS C, cy = cS S cos ϕ, cz = cS S sin ϕ 
where cS is the phonon speed. The same procedure will be used to select a new velocity after the 
occurring of a scattering event. The assignment of frequencies is made by Eq (7) by a technique of 
acceptance-rejection [2]. The algorithm is initiated by using Eq(1) to write down the initial energy in 
each cell. Then the target energy is evaluated from the real initial temperature by Eq. (5). At each 
phonon is assigned a velocity vector with constant magnitude and random direction as described 
above. Phonons are allowed to move with a drift velocity for one time interval ∆t. This last should be 
shorter with respect to the time necessary to the phonon to travel the cell length without collision [3]. 
In our case time step is ∆t = 2 ps. At step one we consider the drift movements. The particles are 
allowed to propagate along the z axis. Vice versa they collide with x or y cell faces and are reflected 
specularly. Each phonons has possibility to enter the previous or the next cell. In this case the total 
number of phonons in the cell is modified and so it is the actual cell energy Ec, which is then 
recalculated with Eq.(1). At this point the pseudo-temperature T* is evaluated for the step one by 
numerical inversion of Eq.(8) and the algorithm starts the scattering simulation. A numerical 
technique is used to introduce the collisions events by mean free path. As a consequence of collisions, 
each phonon can change its momentum and energy. Scattering processes arise from phonon-phonon 
interactions (Normal and Umklapp) and phonon-crystal lattice interactions. The simplest scheme is 
one in which the probability of phonon scattering does not depend on the cell pseudo-temperature and 
phonon frequency. The distance travelled by a phonon during the drift period is d = cS ∆t. A Poisson 
probability distribution is introduced for collision assessment written in the form 

( ) phonFld
edP

−
−= 1 where lphon is the phonon mean free path, supposed independent from T, d = cS ∆t 

and ∆t =2 ps. A random number is selected in (0,1) to indicate the presence of collision. If the random 
number is less than P(d) we decide that a collision takes place. In this case the direction of phonon 
velocity vector and the phonon frequency are changed by random selection. Acceptance-rejection of 
phonon frequency number is made by substituting in Eq(7) for ηS the current cell pseudo-temperature 
T*. The phonon position is not changed during the scattering event. The cell actual energy Ec is then 
recalculated according to Eq(1) and compared with the cell target energy E*c computed by Eq.(5) 
with substitution of T* used in the drift procedure from numerical inversion of Eq(7). If Ec and E*c 
are equal, according to a pre-defined criterion of approximation, we consider the next cell along z. If 
E*c is smaller of Ec some phonons are destructed one at a time by random selection till the two 
energies are comparable. If E*c is larger with respect to Ec it is necessary to create new phonons, one 
at a time. The frequency is selected by new random number in (0, νD) and we use Eq. (7) with the cell 
pseudo-temperature T* just immediately evaluated at place of temperature T. Position and velocity is 
chosen at random as before. When E*c becomes comparable to Ec, the phonon creation is suspended. 
This procedure at step one is repeated for each cell. The boundary cells are subjected to the initial 
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temperatures T1=500 K, T2 = 300 K and each cell energy is evaluated by Eq.(5) substituting T1 and T2. 
Also in the boundary cells some phonons can enter or outgo as well, and the process of photon 
creation-destruction is implemented according to the procedure above.  

4. RESULTS AND CONCLUSIONS 

In order to compare with other authors [2] the model was preliminarily operated with the following 
physical parameters: TD=115 K, M=30, νD=2.4 × 1012 Hz, CD=824.7 J/(kg K), λT=16.5 W(mK), 
αT=6.67×10-6 m2/s, ρ=3000 kg/m3, lf = 20 nm, cS=1000 m/s, Lx=Ly=Lz=10 nm. 
At the decreasing of the transversal dimensions Lx=Ly=L, the derivative of temperature with respect to 

z, ∂T/∂z, after 6 ns exibits oscillatory behaviour. Thus, when L=20 nm is compared with L=10 nm a 

slight decrease is observed, then with L=5 nm an increase of | ∂T/∂z | is observed. This last yields to a 
diminishing of thermal conductivity of 8.5 % at parity of heat flux. On the other hand, at the 
decreasing of L the ratio of the phonon mean free path to the transverse distance increases and from 
the kinetic theory the thermal conductivity is expected to increase coherently with the equation 

phonST lccυλ 3
1=  where cυ is the constant volume lattice specific heat, J/(m3 K), cS is the sound 

velocity (m/s) and lphon is the phonon mean free path (m). Thus, the phonon simulation leads to a result 

apparently in contrast with respect to the kinetic theory. However, the pecentage variations of λT are 
in absolute value below 10 % when sides L=Lx=Ly is changed from 20 to 5 nm. Moreover, with small 
transverse size of the 1D nanostructure, oscillations of the temperature vs. z-axis are significantly 
wider about the linear temperature regime relative to Fourier bulk conduction, which is normally 
settled in the structure after 6 ns. 
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FIGURE 1. left) TEM Zinc 1D nanocrystal elsewhere called nanoclubs [1]. Transverse size at base 
about 50 nm, length about 340 nm. Bar scale 66 nm; middle) simulations: stack length 400 nm, 
Lx=Ly=20 nm, Lz=10 nm; right) simulations: Lx=Ly=5 nm, . Lz=10 nm Average of results over 5 
random processes. 
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ABSTRACT 

Laminar forced convection of a nanofluid consisting of water and Al2O3 in a horizontal concentric 
annulus has been studied numerically. Single-phase model has been used to investigate thermal 
behaviours of the nanofluid over wide range of Reynolds numbers and nanoparticle volume 
fraction. Comparisons with previously published experimental and analytical works in horizontal 
annulus show good agreements between the results. For a given Reynolds number and particle 
mean diameter axial evolution of convective heat transfer coefficient for different nanoparticles 
concentration as well as the axial variation of wall heat flux are presented and discussed. 

Key Words: nanofluid, laminar forced convection, horizontal concentric annulus. 

1. INTRODUCTION 

Heat transfer through new class of fluids is named nanofluids [1] that show special heat transfer 
characteristics compared with common fluids as water, mineral oil and ethylene glycol which play a 
vital role in many industrial processes, including power generation, chemical processes, heating or 
cooling processes, and microelectronics. These fluids enable to solve some problems that arise from 
the poor heat transfer properties of common fluids. Heat transfer to a nanofluid flowing in a 
horizontal concentric annulus is a particularly interesting problem. Its considerable technical 
importance is due to its capability of heat transfer from both inner and outer surfaces which can 
transfer heat independently. The present paper investigates laminar forced convection of a nanofluid 
in horizontal concentric annulus with using single phase method with axial uniform constant 
temperature. An effective thermal conductivity model, for which the Brownian motion of the 
nanoparticles and also their mean diameter is brought into account, is used. Also an effective 
viscosity for nanoparticles is used which is a function of Brownian velocity, mean diameter of 
nanoparticles and temperature. For a given mean diameter of nanoparticles effects of particle 
volume fraction on thermal parameters have been presented. 

2. MATHEMATICAL FORMULATION AND NUMERICAL PROCEEDURE 

Laminar forced convection of a nanofluid consisting of water and Al2O3 in horizontal concentric 
annulus with uniform wall temperature has been studied by developing a computational code. 
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Dissipation and pressure work are neglected. Single phase model is used for the study thus the 
dimensional conservation equations for steady state mean conditions are as follows: 

( ) 0V. meff =ρ∇                  (1)  

( ) ( )meffmmeff V.pVV. ∇µ∇+−∇=ρ∇          (2) 

( ) ( )Tk.TCV. effmeff ∇∇=ρ∇              (3) 

The physical properties of above equation are: 

Effective density:   ρeff=(1-φ)ρf +φρp          (4) 

Effective  specific heat: Ceff =(1-φ)Cf +φCp        (5) 

Chon et al.[2] correlation which considers the Brownian motion and nanoparticles mean diameter 
has been used for calculation the effective thermal conductivity  
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Recently Masoumi et al. [3] develops a new equation for prediction of the nanofluids effective 
viscosity which is a function of temperature, mean nanoparticle diameter, nanoparticle volume 
fraction, nanoparticle density and the based fluid physical properties. This equation is adopted for 
calculating nanofluid effective viscosity. This set of nonlinear elliptical transport equations has been 
solved subject to following boundary conditions: 

-At the inlet of annulus (X=0):  Vmx=Vi, Vmr=0 and T=Ti     (7) 

-At the walls:  Vmx= Vmr=0, at r=ri T=Twi, and at r=ro T=Two               (8) 

-At the annulus outlet(X=L):the diffusion flux in the direction normal to the exit plane is assumed to 
be zero for all variables except for the temperature that fully developed condition is considered. 

This set of coupled non-linear partial differential equations was discretized with the finite volume 
technique. For the convective term a first order upwind method is used while the SIMPLE 
algorithm is introduced for the velocity-pressure coupling. Cells of Grid are non-uniform in two 
directions of axisymmetric geometry. It is finer near the wall and annulus entrance because the 
variables gradient is higher than other positions. Several different grid size have been tested to 
ensure that variation of grid numbers have no effect on the results. The selected grids consist of 25 
and 250 cells, respectively in the radial and axial directions. Increasing the grid numbers in the 
radial and also axial directions does not significantly affect the results. Some axial and radial 
profiles have been tested to be sure the results are grid independent. In order to demonstrate validity 
and also precision of code, comparisons with available analytical and experimental data have been 
done. The concordance between the results is good. Therefore the numerical code is reliable and 
can predict forced convection flow in a horizontal annulus. 

3. RESULTS 

Numerical simulation of forced convection has been performed with uniform wall temperature. For 
two  given Reynolds number R=100 and 900, four nanoparticle volume fractions (0%, 1%, 3% and 
5%) with 25nm mean diameter hydrodynamics parameter of laminar nanofluid flow have been 
studied numerically. Axial evolutions of the convective heat transfer coefficient at the inner wall for 
different Twi and Two are shown in figures 2. For same temperature at walls, in general increasing 
the temperature does not have any effect on the heat transfer coefficient. But for different inner and 
outer wall temperature the behaviour is complicated. Since the outer wall temperature is higher than 
the inner wall temperature. Therefore the bulk temperature is affected by the higher temperature of 
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the outer wall. As seen in figure 2c for the case of inner wall temperature 305k (Twi=305K) the bulk 
temperature become higher than the inner wall temperature (Tb>305 K) at X/L≈0.13. 

Thus at that region first the heat transfer coefficient 
increases significantly (Tb approach Twi) and then 
decreases suddenly to a negative value and goes to its 
negative asymptotic value (Tb > Twi). This means that 
instead of heating the fluid flow by the wall 
temperature. Energy transfers from the fluid flow to 
the wall. The same behaviour is also seen in other 
cases as well. In general the same behaviour is seen 
for the convective heat transfer coefficient at the 
outer wall. Increasing nanoparticle concentration 
augments the outer heat transfer coefficient (It is not 
shown because of lack of space). Evolution of heat 
fluxes along the annulus length is presented in figure 
3. It shows that at both the inner and outer wall, for 
given walls temperatures the corresponding wall heat 
flux augments with nanoparticle concentration. 
Which means using nanoparticle concentration 
enhances heat transfer through the annulus. 

 

 

 

FIGURE 1: Comparison of the predicted 
frictional pressure with the experimental 
results 
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FIGURE. 2: Axial evolutions of convective heat transfer coefficient at the inner wall along the 
annulus length 
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  FIGURE. 3: Axial evolutions of heat flux at the inner and outer wall along the annulus length 

4. CONCLUSIONS 

Single-phase approach has been used to investigate numerically thermal behaviours of a nanofluid 
consisting of water and Al2O over wide range of Reynolds numbers and nanoparticle volume 
fractions. Comparisons with previously published experimental and analytical works in horizontal 
annulus show good agreements between the results. It is shown that increasing the nanoparticle 
concentration augment the heat transfer coefficient at the inner and outer wall. However, when the 
inner wall temperature is much lower than the outer wall temperature a negative heat transfer is 
appeared. Energy transfers from the fluid flow to the inner wall.  
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ABSTRACT 

In this paper turbulent forced convection flow of a water–Al2O3 nanofluid in a circular tube subjected to 
a constant and uniform heat flux at the wall is numerically analyzed. Two different approach are taken 
into account: single and two-phase models, with Particle dimension equal to 38 nm. Temperature 
dependant thermophysical properties are considered. It is found that convective heat transfer coefficient 
for nanofluids is greater than that of the base liquid. Heat transfer enhancement is increasing with the 
particle volume concentration and Reynolds number. A good agreement is found with the correlation of 
Xuan and Li [1]. 

Key Words: Nanofluids, Numerical Simulations, Forced Convection. 

1. INTRODUCTION 

Maxwell [2] was the first to show the possibility to increase thermal conductivity of a solid-liquid 
mixture by more volume fraction of solid particles. These fluids containing colloidal suspended 
nanoparticles have been called nanofluids. Several investigations revealed that the thermal conductivity 
of the nanoparticles suspension could be increased more than 20% for the case of very low nanoparticles 
concentrations.  

Nowadays a fast growth of research activities in this heat transfer area is present [3, 4]. It is 
demonstrated that solid nanoparticle colloids are extremely stable and exhibit no significant settling 
under static conditions, even after weeks or months [5]. However, the development of nanofluids is still 
hindered by several factor such as the lack of agreement among experimental results from different 
research groups, poor characterization of suspensions and the lack of theoretical understanding of the 
heat transfer mechanisms [7].  

Relatively few theoretical and experimental investigations have been reported on convective heat 
transfer in confined flows, as also reviewed in [8, 9]. Experimental results are provided for convective 
heat transfer of nanofluids laminar and turbulent flow inside a tube in [1, 10-12].  

Very recently Buongiorno et al. [11-12] performed two interesting experimental studies on laminar and 
turbulent nanofluids convection. They used water/zirconia and water Al2O3 nanofluids and for both of 
them they concluded that the heat transfer enhancement is simply due to the improved thermophysical 
properties and the classical correlations can be used to predict Nusselt number, if temperature dependant 
properties are used. 

More numerous papers, instead, focus on the investigation of laminar and turbulent convection by means 
of numerical analysis. Basically there are two approach to simulate nanofluids convection, the single 
phase model where the fluid with the suspended nanoparticles is assumed to be continuous and the two 
phase model with a better description of the mixture, taking into account the interactions between the 
liquid and the nanoparticles.  
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The two phase approach seems a better model to describe the nanofluid flow. In fact, the slip velocity 
between the fluid and particles may not be zero [4] due to several factors such as gravity, friction 
between the fluid and solid particles, Brownian forces, the phenomena of Brownian diffusion, 
thermophoresis and dispersion. The two phase approach provides a field description of the dynamics of 
each phase or, alternatively, the Lagrangian trajectories of individual particles coupled with the Eulerian 
description of the fluid flow field [4, 13-15].  

In the present paper developing turbulent forced convection flow of  Al2O3/water nanofluid in a circular 
tube is numerically investigated. The finite volume method is employed to solve the problem and two 
modelling concepts are considered: the two phase mixture model and single phase model.  

Temperature dependant thermophysical properties are considered for both the models. Average steady 
state of a turbulent two dimensional symmetric flow is considered, with uniform heat flux on the tube 
wall. The study is carried out for water with alumina particles with a spherical size of 38 nm diameter.  

A comparison among results obtained by the different models is accomplished in terms Nusselt number 
is accomplished with the Xuan and Li [1] correlation. 

2. MATHEMATICAL MODELLING 

The geometrical configuration under consideration is presented in Fig. 1. It consists in a channel 
with a circular section. The forced convection flow is steady and turbulent and a nanofluid flows 
inside the channel. The base fluid is water and the particles are of alumina (Al2O3). The channel is 
L=1.0 m long and has a diameter D=1.0·10-2 m. The fluid enters with uniform temperature and 
uniform velocity profiles at the inlet section. The condition of the uniform wall heat flux has been 
considered in this study. Moreover, the flow and the thermal field are symmetrical with respect to 
the longitudinal middle plane vertical, so half channel has been considered. 

 

FIGURE 1. Schematic of the configuration under investigation 

The equations used to calculate the themophysical properties are the following [4, 13, 
15]: 

)172.297.4()103.1107.91.1( 2253 ++⋅⋅−⋅+−= −− ϕϕλ TTnf
    (1) 

( )13.712310104.2 2140

8.247
5 +⋅+⋅⋅⋅⋅= −− ϕϕµ T

nf
      (2) 

 

3. RESULTS 

Results were carried out employing the single phase model and mixture model, for φ= 1%, 4% and 
6%, Re= 20·103-40·103 and q= 50·104  W/m2. In all cases the particles size is considered equal to 38 
nm. 
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In Fig. 2 wall and bulk temperature profiles for Re=40·103 and φ=6% are reported. The figure clearly 
shows that temperature dependence of thermophysical properties has a relevant influence on wall and 
bulk temperature. In fact, for the single phase model wall temperature results to be about 2 K lower, 
whereas for the mixture model wall temperature is about 7-8 K lower. As for the bulk temperature, they 
remain substantially equal.  

Fig. 2b shows that, in terms of wall temperature, mixture and single phase model lead to quite different 
results, instead the bulk temperature is, practically, the same for the two models. 

Nusselt number, for all the cases considered, is reported in Table 1. It is possible to notice that in 
the case of a concentration of 1%, Nusselt numbers calculated with single phase and mixture model 
are quite similar, with an average deviation of about 10% respect to Xuan and Li correlation [1]. 

 

(a) 

 

(b) 

FIGURE 2. Wall and bulk temperature profile for constant properties (a) and temperature variable 
properties (b) 

At the increase of the concentration, the deviation between the two models becomes more 
important, leading to quite different Nusselt number. For φ=4% , Nusselt number values calculated 
with mixture model present a maximum deviation from Xuan and Li correlation [1] of 13% at 
Re=4.0·104, whereas the single phase model leads to a more consistent deviation, averagely equal to 
24%. A similar behaviour is detected also for φ=6%, which shows that the single phase model 
produces underestimated results respect to Xuan and Li correlation, while mixture model results to 
have a much better approximation. 

Re 
Nusp 
φ=1% 

Numix 

φ=1% 
Xuan-Li 
φ=1% 

Nusp 
φ=4% 

Numix 

φ=4% 
Xuan-Li 
φ=4% 

Nusp 
φ=6% 

Numix 

φ=6% 
Xuan-Li 
φ=6% 

2.0·104 180 187 147 184 224 220 188 258 268 
3.0·104 237 248 219 244 301 327 250 350 397 
4.0·104 293 307 291 303 375 433 312 438 524 

TABLE 1. Comparison between Nusselt number obtained by means of numerical simulation and the 
correlation of Xuan and Li 

4. CONCLUSIONS 

In the present paper steady turbulent convection of water-Al2O3 nanofluid inside a circular tube 
was numerically investigated by means of finite volume method. 
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Single phase and mixture models with temperature dependent thermophysical properties were taken 
into account in order to simulate the water-Al2O3 nanofluid. Results showed the benefic contribution 
to the heat transfer provided by the inclusion of nanoparticles. In fact, Nusselt number increases at the 
increase of both Reynolds number and particle concentration.  

The mixture model results to guarantee a better agreement with the experimental correlation of Xuan and 
Li [1], especially at the increase of particles concentration. This should be due to the fact that in the 
mixture model the concentration equation is solved in addition to mass conservation, energy and 
momentum equations. In this way, a better description of the two phases interaction is obtained, ensuring 
a better agreement among numerical and experimental results. 
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ABSTRACT 

A simple two-dimensional model for the solidification of a “warm” solid seed placed in an under-
cooled liquid melt is presented.  Under the physically restrictive assumptions of no surface 
anisotropy or curvature and kinetic under-cooling a closed form similarity solution can be 
constructed for this problem. A fixed grid enthalpy “like” solution can also be constructed. When 
this enthalpy solution is implemented in a one-dimensional cylindrical geometry it produces 
excellent agreement with the analytical solution. When implemented in a two-dimensional 
geometry, however, due to the lack of front stability provided by the surface under-cooling, 
dendritic crystals are predicted. Theses crystals are referred to as “numerical crystals” to highlight 
the fact that they are a pure artefact of the anisotropies introduced by the grid, and the initialization 
and operation of the proposed numerical method.  The paper closes by suggesting that the proposed 
analytical solution, although not physically complete, is a rigorous and hard test for the quality of a 
given crystal growth algorithm, since an “ideal” two-dimensional numerical method should be able 
to recover the cylindrical growth of the seed without forming dendrites.        

Key Words: Crystal Growth, Similarity Solution, Enthalpy Method. 

1. INTRODUCTION 

The modelling of crystal growth processes is an active field in numerical heat transfer research. An 
often used test problem is the solidification of an initially circular solid seed in an under-cooled 
liquid melt. This problem is investigated in the current paper. The particular interest is the case 
where crystal anisotropy and under-cooling of the solid-liquid interface are neglected; a case that 
admits an analytical solution. Against this analytical solution the predictive performance of a 
current fixed grid enthalpy method [1-3] is tested. The question asked is; how well does this method 
recover the analytical solution for the growth of the solid seed? 

2. A CRYSTAL GROWTH PROBLEM 

The problem of interest involves a solid circular seed at the equilibrium phase change temperature 
( 0=T  say) placed in a two-dimensional under-cooled liquid melt, with insulated far field 
boundaries and at uniform temperature 0<iT . The placement of seed sets up a temperature gradient 

pointing from the solid into the liquid. Under this gradient, the latent heat of the liquid in contact 
with the solid leaks away, results in solidification and the growth of the solid. In the absence of 
crystal anisotropy this growth will maintain the circular shape of the seed. Further, if curvature and 
kinetic under-cooling of the solid-liquid interface is neglected a closed form similarity solution is 

obtained. Following Carslaw and Jaeger [4] this solution sets the growth of the crystal as tR λ= 2  

where the parameter λ  is given by solving the equation ( ) 0
22

1
2 =+λλ λ−

eTEL i ; L is the 

dimensionless latent heat and ( ) ∫
∞

−

=

x

t
e dtxE

t

1  is the exponential integral.   

374



The above stated problem can also be solved numerically using the recently proposed fixed grid 
enthalpy like method for equiaxed crystal growth [3]. This approach closely follow that of a time 
explicit enthalpy scheme with modifications that allow for the advance of the front from fully solid 
to liquid computational cells and procedures to calculate interface curvature and under-cooling from 
the nodal liquid fraction field. When applied to problems that involve anisotropy and interface 
under-cooling this method predicts dendritic crystals grown from an initial seed that match the 
correct asymptotic physical behaviours and are relatively free of artificial anisotropy introduced by 
the numerical grid. In the current problem, however, since physical anisotropy is removed and the 
stabilizing effects of under-cooling are not included it is not clear how well this simple enthalpy 
model will work. 

3. RESULTS 

Figure 1 compares the seed growth predictions )t(R  of the enthalpy method, implemented in a 

cylindrical coordinate geometry, with the analytical solution, for the case where 501 .T,L i −== . The 

agreement between the numerical and analytical model is very satisfactory. Figure 2, however, 
shows predictions for the crystal shape in a case where the enthalpy methods is applied in a two-
dimensional Cartesian geometry (a mesh of square control volumes); the distinct difference seen in 
the crystal shapes a result of the choice of the initial seed and the methodology used to advance the 
solidification between computational cells.  Clearly these results are far from the correct form of a 
circular crystal shape; what is happening? Essentially, due to the chosen initial seed (achieved by 
setting some cells to solid) and the non-circular anisotropy imposed by the grid and interface 
advance scheme, as the seed grows, parts of the interface find themselves in regions more 
favourable for growth. In the absence of interface under-cooling to control this growth, the interface 
advances further into favourable growth regions leading to a “run away” process and the formation 
of the dendritic crystals shown in Figure 2. Hence, although the resulting images are pleasing in 
appearance and have the morphology of realistic crystals they can not be regarded as physically 
meaningful and should be correctly referred to as “numerical crystals.”  

 

FIGURE 1. Enthalpy method predictions for seed growth R(t) compared with analytical solution 
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FIGURE 2. Examples of numerical crystals predicted by enthalpy model with different seeds and 
front advance algorithms 

4. CONCLUSIONS 

The crystal growth problem used in this work poses a rigorous and difficult test problem for heat 
transfer solidification codes. Not only does this test problem have a closed form analytical solution, 
due to the lack of controlling (anisotropy) or stabilising (interface under-cooling) features, it also 
offers a stringent test of a given methods level of induced grid anisotropy. As demonstrated in this 
paper, when this numerically artificial feature is not controlled, attractive but physically 
meaningless numerical crystals will form.   
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ABSTRACT 

Phase change ice-water and vice versa in the geometry of horizontal cylindrical annulus with 

constant inner wall temperature and adiabatic outer wall is modelled with enthalpy based mixture 

model. Melting phenomenon is analyzed through a sequence of numerical calculations. Inner pipe 

wall temperature has a strong influence on the shape of ice-water interface, the flow and 

temperature fields in the liquid, the heat transfer coefficients and the rate of melting. Results of 

numerical calculations show good qualitative agreement with available experimental and other 

numerical results.     

Key Words: isothermal phase change, melting, enthalpy model, fixed grid, annulus. 

1. INTRODUCTION 

Modelling of solid-liquid phase change has received a lot of attention since it often appears in 

practice. One of the key challenges that has been in focus of research in past is tracking of transient 

phase change interface which is usually treated either with moving or fixed grid methods. Moving 

grid method [1] assumes fixing of solid-liquid interface in each time step, solving of conservation 

equations separately for solid and liquid phase and applying of classical Stefan formulation to find 

interface position in the next time step. With fixed grid method [2] the same set of equations is 

solved for the whole domain and phase change is taken into account with appropriate source terms, 

without explicit tracking of interface. The configuration of horizontal annulus is studied 

theoretically and experimentally and extensive review is given in Yao and Prusa [3]. Recent review 

of research on cold thermal energy storage is given in the paper of Saito [4].       

2. PHYSICAL AND MATHEMATICAL MODEL 

Physical model considered is a horizontal circular annulus with 

the inner pipe radius ri and the outer pipe radius ro (Figure 1). 

The no-slip conditions regarding the velocities are applied on 

both walls, while temperature of inner pipe is constant and 

uniform along the pipe. The outer pipe is assumed to be 

thermally insulated. Ice in the annular space is initially on 

temperature Ti and the melting starts when the inner pipe 

temperature is suddenly risen above the phase change 

temperature. Due to its simplicity, fixed grid enthalpy-based 

method is used for modeling of phase change. The same set of 

conservation equations is used for the whole domain and the 

need for explicit tracking of solid-liquid interface is excluded. 

Flow field is considered two dimensional, laminar and 

incompressible. The physical properties of water and ice are 

temperature invariant, except the water density whose nonlinear variation with temperature is 

included in buoyancy term in the momentum equation. Based on the enthalpy method, governing 

equations, written out in form suitable for numerical integration with CV method [5] are: 

ri

ro

 
FIGURE 1.  Physical model 
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where Sr and Sϕ are Darcy like source terms that nullify velocities in the solid phase. The 

jump of total enthalpy H on the phase change temperature is converted to linear function 

∆H in the narrow temperature interval. Details on numerical integration of equations (1)-

(4) are given in [2]. 

3. RESULTS AND DISCUSSIONS 

A number of numerical calculations are performed in order to estimate the influence of inner pipe 

temperature on the shape of ice-water interface, the temperature and flow fields in the liquid phase, 

local and average heat transfer coefficients. Annulus dimensions are ri=12.7 mm and ro=50.8 mm 

and ice in the annulus is initially on the phase change temperature in all calculations.  

The temperature and flow fields in several time instances for the case of melting with Tw=4
o
C are 

given on Figure 2. At the beginning, conduction is dominant heat transfer mechanism and ice-water 

interface has the shape of circle with the center on the axis of annulus. As melting continues, 

convection in the liquid phase intensifies which results in isotherms deformations. In this case, 

water in the vicinity of inner pipe has the highest density and therefore flows downwards along the 

inner pipe, while the water in the vicinity of ice surface flows upwards.  

   
FIGURE 2.  Temperature field (left) and flow field (right) for Tw=4

o
C 

Local heat transfer coefficients as a 

function of angle ϕ are given on Figure 3. 

It is evident that heat transfer is more 

intense on the top of the heat source 

(higher ϕ values) since relatively cold 

water, previously cooled down during the 

flow along the ice surface comes into 

contact with heat source. On the ice 

surface there is an opposite situation- 

relatively warmer water comes in contact 

with ice surface below heat source and 

consequence is pear shaped melted region 

facing downwards. 
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FIGURE 3. Local heat transfer coefficients for Tw=4
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In all cases when Tw>4
o
C, isotherm T=4

o
C, i.e. density extreme is somewhere between the surface 

of inner pipe and ice surface, and two distinct type of flow cells appears in the melted region. The 

temperature and flow fields in several time instances for Tw=8
o
C are given on Figure 4. Ice-water 

interface retains circular shape over a relatively longer period of time. As melting continues, flow in 

the outer vortex, next to the ice-water interface intensifies and occupies most of the melted region 

and as a result moving of interface is determined by the flow in the outer vortex and melting is more 

intense under the heat source.  

   
FIGURE 4.  Temperature field (left) and flow field (right) for Tw=8

o
C 

Local heat transfer coefficients from the 

pipe surface to the water for t=67 min 

(Figure 5) have minimum values for         

ϕ ≈ 100
o
, i.e. on the contact of inner and 

outer vortex where temperature gradients 

have minimum. For ϕ<100
o
 local heat 

transfer coefficients are relatively smaller 

since there is a clockwise circulation in 

inner vortex down the isotherm T=4
o
C and 

then along the surface of cylinder Tw=8
o
C. 

For ϕ>100
o
C local heat transfer 

coefficients are relatively higher since 

there is a counterclockwise circulation of 

water in outer vortex, along the ice surface 

Tf=0
o
C and then down the warm surface of cylinder Tw=8

o
C. 

For Tw=13.6
o
C (Figure 6) at the very beginning of process, melted region takes pear shape facing 

upward. Melting is more intense above heat source, and retarded over a quite long period under the 

cylinder where heat transfer is conduction dominated. 

   
FIGURE 6.  Temperature field (left) and flow field (right) for Tw=13.6

o
C 

Average values of heat transfer coefficients from inner pipe surface to the water for Tw 4, 6 and 8
o
C 

are given on Figure 7. Initial high values are characteristic for transient conduction dominated heat 
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transfer. After 16000 s for Tw=4
o
C and 12000 s for Tw=8

o
C water comes into contact with outer 

insulated pipe of annulus and therefore there is a drop of average heat transfer coefficients. 

Variation of molten volume ratio V/Vo (V-volume of molten region, Vo volume of heat source) with 

time is given on Figure 8, together with experimental data of White et al. [6] for Tw 4, 8 and 10 
o
C. 
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FIGURE 7.  Average heat transfer coefficients FIGURE 8.  Variation of molten volume with time 

4. CONCLUSIONS 

Isothermal phase change, such as ice melting, can be successfully simulated with proposed single 

domain enthalpy based model. Performed calculations exhibit qualitatively good agreement with 

available experimental [6] and numerical results [1] where moving grid temperature based method 

is used. Temperature of inner cylinder wall strongly affects the flow in liquid and shape of solid – 

liquid interface unlike the freezing process [7] where convection influence is less pronounced. For 

inner pipe temperatures under or equal 4
o
C water with the highest density is next to the inner wall, 

and flow is directed to the bottom of annulus causing the pear shape melted region on the bottom of 

annulus, and highest heat transfer coefficient on the top of annulus. With inner wall temperature Tw 

above 4
o
C, isotherm with highest water density moves in the liquid region, and separates two 

distinct cells with opposite flow directions. Higher wall temperatures move maximum density 

isotherm closer to the phase change interface and causes supremacy of clockwise flow in liquid and 

forming of pear shape on the top side of annulus. Average heat transfer coefficients on the inner 

pipe wall change during the melting process and can be obtained by integrating local values around 

the circumference of inner pipe.    
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ABSTRACT 

The paper deals with methods of numerical determination of heat flux and heat transfer coefficient 
between the boiling liquid that is flowing through a vertical, rectangular and asymmetrically heated 
minichannel and the heating foil. Two approaches were determined: one- and two-dimensional, 
both based on experimental results of thermosensitive liquid crystal technique application. One-
dimensional approach takes into account the temperature foil change only along the flow direction, 
whereas two-dimensional approach includes also the direction perpendicular to the flow. The two-
dimensional approach uses heat polynomials which satisfy Laplace equation. Provided the 
mesaurement errors are known it is allowed to apply equalizing calculus in both approaches. Basing 
on the equalizing calculus, the criterion for the correctness of numerical method selection is 
presented.  

Key Words: Minichannel Flow Boiling Heat Transfer, Heat Polynomials, Equalizing Calculus. 

1. INTRODUCTION 

Proposed models for heat flow through foil and glass, see Figure 1, deal with a system composed of 
the liquid (R11) which flows into a minichannel and has the lower temperature than the temperature 
of boiling, and of two partitions: quasiadiabatic partition on the one side and the heating foil 
covered with thick glass pane on the other, which separate the liquid from the environment. The foil 
acts as a source of heat, and the liquid crystal layer on its surface at the contact with the glass allows 
measuring the temperature distribution on the exterior heating surface. Increasing electrical power 
supply to the foil during the flow of the liquid through the minichannel causes the increase in the 
heat flux supplied to the liquid, which leads to bubble boiling incipience. The quantities to be found 
are both the heat flux and the heat transfer coefficient on the contact surface of the heating foil and 
the boiling liquid.   

2. ONE- AND TWO - DIMENSIONAL APPROACHES  

In one-dimensional approach the investigations took into account the dimension along the flow 
direction (x), but the dimension perpendicular to it (y) was related only to the foil thickness, see 
Figure 1. The glass pane, owing to its very low conductivity (λG = 0.71 Wm-1K-1), quite large 
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thickness (δG = 5mm) and a low heat transfer coefficient on its exterior surface, may be treated as a 
perfect insulator. Consequently, it may be assumed that the entire volumetric heat flux generated 
inside the foil, is transferred by heat conduction across the foil thickness to the flowing liquid, and 
the heat flux on the surface contacting the liquid is given by the equations: 
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where )( xTl  changes, for simplicity, linearly from inletlT ,  to outletlT , . Since Fδ  is very small, it is 

possible to replace the partial derivative in equation (1a) with a finite difference, and after taking 
condition (2) into account we get a simple formula for the heat transfer coefficient: 

                                        ( ) ( ) -12
1 )()( FVlGFFFFVD qxTxTqx δδλδλα ⋅−−= )(),(                 (3)       

The temperature ( )GF xT δ, is measured at discrete points and then approximated with a polynomial.   

In two-dimensional approach we assume a stationary heat transfer process in the foil and glass, 
expressed with the equations: 

   • in glass:  02 =∇ GT (a)        and         • in foil:   12 −−=∇ FVF qT λ  (b)                              (4)  

At the glass – foil contact the equality of both temperatures and their gradients is found:  
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It is assumed that the remaining boundaries are isolated, see Figure 1. The unknown glass 
temperature TG(x,y) and foil temperature TF(x,y) are approximated with a linear combination of the 
heat polynomials un(x,y) which satisfy the equation (4a) [3]  
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where ( )yxu ,~ is any specific solution  to equation (4b). Unknown coefficients ai and bj are 

calculated by the least squares method which leads to the minimization of error functionals.     
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FIGURE 1. Diagram of flow boiling process in the investigated minichannel  
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and boundary conditions 
Those functionals describe the mean square errors between approximates and prescribed boundary      
conditions in Figure 1. The measurements Tk contain local temperature measurement errors kσ  

which we use to construct weights in the error functional JG [1]: 
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They are the errors in estimating values of the foil temperature, based on the hue indicated by liquid 
crystals [2,3,4]. When in (7) ( )yxTG ,  is substituted with dependence (6a), the minimum of 

functional GJ  is determined from the solution for the system of equations: 
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,  i = 0, 1, ..., N                                                    (8) 

Coefficients bj are determined in the same manner as in equation (8). For function TF(x,y), the  
minimized  functional FJ  has a similar form to the functional (7). If we know the function TF(x,y) 

on the boundary y = δG+δF, we can compute the heat flux and the heat transfer coefficient from the 
condition (2). In the equalizing calculus we are looking for such corrections 

k
ε  for measurements 

Tk,, that for the corrected foil temperature kT
~

 the following condition is satisfied  
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~

                                                                    (9)  

Corrections 
k

ε  are assumed to feature normal distribution with mean value equal to zero and finite 

variance equal to 2
kσ [1]. Correction kε is determined so as to minimize the Lagrange function 
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where: kω  are Lagrange multipliers. Additionally, we assume equality between the corrected 

temperature FT
~

, and the corrected measurement of temperature kT
~

, that is   

( ) 0=− kGkF TxT
~~

,δ                                                        (11) 

The equalizing calculus is employed in an analogical manner for the one–dimensional approach [5].  

3. RESULTS 

In the one-dimensional approach the measurements of temperature Tk were approximated using a  
5-degree polynomial, i.e. n=5; in the two-dimensional approach it was assumed that 

2150 yqyxu Fv
−−= λ.),(~

 and N =M= 5. Heat transfer coefficients calculated on the basis of both 

approaches have similar values.  
According to the assumed corrections kε , function W given by equation  

∑
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22σε                                                                  (12) 

has a distribution 2χ with K-n-1 degrees of freedom in the one-dimensional approach, and K-N-1 in  

two-dimensional approach. The calculations confirm that the value of function W in each run is 
lower than the number of degrees of freedom. Function W helps test the fitting of measurement data 
by means of an n-degree polynomial (one-dimensional approach) or a combination of N+1 heat 

polynomials (two-dimensional approach). With the use of 2χ  we can verify the correct fitting 

hypothesis for measurement data Tk using a 5th -degree polynomial (one-dimensional approach) or a 
combination of six heat polynomials (two-dimensional approach) [1]. The calculations did not 
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confirm only one case of the reviewed hypothesis. Additionally, the corrections εk  should fulfill 
condition [1]:  

                                                      kk σε 3<                                                          (13) 

In one-dimensional approach there is one case (experimental run) when not all corrections fulfill 

condition (13).  In all other cases the condition is fulfilled by all corrections εk.  The results are 
similar for the two-dimensional approach.  The assessment of measurement accuracy errors in 
experimental studies was carried out for both approaches. The square mean error was used as a 
measure for error values. They were calculated as roots of sum of function partial derivatives 
products in relation to a given exterior parameter in direct measurement, by the mean error of the 
given parameter measurement. Heat transfer coefficient mean errors, calculated before and after the 
equalizing calculus, were determined for both approaches. The use of the equalizing calculus helped 
reduce the heat transfer coefficient error.  

4. CONCLUSIONS 

• The calculated heat transfer coefficients α, based on two the presented approaches, have similar 
values. The results verify one another, which confirms the correctness of the assumed approaches 
and the used numerical procedures. 

• Test 2χ  verifies the hypothesis of measurement data fitting using an n-degree polynomial (for the 

one-dimensional approach) or a linear combination N+1 of heat polynomials. For the two – 
dimensional approach, the measurement data fitting is fulfilled for nearly all the runs. 
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